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Abstract

Frontier large language models (LLMs) have shown great success in text modeling
and generation tasks across domains. However, natural language exhibits inherent
semantic hierarchies and nuanced geometric structure, which current LLMs do not
capture completely owing to their reliance on Euclidean operations such as dot-
products and norms. Furthermore, recent studies have shown that not respecting
the underlying geometry of token embeddings leads to training instabilities and
degradation of generative capabilities. These findings suggest that shifting to
non-Euclidean geometries can better align language models with the underlying
geometry of text. We thus propose to operate fully in Hyperbolic space, known for
its expansive, scale-free, and low-distortion properties. To this end, we introduce
HELM, a family of HypErbolic Large Language Models, offering a geometric
rethinking of the Transformer-based LLM that addresses the representational
inflexibility, missing set of necessary operations, and poor scalability of existing
hyperbolic LMs. We additionally introduce a Mixture-of-Curvature Experts model,
HELM-MICE, where each expert operates in a distinct curvature space to encode
more fine-grained geometric structure from text, as well as a dense model, HELM-
D. For HELM-MICE, we further develop hyperbolic Multi-Head Latent Attention
(HMLA) for efficient, reduced-KV-cache training and inference. For both models,
we further develop essential hyperbolic equivalents of rotary positional encodings
and root mean square normalization. We are the first to train fully hyperbolic
LLMs at billion-parameter scale, and evaluate them on well-known benchmarks
such as MMLU and ARC, spanning STEM problem-solving, general knowledge,
and commonsense reasoning. Our results show consistent gains from our HELM
architectures — up to 4% — over popular Euclidean architectures used in LLaMA
and DeepSeek with superior semantic hierarchy modeling capabilities, highlighting
the efficacy and enhanced reasoning afforded by hyperbolic geometry in large-scale
language model pretraining.

1 Introduction

Contemporary Large Language Models (LLMs) [18, 42, 9, 1] fundamentally operate within Euclidean
space. This manifests in their reliance on Euclidean operations such as dot products and norms
applied to token embeddings. However, this architecture presents a potential mismatch with the
intrinsic structure of natural language data. Existing works have shown that textual data, particularly
token inputs to LLMs, exhibit an inherent semantic hierarchy [48, 47, 21, 35], thus requiring a
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space that can naturally accommodate these relationships. An ideal LLM architecture would possess
geometric alignment with the underlying structure of the data it aims to represent.

To further illustrate the unique geometry of text data, we
show in Figure | the distribution of Ricci Curvature of

token embeddings from popular decoder-only LLMs on ™ g 2'223153525
1000 diverse samples from RedPajama [46]°. We ob-  °*] £ DeepSeek-MoE

serve that the vast majority of tokens exhibit a wide range 0101
of negative curvatures. This has also been observed by
Robinson et al. [38], who investigate the subspace of to-
ken embeddings and its inherent non-Euclidean structure.
As Ricci curvature measures the local geometry of a man- ~ °%4]
ifold, these empirical observations suggest hierarchical 0.021 ‘
token structures, while the variation in curvature values | dﬂnﬂ 1
suggest complex token geometry that cannot be captured T s e e e e 0T 1O
by single curvature approaches. Robinson et al. [38] also o o )

. . Figure 1: Ricci curvature distribution of token embeddings
show that not respecting the geometry of tOkeI}S will harm from decoder-only LLMs showing substantial variation of
a Transformer-based LLM’s generative capabllities while negative curvature, implying higher local hyperbolicity.
introducing undue training instabilities. He et al. [21]
also document power law distributions of token frequencies, implying hierarchy among tokens. We
thus propose a geometric rethinking of the transformer-based LLM: operate fully in hyperbolic space,
where the negative curvature results in exponentially increasing volume w.r.t. distance. Hyperbolic
space is expansive, scale-free, and yields low distortion, and has shown success in numerous settings,
particularly in Transformer architectures [48, 5, 19, 6, 39]. It provides token embeddings more
“breathing room” in the network, better aligning with the underlying structure of the text data.

Probability

However, previous works that study hyperbolic Transformers and pre-trained models have several
major shortcomings: (1) Inflexible geometric spaces. They assign each Transformer block a
single hyperbolic manifold, embedding entire token sequences in fixed-curvature spaces. This
approach does not align with the observed substantial variant in curvature values as noted above, thus
limiting the expressiveness of hidden representations. (2) Lack of essential operations. They omit
widely-used LLM components such as rotary positional encoding and RMS normalization, and lack
theoretical guarantees of LLM modules in Euclidean settings; (3) Poor scalability. They focus on
low-dimensional settings and use quadratic hyperbolic self-attention mechanisms that do not scale
comparably to modern Euclidean foundation models [18, 10]. In this work, we address the limitations
of both Euclidean LLMs and prior hyperbolic Transformers through the following contributions:

* To alleviate limitation (1), we introduce hyperbolic Mixture-of-Curvature Experts (MICE), where
each expert operates in a distinct curvature space, enabling the model to encode fine-grained
geometric structure from text. The mixed-curvature strategy employed by MICE captures the
range of negative curvatures prevalent among token embeddings, mitigating previous hyperbolic
Transformers’ representational inflexibility.

* To resolve limitation (2), we introduce several novel hyperbolic modules to develop hyperbolic
LLMs: Hyperbolic Rotary Positional Encodings (HOPE) and Hyperbolic RMSNorm, bridging
the gap between hyperbolic Transformers and modern Euclidean LLMs. Additionally, we provide
extensive theoretical analysis that provides similar guarantees as in the Euclidean case.

* To address limitation (3), we propose Hyperbolic Multi-head Latent Attention (HMLA) to
perform efficient inference with a reduced-footprint KV cache and reduce active memory during
training, thereby bridging the scalability gap between previous hyperbolic Transformers and
current Euclidean LLMs.

* Finally, we introduce HELM, the first attempt at building a family of fully HypErbolic Large
Language Models. We are the first to train at billion parameter scale and outperform popular
Euclidean architectures on a diverse set of benchmarks.

ZRicci Curvature is a metric of how strongly or loosely connected a region of space is. The more negative the
curvature, the more hyperbolic the space is. We describe the metric in Appendix A.1.



2 Related Work

Hyperbolic Transformers. Hyperbolic geometry has emerged as a powerful embedding space
for representational learning, particularly in domains characterized by hierarchical and scale-free
structures [16, 34, 15]. Hyperbolic Neural Networks (HNN) [15] and their extension HNN++ [39]
have shown that operating in hyperbolic spaces increases representational capacity. Several works
have incorporated hyperbolic geometry into Transformers to better capture semantic relationships.
HAT [19], HNN++ [39], and HyboNet [5] all propose equivalent formulations of hyperbolic attention
in different models of hyperbolic space. HypFormer [48] developed several essential modules that
were lacking in previous works, showing improved performance for structured and hierarchical
datasets. Although work on hyperbolic pre-trained language models exist [6], they ignore essen-
tial components required to train /arge language models, such as normalization layers, residual
connections, roatry positional encodings. Furthermore, these works suffer from the limitations
mentioned in Section 1. Previous work have also considered mixed-curvature Transformers [7],
however, they only using different curvature values in each attention head and relying on tangent
space methods that are prone to mapping errors and numerical stability [5, 48, 20, 3]. Further related
works include LResNet [23] who introduces an efficient hyperbolic residual connection method
that mitigated numerical instability and tangent space mappings. Some works have devised hybrid
approaches by incorporating hyperbolic components to existing pre-trained Euclidean LLMs and
vision models [12, 36, 47, 17, 49, 31]. However, these works do not develop and pre-train hyperbolic
LLMs from scratch. Our work advances this line of research by developing and scaling hyperbolic
architectures to large-scale pretraining setups, and additionally introducing novel components for
efficient and expressive language modeling in hyperbolic space.

Open Large Language Models. The recent surge in open LLMs has democratized access to cutting-
edge NLP capabilities, enabling broader research and application development. Notable among
these is LLaMA [44], which introduced a family of efficient and powerful models trained on diverse,
large-scale corpora. Llama models employ several optimizations such as rotary positional embeddings
and grouped query attention, making them competitive across various downstream tasks. Building
on these ideas, Gemma [42] introduced further improvements for better data curation, advanced
pertaining techniques, and careful model scaling strategies. In parallel, Mixture-of-Experts (MoE)
architectures have emerged as a prominent design to enhance model capacity without a proportional
increase in computation cost. DeepSeek-MOoE [1 1] introduces an efficient routing mechanism to
dynamically activate a subset of experts per input, significantly improving inference throughput
compared to other MoE models such as Mixtral [27]. However, all these models are inherently
Euclidean, and while effective, may not align well with the geometry of the token subspace.

3 Preliminary

We introduce the relevant background required to understand the building blocks of HELM, including
hyperbolic geometry, hyperbolic self-attention, and other useful hyperbolic modules.

3.1 Lorentz Hyperbolic Geometry

There are several isometric models of hyperbolic space employed in previous research [45, 19, 43,
34,48, 5, 3]. In this study, we choose the Lorentz model: its special space-time interactions allow
for fully hyperbolic operations, offering enhanced expressiveness and empirical stability from an
optimization perspective [5, 48, 33]. Nevertheless, our methods can be easily reformulated for other
models of hyperbolic geometry via isometric mappings.

Lorentz model. An n-dimensional Lorentz model, denoted as L™, is a Riemannian manifold £
equipped with the Riemannian metric tensor g = diag(—1,1,...,1) and defined by a constant
negative curvature K < 0. Each point x € LX"" has a parametrized form [z, x,]7, where z; € R
is the time-like dimension and x, € R™ is the space-like dimension. For points x,y € L%, their
Lorentzian inner product (x,y). is given by (x,y)r = —zy: + XLy, = x! g&y. Hence, the
Lorentzian norm |||x|||z = /|(x,x).|. Formally, the point set L™ := {x € R"*! : (x,x), =

1/K,z; > 0}. The origin o € L% is the point [\/—1/K,0,...,0]T.

Tangent space. The tangent space at a point x € /" is set of points orthogonal to x, defined as
TLE™ = {y € R""! . (x,y), = 0}. Notably, the tangent space is isomorphic to Euclidean space.



3.2 Hyperbolic Neural Network Modules

Extensive work has been done to develop hyperbolic neural network modules [48, 5, 3, 45, 23, 15,
39, 19], which we introduce below.

Lorentz Linear Layer. Given curvatures K7, Ko, and parameters W € ROHDXm and b € R™, the
Lorentzian linear transformation with curvature [48] is the map HLT : LEun 1 Kem given by,

HLT(x; W, b) = ,/% : [\/|wa +Db|2 - 1/Ky, Wix + b] . )
1

Lorentz Residual Connection. Let x, f(x) € L% where x is an input vector and f(x) is the
output of a neural network f. Then, the Lorentzian residual connection [23] is given by,

x@e f(x) = arx+ azy, a5 = wi/ (VR wrx + waf )] fori € 0.1}, @

where o, ap are weights parametrized by constants (wq,ws) € R?\ {(0,0)}.
Hyperbolic self-attention. Hyperbolic self-attention is defined equivalently in different models
through manifold midpoints [39, 19, 5]. Given T tokens X where x; € LX", WQ WK WV ¢
R +1%4 then the Lorentzian self-attention [5, 48] is given by
T

B > =1 Vi Vi exp (—d%(q;, k;)/v/m)
- T ) T

V=K1 2 vievillle D=1 exp (—dZ(ai, ki) /vm)

where d is the Lorentzian distance and Q = HLT(X; W, bQ), K = HLT(X; WK bK) VvV =
HLT(X; WV, bV) are the queries, keys, and values respectively.

Att, (X)i 3)

where v; ; =

4 Method

In this section, we propose several novel hyperbolic modules that serve as building blocks for HELM.
We then introduce the overall architecture of HELM: a Mixture-of-Curvature variant, HELM-MICE,
and a dense variant, HELM-D, for comparison.

4.1 Hyperbolic Rotary Positional Encoding

Previous works that proposed positional encoding methods in hyperbolic space [5, 48, 22] are
confined to only learning relative encodings. However, contemporary LLMs [18, 10, 4] have instead
shifted towards Rotary Positional Encodings (RoPE) [40], a scalable alternative that incorporates
aspects from both absolute and relative encoding methods, improving length generalization and
downstream performance. We thus propose a novel hyperbolic rotary positional encoding (HOPE)
to construct positional encodings in hyperbolic space, and prove the same theoretical guarantees
as RoPE. Given T tokens X, where x; € L*¢ (d even), let Q, K be the queries and keys as in
Equation (3). The hyperbolic rotary positional encoding applied to the ¢-th token is,

R, 0 0o ... 0
. . 2 _ 0 RZ'}QQ 0 N 0
HoPE(zi) — [\/”RZI%(ZZ@JSZJ g 1/KJ ‘Rio = : : . . @)
0 0 e e Ri,@d/2

where R,; g, is the 2D rotation matrix parameterized by angle 76, and z can be a query q; or key k;.

Next, we study the theoretical aspects of HOPE; all proofs can be found in Appendix A. First note that
since R; g is an Euclidean rotation matrix, it isometrically preserves the (Euclidean) norm of vectors.
Given the definition of the Lorentz model (Section 3.1), an equivalent expression for Equation (4) is

HoPE(z;) = <(1) R?@) z;, making HoPE a valid Lorentzian rotation operation (see, e.g., [5]).

Validity. A defining characteristic for the Euclidean RoPE is that the inner product of the encoded
keys and queries is a function of only the word embeddings and their relative position. Thus, only
the relative positional information is encoded [40]. For hyperbolic attention in Equation (3), the
analogous is defined with —d?% instead, which we formalize below.



Proposition 4.1. Let X be T tokens with x; € L5 Let Q, K be queries and keys as in Equation (3).
Then —d2% (HoPE (qa) , HOPE (kp))) = g(Xq, Xp; a — b) for some function g.

HOPE only encodes relative positional information based on Proposition 4.1 similar to RoPE, which
establishes its validity as a RoPE operation.

Long-term decay. A desiring property of RoPE is long-term decay, where the attention score between
a key-query pair decays when the relative position increases. HOPE has the same property as well, as
shown by the following proposition.

Proposition 4.2. Let Q, K be as defined in Equation (3), then the negative square Lorentz distance
—dz (HoPE (q,) ,HoPE(k;)) can be upper bounded by f(q;,k;)g(i — j) < 0, where f has no

dependencies on position, and g depends entirely on relative position and scales inversely w.r.t. i — j.

Thus, HOPE ensures far-apart tokens have weaker connections based on Proposition 4.2, a property
not guaranteed by previous learned encoding methods.

Robustness to arbitrary token distances. Barbero et al. [2] recently show that decaying token
dependency (Proposition 4.2) may not be the primary reason for ROPE’s success, but rather it enables
LLMs to attend to specific relative distances. Our formulation of HOPE also ensures this property:

Proposition 4.3. Let Q, K be as defined in Equation (3), then HOPE can be maximal at an arbitrary
distance, i.e., for any relative distance v € Z, there exists a key k; such that the softmax value is
maximum at distance r.

HOPE thus provides hyperbolic transformers the flexibility to decay token dependencies while also
ensuring robust attention across arbitrary relative distances.

Positional attention. Barbero et al. [2] also prove that using RoPE can help capture purely positional
relationships via diagonal attention patterns, where tokens only attend to themselves, and off-diagonal
attention patterns, where tokens attend only to their preceding neighbor. HOPE also allows for this:

Proposition 4.4. Attention heads with HOPE can learn diagonal or off-diagonal attention patterns.

We provide ablations comparing HOPE to prior hyperbolic positional encodings in Appendix D.

4.2 Hyperbolic Mixture-of-Curvature Module

Previous hyperbolic Transformer architectures fix each block to a single hyperbolic manifold, forcing
the entire sequence to be embedded with a fixed curvature, restricting the flexibility of the hidden
representations. Mixture-of-Experts (MoE) [26] used in Euclidean LLMs [10, 30, 13, 27, 9], where
the model selectively activates only a subset of specialized "experts" for each token, enables LLMs to
learn more diverse data patterns while remaining computationally efficient. However, the experts
are still limited to one geometric space, restricting the collective granularity the experts can learn.
Accommodating variable curvatures calls for a more flexible treatment: we propose the first Mixture-
of-Curvature Experts (MICE) module, where each expert operates on a distinct curvature space.
Let x; € L1 be the ¢-th token input, then MiCEX* : x; € LE™ — x;, € LK, where N, is the
number of routed experts and N, is the number of shared experts. First, we pass x; through a gating
module to obtain the gating scores for each routed expert, denoted as g, ; for 1 < N,, given as,

/
g, T St.5, st.; € Topk({si.x te<n, , Kr)
Gii = Niz; st.; = act((x¢)s ¥j); gé,j - {0 ’ othiarwise B 7

5

Zj:T1 Gt,j ©
Here, s;; is the token-expert affinity with activation function act, y; is the centroid vector of
the i-th routed expert, Topk(S, A) picks the top A values from set S, and K. is the number of
activated experts. Then, the token is passed through each shared and routed expert. Let HFFN,. ; :
LErim — TKrim be the routed experts and HFFNy ; : LE=.¢:™ — [LEs«.i:™ be the shared experts,
defined through hyperbolic feedforward networks. Here, the value of K, ; and K, ; can vary for
each expert, i.e., each expert lives on a distinct manifold. To align the input’s manifold and the
experts’ manifolds, first we project the tokens to the expert manifolds via s; ; = /K/K; ;x; and
r,; = \/K/K, ;x,. The projected token is passed through each expert and projected back to the input
manifold, where we obtain y; ; = /K, ;/KHFFN,; (s;;) and z, ; = /K, ;/KHFFN,.; (r; ;).
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(a) MICE module architecture. Routed experts are (b) HMLA framework. The embeddings are
selected through a gating module. The token are projected into latent space and then upward
project from input manifold to expert manifold and projected into queries, keys, and values. Ad-
then passed through each expert. The output of each ditional decoupled queries and a shared key
expert are then project back to the input manifold and are created for hyperbolic positional encoding
merged together through Lorentzian centroid. This through HOPE. The queries and keys are con-
modules allows experts to learn from distinct curva- catenated together before performing hyperbolic
ture spaces to allow for more granularity. self-attention.

Figure 2: Mixture-of-Curvature Experts (MICE) and hyperbolic Multi-Head Latent Attention
(HMLA).

The output of MiCE%j is given by,

(6)

MiCER® (x¢) = x¢¢ ( Sl Vit Y e )

N, N,
V=K > 521 v + 2o zeillle

The constants \/ K, /K, \/ K, ;/K project from the experts’ manifolds to the input manifold,
ensuring that the output of each shared and routed expert lives on the same manifold. The outputs
are then combined through the Lorentzian centroid [29], before performing a Lorentzian residual
connection. Note that MICE is indeed a valid hyperbolic module, which we expand on in Appendix B.

4.3 Efficiency via Hyperbolic Multi-Head Latent Attention

Previous hyperbolic Transformers for natural language applications focus mainly on hyperbolic self-
attention, synonymous to naive dot-product attention mechanism in Euclidean LLMs. However, recent
Euclidean LLMs have gradually adopted more efficient attention methods for enhanced scalability.
The quadratic attention mechanism and the extant hyperbolic self-attention formulation suffer from
heavy memory challenges for large-scale training. In this section, we propose hyperbolic Multi-Head
Latent Attention (HMLA) to alleviate this bottleneck. Inspired by Euclidean MLA [11, 10], HMLA
reduces the size of the KV cache during inference and the active memory consumption during training.
We provide a high-level description of HMLA; detailed formulation can be found in Appendix B.2.

Let x; € L¥""» be the ¢-token, where n is the embedding dimension and h,, is the number of heads.

First, we project x; via HLT to latent queries and key-value vectors, obtaining c?, cKV of dimen-

sions ng, nk, respectively such that ng, ng, < nh,. We then upward-project the latent vectors back

to hy, heads of dimension n each via HLT, obtaining [k{’;]Ji<p, , [V ]i<n, from ¢V, and [qf]i<n,

from ctQ . Then the projected keys are processed by positional encodings. Following previous works
[11, 10], as RoPE is incompatible with MLA due to position coupling, we employ a decoupled
HOPE scheme with HMLA. Through HLT, we project ctQ to additional query vectors, [qf’ZL <hys
and cXV to a shared key, k7, of dimension n,.h,, and n,. respectively (n, < nh,,). The queries
vectors, qgi, qfi, and the key vectors, kfi, kP, are then concatenated together through Lorentzian
concatenation [37, 48] for each ¢, where we obtain the final query and key vectors q; ;, k; ;. The atten-
tion score and output are computed using Equation (3) with [qzi]t<n, , [Ke.ilt<n,» [V:]i<n, as the
queries, keys, and values, before concatenating all the heads together with Lorentzian concatenation.
The concatenated result is passed through a final projection layer with HLT.

Memory complexity. During inference, HMLA only requires caching the latent key-value pairs.
As a result, the memory footprint for HMLA is O((ng, + n,-)L), where L is the number of layers.
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Figure 3: HELM architecture. The input tokens are mapped to hyperbolic word embeddings before
being processed by a series of L decoder blocks, comprising an attention block and an FFN block.
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Residual connections are omitted for brevity.

In contrast, the hyperbolic self-attention used in previous hyperbolic Transformers (Equation (3))
requires storing the full-sized keys and values, resulting in a memory complexity of O(2nnL). By
choosing ny,, n, < nny, we have (ng, +n,) < 2nn;, resulting in a significantly smaller memory
footprint while maintaining the same time complexity of O((nny,)?). Additionally, the latent query
projection also results in smaller active footprint during training. This collective mechanism enables
far greater scalability.

4.4 Hyperbolic RMSNorm

Previous works have not implemented hyperbolic root mean square normalization (RMSNorm),
which is widely used in popular Euclidean LLMs [18, 11, 10] due to its stability and robustness in
both forward and backward passes. Here, we propose hyperbolic RMSNorm to fill the gap:

RMSNorm (x) = [\/ [RMSNorm(x,)|| — 1/, RMSNorm(xs)} " @

Here, RMSNorm denotes the corresponding Euclidean operation. Equation (7) is equivalent to
passing RMSNorm into the HRC functions from Hypformer [48]. This formulation is chosen over
other methods of defining normalization layers through hyperbolic midpoint and tangent space
operations [45, 3] for better numerical stability and computational efficiency.

Invariance to input scaling. Our formulation of hyperbolic RMSNorm is invariant to a scaling of
inputs, giving us similar guarantees as Euclidean RMSNorm in terms of gradient stability during
backpropagation and enhanced robustness to perturbations. We provide proofs for these guarantees
in Appendix A.7.

Proposition 4.5. RMSNorm, is invariant to scaling of inputs x during both the forward and
backward passes.

4.5 Overall Architecture for Hyperbolic Large Language Models (HELM)

We introduce the framework for hyperbolic LLMs (HELM) based on the modules we introduced and
developed in Section 4. In particular, we develop hyperbolic LLMs with Mixture-of-Curvature
Experts (HELM-MICE), a class of hyperbolic LLMs with MoE modules where each expert functions
in a distinct curvature space. We also construct hyperbolic dense LLMs (HELM-D), which
resembles classic decoder-only LLMs such as Llama [18].

The overall architecture is as follows (see Figure 3): tokenized text is first mapped to learned
hyperbolic word embeddings, which are then passed through a series of hyperbolic decoder blocks,
each consisting of two components: 1) the attention component, where the embeddings are normalized
by a RMSNorm/ layer, then processed by an attention block such as HMLA or self-attention, and
finally added to the embeddings through Equation (2); and 2) the HFFN component, where the
processed embeddings are again normalized by RMSNorm before being passed through a HFFN
block and residually added to the output of the attention block (Equation (2)). For HELM-MICE, the



Table 1: Multichoice question-answering accuracy (%) of HELM models and their Euclidean
counterparts. Bold denotes highest accuracy and underline denotes second-highest. HELM models
consistently outperform their Euclidean counterparts, with HELM-MICE achieving the highest
accuracy overall. The 100M model performances are average over 3 runs.

Model #Params CommonsenseQA HellaSwag OpenbookQA' MMLU  ARC-Challenging Avg
0-Shot 0-Shot 0-Shot 5-Shot 5-Shot -
LLAMA 115M 20.9+0.3 25.1+0.3 25.4+0.2 23.4£0.5 21.0£0.2 23.24+0.2
HELM-D 115M 20.34+0.2 25.94+0.1 271404 25.64+0.2 21.44+0.3 24.1+1
DEEPSEEKV3 ~ 120M 1 193+£02  25.3+£01 240+£04  239+03  222£03 222400
HELM-MICE 120M 19.7£0.3 25.9+0.2 27.7+04 244402 23.24+0.5 24.140.1
DEEPSEEKV3 1B 19.5 26.2 274 23.6 22.7 23.9
HELM-MICE 1B 19.8 26.5 28.4 25.9 23.7 24.9

HFFN block can either be a dense block such as HFFN g or a MICE block as defined in Section 4.2,
where HFNN g is a hyperbolic SwiGLU FEN we built to be consistent with Euclidean LLMs (see
Appendix B.3 for details). HELM-D contains only dense HFFN layers. The output of the final
decoder block is then normalized once again before projected to logits for next-token prediction.

S Experiments

We evaluate both HELM variants’ ability to answer MCQ questions in two popular benchmarks,
MMLU [24] and ARC [8]. Additionally, we train an ablation HELM-MICE with constant curvature
across experts, comparing with HELM-MICE models with varying curvature across experts.

Runtime, Memory, and additional experiments. One common concern for hyperbolic models
is that they could incur significant computational overhead when compared with their Euclidean
counterparts. HELM models are within 1.55X in runtime and 1.11X in memory usage of the Euclidean
counterparts for both the 100M and 1B models. Additional details are shown in Appendix D. We also
show additional ablation and comparison with prior hyperbolic language models, for tasks such as
machine translation, in Appendix D.

5.1 Multichoice Benchmarking

We evaluate both HELM-MICE and HELM-D at 100M-parameter scales, across a variety of
benchmarks spanning STEM problem-solving, general knowledge, and commonsense reasoning.
The dense models also serve as an ablation comparison with the MICE models. We further scale
the HELM-MICE to 1B parameters as the smaller HELM-MICE model outperformed HELM-D
overall. Additional details regarding implementation and datasets can be found in Appendix B.

Training Setup. We use the LLaMA3.1-8B tokenizer [ 18] for all models, with a vocabulary size
of 128K. For HELM-D, we use hyperbolic self-attention and HFFN g for the decoder block. We
use 6 heads and 6 layers for the 100M model. For HELM-MICE, we use HMLA and a mixture of
dense and MICE layers, each with 2 active experts and one shared expert. We use 6 heads, 6 layers,
and 4 experts per layer for the 100M model, and we use 14 heads, 16 layers, and 8 experts per layer
for the 1B model. The experts have curvature initiated uniformly from —0.1 to —2.0. Additionally,
we incorporate the auxiliary-loss-free load balancing scheme and complementary sequence-wise
auxiliary loss from DeepSeekV3 [10] to encourage load balancing among the experts. Each model
was trained on a cluster of 4 NVIDIA A6000 and 4 NVIDIA A800 GPUs with model and data
parallelism, where at most 4 GPUs were used by each model.

We use the English portion of the Wikipedia dataset [14] for training, comprising ~6.4M rows of raw
text, or roughly 5B tokens.

Hyperbolic word embedding. Previous works [5, 39] directly map input tokens to trained hyperbolic
embeddings. However, we experienced model instability when training the 1B models with this
method. Therefore, we only train the space-like dimension of the Lorentz word embeddings.

Baselines. We test against two popular Euclidean models: one dense model and one MoE model. For
the dense model, we test HELM-D against LLaMA [18]. For the MoE model, we test HELM-MICE
against DeepSeekV3 [10]. We train both baselines from scratch at the same parameter scales as their
HELM counterparts, with the same dataset, tokenizer, and training setup.



Table 2: Ablation accuracy, where we compare HELM-MICE with a variant where all experts have
the same curvature value, denoted as MICE-CONST. Bolding denotes the highest accuracy and
underline denotes the second-highest. Euclidean DEEPSEEK V3 results are shown for reference.
Overall, HELM-MICE consistently achieves the highest accuracy, while both hyperbolic models
still outperform the Euclidean counterpart.

Model #Params CommonsenseQA HellaSwag  OpenbookQA MMLU ARC-Challenging  Avg
0-Shot 0-Shot 0-Shot 5-Shot 5-Shot -
DEEPSEEKV3 120M 19.2 25.2 23.4 24.2 21.8 22.8
MICE-CONsT ~  120M ~ = 200 256 210 235 223 23.7
HELM-MICE 120M 19.74+0.3 259+02 27.7+04 244+£02 23.2+£0.5 24.1+0.1

Benchmarks. We evaluate on a variety of benchmarks, including STEM and general knowledge
reasoning benchmarks such as MMLU [24], ARC-Challenging [8], and OpenbookQA [32], and
commonsense reasoning benchmarks such as CommonsenseQA [41] ,such HellaSwag [50]. For
MMLU and ARC, we use 5-shot predictions. For CommonsenseQA, OpenbookQA, and HellaSwag,
we use 0-shot prediction.

Results. The results are shown in Table |. We report the accuracy of the models’ abilities to answer
multiple choice questions from the benchmarks. We mainly focus on comparing models within the
same architectural sub-family, i.e., dense models and MoE models are separately tested against each
other. Both HELM variants consistently outperform their Euclidean counterparts. In particular, the
smaller HELM-D model achieves higher accuracy than LLaMA on four out of the five benchmarks,
whereas the smaller HELM-MICE model outperforms the smaller DeepSeekV3 model on all five
benchmarks. When comparing the ~100M-scale HELM-D and HELM-MICE models, the latter
achieves comparable performance despite using overall significantly fewer active parameters. This
reflects the effectiveness of using more flexible geometry. For the larger 1B-parameter models,
HELM-MICE consistently outperforms the 1B DeepSeekV3 model, achieving the highest accuracy
overall. While we don’t provide standard deviation from multiple runs for the 1B models as is typical
of models this size, we provide results of model performance across different stages of training in
Appendix D and show that HELM-MICE consistently outperform its Euclidean counterpart.

In all cases, the hyperbolic LLMs achieve better overall scores across the five benchmarks. The
HELM models also always achieve higher accuracy on the more difficult reasoning benchmarks,
namely MMLU and ARC-Challenging. This suggests better reasoning capability afforded by in-
corporating more suitable geometries in the embedding space. Overall, our results demonstrate the
superiority of hyperbolic LLMs — in particular, the Mixture-of-Curvature Experts framework — in
answering complex multiple-choice questions across a wide range of domains.

5.2 Ablating Distinct Curvature Learning with HELM-MICE

To assess the effectiveness of each expert operating in a distinct curvature space, we train a 120M-
parameter HELM-MICE model where the curvature of each expert is fixed to —1.0, which we denote
as MICE-CoONST. Consequently, MICE-CONST embeds the entire token sequence into a fixed space
of curvature —1.0 similar to a dense model. MICE-CONST is trained with the same setup as the
preceding models. We show the results in Table 2. HELM-MICE outperforms the constant-curvature
MICE-CONST in 4 out of the 5 benchmarks and achieves the higher overall accuracy, demonstrating
the effectiveness of learning more expressive presentation by setting each expert to learn within a
distinct manifold. Notably, MICE-CONST still outperforms the Euclidean DeepSeekV3 baseline
on all 5 of the benchmarks, further demonstrating the effectiveness of hyperbolic LLMs over their
Euclidean counterparts. We don’t provide statistics for ablation baselines due to the need for excessive
compute. Nevertheless, the results remain statistically significant as demonstrated in Table 2.

5.3 Qualitative Studies on Semantic Hierarchy Modeling

In this section, we qualitatively access the ability of HELM to model semantic hierarchy against
its Euclidean counterparts. Our investigation of final-layer embedding distributions have found that
HELM learns representations where more generic words tend to cluster in areas of smaller norm and
more specific words tend to have larger norms. In Table 3, we provide case studies for HELM-MICE
1B and DeepseekV3 1B, where we show embedding norm in the final layers for words of varying



Table 3: Case study investigate of embedding norm in the final layer of HELM (1B) and DeepseekV3
(1B). Top: embedding norm of words of varying levels of specificity; Bottom: embedding norm of a
question taken from the MMLU benchmark. For HELM-MICE, more generic words are clustered
closer to the origin than more specific words, which has a smaller norm than even more specific
words. However, this does not necessarily hold for the DeepseekV3 1B model.

Words HELM-MiCE DeepseekV3

Average Norm Range Average Norm Range
to, in, have, that, and, is, for 35.930 35.890~35.951 33.725 33.660~33.800
study, research, subject, papers, category 36.080 36.030~36.033 33.735 33.668~33.776
biology, physics, chemistry, mathematics, com- 36.155 36.033~36.270 33.720 33.658~33.776
puter science
algebra, geometry, photosynthesis, cellular respira- 36.288 36.133~36.484 33.741 33.622~33.826

tion, genetics

HELM-MiCE DeepseekV3
Words Norm Range  Words Norm Range
A, How, does, if, there, have, is, any, with, of 36.031~36.396 s, a, connecting, graph, there, edges, complete, 33.668~33.768
have, of
discrete, vertices, edges, connecting, pair, graph, 36.506~36.717  discrete, 10, how, if, pair, does, with, A, vertices, 33.772~33.908
complete, many, 10 any

levels of specificity (top table) and for a sample question taken from the MMLU benchmark. For
HELM-MIiCE, more generic words (e.g., subject) are clustered closer to the origin than more specific
words (e.g., biology), which has a smaller norm than even more specific words (e.g., photosynthesis).
However, this does not necessarily hold for the DeepseekV3 1B model, demonstrating how HELM-
MiCE better handles semantic hierarchies. The hierarchical organization of the space enables the
HELM models to sometimes better navigate the embedding space and obtain better performance.

6 Conclusion

In this work, we introduce HELM, a family of fully hyperbolic large language models trained
at hundred-million and billion-parameter scales. Operating entirely in hyperbolic space, HELM
models are better aligned with the variable geometric structure of text and token distributions.
We develop MICE modules to construct HELM-MICE variants, enabling fine-grained geometric
learning and more expressive and geometrically flexible hidden representations. We further introduce
HMLA mechanism to enable HELM models to be memory efficient and improve scalability. We
also introduce the HOPE and RMSNORM  modules, which are fundamental to building modern
hyperbolic LLMs, and support them with extensive theoretical analysis and guarantees. Trained on
5B tokens, HELM models outperform their Euclidean counterparts across benchmarks in STEM
reasoning, commonsense reasoning, and general knowledge. Nevertheless, the research presented
has a few limitations. Due to computational constraints, our experiments only compare HELM to
Euclidean LLMs trained on the same 5B tokens, which have less representational capacity when
compared to the commercially available LLMs trained on much more extensive data [4, 1, 18, 42, 10].
Additionally, we chose the Wikipedia dataset for its widely accepted reliability. However, the trained
models might be under-exposed to areas such as mathematical reasoning as a result. Future work
could explore incorporating scaling laws [28, 25] for hyperbolic LLMs across larger compute and
data frontiers to investigate their potential.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our contributions are listed in the abstract and introduction, and we provide
empirical and theoretical results to substantiate the claims.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations in Section 6
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide statements for our theoretical claims in the main text while
providing proofs in the Supplementary. We refer the reader to Appendix A for proofs.
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* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We share our source code via an anonymous repository, containing sufficient
instructions to set up, pretrain, and evaluate our models on the appropriate dataset(s). You
can find our code here. We also provide additional training details and evaluation details in
Appendix C.
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» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

15


https://anonymous.4open.science/r/HELM-1C67/

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We share our source code via an anonymous repository, containing sufficient
instructions to set up, pretrain, and evaluate our models on the appropriate dataset(s) and
benchmarks. Specifically, we rely on the WikiDump dataset [14] for pretraining. Our
evaluation is performed on open-source benchmarks such as MMLU and ARC. You can find
our code here: https://github.com/Graph-and-Geometric-Learning/helm
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide details about our experimental setup, spanning pretraining, model
hyperparameters, and evaluation, in Section 5 and Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provide standard deviation for results on the smaller models. As for the
larger 1B models, training these models is highly resource-intensive, making it challenging
to re-train models and provide relevant statistics. However, we follow standard protocol in
evaluating our models on well-known benchmarks.
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* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We describe our compute infrastructure in Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work solely introduces and describes a new methodology for large-scale
language modeling, and does not violate the terms in the NeurIPS ethics guideline. We also
use widely-accepted, open-source libraries and datasets while including relevant citations.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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12.

Justification: This study is a foundational research effort to build hyperbolic LLMs, where
we focus on introducing new methods. The models are not at the size of the commercially
available LLMs and were trained on a safe and reliable dataset.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our pretrained models were trained on data extracted from Wikipedia, which
is broadly considered reliable and safe. We believe there is low risk of misuse and do not
provide any explicit safeguards.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: All assets (e.g., figures and diagrams) used in our work are original. Open
source datasets and benchmarks were all properly cited where applicable.

Guidelines:
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14.

15.

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not provide any new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work neither involves crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our work neither involves crowdsourcing nor research with human subjects.
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: Our work does not use LLMs to create any core components of either the
manuscript (aside from high-level grammar checks) or the methodology itself.
Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

20


https://neurips.cc/Conferences/2025/LLM

Appendix

A

Proofs and Details of Theoretical Results

Al
A2
A3
A4
AS
A.6
A7

Ollivier-Ricci Curvature . . . . . . . . . v ittt e e e e e
HoPEisaLorentzRotation . . ... ... .. ... ... .. . ..........
Proposition 4.1: HOPE is a function of embeddings and relative position only . . .
Proposition 4.2: HOPE decays with increasing relative position . . . . . . . . . ..
Proposition 4.3: HOPE enables tokens to attend across distances . . . . ... ...
Proposition 4.4: Attention heads with HOPE learn special positional patterns

Proposition 4.5: Invariance guarantees of Hyperbolic RMSNorm . . . . . . .. ..

Additional Details

B.1
B.2
B.3

MICE as a Lorentzian Module . . . . . ... ... ... ... ... ... ...
Hyperbolic Multi-Head Latent Attention . . . . . . . .. .. ... ... ......
Hyperbolic SwiGLU Feedforward Network . . . . ... ... ... ... .....

Training and Evaluation Details

C.1
C2
C3

Models Setup . . . . . o o e e e e e e e e e e
Training Details . . . . . . . . . ..

Evaluation Details . . . . . . . . . . . . . . e

Ablation Studies and Additional Experiments

D.1
D.2
D.3
D.4
D5

Runtime and memory usage analysis . . . . . . . . ... ... Lo
Comparison with Prior Hyperbolic Language Models . . . . . .. ... ... ...
Ablation for HMLA . . . . . . .. .
Ablationfor HOPE . . . . . .. .. ...

A Proofs and Details of Theoretical Results

A.1 Ollivier-Ricci Curvature
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Ricci curvature is a geometric object that measures average geodesic dispersion on a Riemannian
manifold, i.e., whether straight paths on a surface remain parallel (zero curvature), converge (positive
curvature), or diverge (negative curvature). Ollivier-Ricci curvature is the discrete analog for graphs
that do not have a notion of tangent structure.

Suppose we have a graph G(V, E). For a node i € V, we define probability measures 1i; by:

1 .o
(= ddmm I EE
wi(7) { 0 otherwise.

For i, j € V, the Ollivier-Ricci curvature is given by,

W (i, 1)

w1 )
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Here, ng is the 1-Wasserstein distance between measures, p; and p;. Intuitively, the curvature
is defined as random walks between ¢ and j. If the random walks tend to stay at equal distances,
k(%,7) = 0; if they diverge, x(i, j) < 0; and if they converge, x(i,j) > 0. Since curvature is a local
property of a Riemannian surface, for graphs, we examine local neighborhoods with a step size of 1.
We thus choose 1;(j) = go.75y if (i,7) € E, otherwise 0.

In our preliminary analysis of popular decoder-only LLMs (Figure 1), we draw k-nearest-neighbors
graphs with the final-layer token embeddings for a collection of prompts from RedPajama [46] to
ascertain their geometric structure. We observe a high variability of negative curvature values across
tokens, hinting at their non-Euclidean nature. Robinson et al. [38] further allude to the non-Euclidean

token subspace, necessitating language models that can accommodate this unique geometry.

A.2 HOPE is a Lorentz Rotation

Here, we expand on HOPE being a Lorentz rotation. Since R; ¢ is a Euclidean rotation, we have
|z|| = | R, 0z|. Then, since for any Lorentz vector z € L5" we have 2z, = \/—1/K + ||z;]| € R.
Computing (R;,0z), = \/—1/K + |Ri 02| = \/—1/K + ||zs]| = 2. Thus, HOPE does not
affect the time-like dimension of z, so we have,

HoPE(z) = (é RQ@> Z,

making HOPE a valid Lorentz rotational operation.

A.3 Proposition 4.1: HOPE is a function of embeddings and relative position only

Proposition. Let X be T tokens with x; € L%, Let Q, K be queries and keys as in Equation (3).
Then —d2% (HoPE (qa) , HOPE (kp))) = g(Xa, Xp; a — b) for some function g.

Proof. We will denote HoOPE(qa), HoOPE(ky,) as f,(x,), fx(xs) where f,, fi denotes the function
that projects the word embeddings to queries and keys, and then applying HOPE. In practice, the
projection is done through a hyperbolic linear layer, which we take to be HLT from Section 2. It
suffices to prove this proposition for the case of d = 2, since HOPE does not affect the time-like
dimension of the inputs and R; ¢ acts independently on each 2D block. First, note that we have

B (fya), o)) = 7 = 2006, Jux)e
= 2 20k felx0)e) — 2 Talxa)ss )

where (-, )~ denotes Lorentzian inner product and (-, -) denotes the regular Euclidean inner prod-
uct. Since HOPE is a Lorentz rotation, the term 2 (f,(xq): fi(X5)¢) is simply 2((qq )¢, (ks):) =

2 <\/WQxa — 1/K\/WKxb - I/K) , so we focus on the inner product {f;(X4)s, fx(xs)s). Then,
by assuming that d = 2, we have (f,(Xa))s, (fx(%s))s € R?; hence, we can parametrize these vec-

tors by their radial and angular components. For simplicity, denote (f;(x4))s, (fx(xs))s as a,b
respectively. Then, write (a, b) as a function ¢’. Afterwards, we parametrize the vectors as

a— @q(xa’ a)eiﬁq(x(ua)
b = o (x5, b)e’H 0 ) ®)
g =g’

where ¢y, 1. o1 denote the radial component and ¥, . o1 denote the angular component. Note that
it suffice to show that under HOPE, we can express ¢4/, 9, as a function of the word embeddings
and relative position. To see this, note that by definition of g’ we have

©q(Xa, @) or(Xp, b) = g
ﬁq(xa, a) - ﬁk(xb,b) = 199/.

Now, given the fact that HOPE acts via Euclidean rotation on the time-like dimension of any
vector, we have ¢, (Xq, a) = ¢q(Xa,a’), or(xp,0) = pr(xp, ') for any o', b". In particular, when

®
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a’ = b = 0, HOPE acts via identity since all rotation angles become 0. Hence, we have

Pq(Xa,a) = [[(da)s|l

1 (%0, b) = || (ko) s -
Furthermore, we have ¢, = |(qa)s ||| (kb)s|| = [|[WRx,||[|[W¥xs|| by plugging back into Equa-
tion (9), which is a function of just the word embeddings. Next, for the angular component, note
that given the definition of HOPE, the rotation on any 2D block of the space-like dimension of the
input at position p is simply a scaling of a fixed rotation angle by p. Letting this fixed angle be o, the
rotation is precisely po. Therefore, we have

Vq(Xa,a) =04 + ao (11

ﬂk(Xb, b) =0 + bo,
where 0, 0, denote the angular components of q,, k. Next, given Equation (9), we have ¥, =

(10)

(a —b)(0) + (8, — 0x). Note that we have e?fs = Hw%:“ and e = % Consequently, 9,

ol
is a function of the word embeddings and the relative position a — b. All in all, —d% (f,(Xa), fx(xp))
can be expressed with a function g(x,,Xp; @ — b) as desired.

A.4 Proposition 4.2: HOPE decays with increasing relative position

Proposition. Let Q, K be as defined in Equation (3), then the negative square Lorentz distance
—ds (HoPE (qq,) , HoPE(ky)) can be upper bounded by f(qq,ks)g(a — b) < 0, where f has no
dependencies on position, and g depends entirely on relative position and scales inversely w.r.t. a — b.

Proof. For simplicity, we denote q, = q, ki, = k. Recall that
2
—d (HoPE (q) , HoPE(K)) = — = — 2(aikr) + 20, k.

Next, for simplicity, we denote g, ks as a, b respectively. We group together entries of the queries
and keys, where ajar.ox41], P[2k:2x+1) as the 2k-th and the (2k + 1)-th entries of a, b respectively.
With this in mind, note that since we take query and key projects to be with HL'T as given in Section 2,
we obtain a = WQx, and b = W¥x,. To that end, we can assert that

aTb = (]R,a,@VVQXa)—r (R[)’@WKX())
=x, WAR,_, o W¥Xx,
n/2

=Re | Y apkarb a0 ) (*)
k=0

where Re(x) denotes the real component of x € C. Now, recall Abel’s Transformation, which allows
one to rewrite the sum of the product of two sequences as the product of the partial sums. Denote one

k
of the apo, 2+1)P* 21,2k +1] @S Ay, and denote the sequence Z (=)0 a3 E,. With this in mind,
s 1=0
(*) can be written as Re Z A (Egy1 — Eg) |. Consequently, we obtain (recall that boundary
k=0
term A, /5 = 0)
n/2
’aTb‘ = Z Ak(Ek+1 — Ek)
k=0
n/2
= Z(Akﬂ —ApE; (Abel Transformation)
k=0
n/2
<D I(Akr1 — Ay)|[Ex]
k=0
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n/2
Now, note that the term A ; — Ay has no dependency on position. The sum Z |Ej| scales

k=0
inversely with b — a, as shown by Su et al. [40]. To that end, we have
2
—d7 (HoPE (q) , HoPE(k)) = — = — 2(a:ky) + 20 ks
9 n/2
< N 2(qeke) + 2m1§xx|(Ak+1 — Ayl ];) |Eg|.

Note that Ag, g¢, k+ depends on only the word embeddings and E;, depends only on the position.
Thus, we have the desired result. O

A.5 Proposition 4.3: HOPE enables tokens to attend across distances

Proposition. Ler Q, K be as defined in Equation (3), then HOPE can be maximal at an arbitrary
distance, i.e., for any relative distance v € Z, there exists a key k; such that the softmax value is
maximum at distance 7.

Proof. We first restate Lemma A.1. from Barbero et al. [2]. The remainder of our proof follows a
similar layout to that of Proposition 3.1. in Barbero et al. [2].

Lemma A.1. (Barbero et al. [2]) Consider g € Q with g # 0 and n € Z. Then, ng = 0 (mod 2m)
only when n = 0. In particular, this also holds if g is algebraic.

Consider a distance r, a non-trivial query Q, = ¢ € L%, as well as a key K = HoPE(Q,).
We can represent ¢ as a combination of a time and space dimension on the Lorentzian manifold,
[¥¢, 1] € L™, Using our definition of HOPE in Section 4.1, we have

1

Kq= [ IRp,0¢s|* — K,Rp,@wg] e L&,

Recall that the operator Ry, ¢ is a valid Euclidean rotation in R™ while HOPE remains a valid
Lorentzian operation. Therefore, R, ¢ does not affect the Euclidean norm in the time dimension
as it is an isometry. Instead, we can focus on the space dimension /s € R", on which we can use
the Euclidean dot product. Assume the query is at position ¢ and the key is at some j < i. We then
compute the following dot product:

o1, HOPE(#, ) = ¢] RY G 7y,

- (wg”)TR;{;/HT@g”)

=1, ,n/2
2
_ ng)) cos ((j —i+1)0)). (12)
1=1,---,n/2
Using Lemma A.1. from Barbero et al. [2], we observe the maximum can be achieved when j—¢ = —r

for j —i < 0 since we are using causal masking, 7 < 4. This ensures cos (j — ¢ + 7)8; = cos (0) = 1,
concluding the proof.

A.6 Proposition 4.4: Attention heads with HOPE learn special positional patterns

Proposition. Attention heads with HOPE can learn diagonal or off-diagonal attention patterns.

Proof. The proof follows a similar layout as that of Proposition 5.3. from Barbero et al. [2]. We start
with the diagonal case. Suppose Q; = K; = ¢ € L4 for non-trivial 1/ = [t/;,),]. We assume
embedding dimension d = 2, i.e., only a single rotation block R; ¢ acts on the embeddings.
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Recall the squared Lorentzian distance for any a, b € L%,
dZ(a,b) = fla —blZ
2
- 2<CL, b>£

K

2
= } — 2(*atbt + ajbg)

Without HOPE,

—d72(Qi, K;j) = — [12( — 2(—stht + %Ti/)s)}

=+ 20— 20] ws] |

Using HOPE,
2 i 2 2 T
—dz(Ri0Qi, RjoK;) = — T T - 2((R¢,e¢s) (ijs))

2

= | =+ 208 - 2(wZRji,aws)1

= | 2+ 207 2P cos (G - i>9>]
) C

= —|C = 2], |2 cos (G — )6).

13)

Using Lemma A.1. from [2], when j = 4, we have (j — 7)§ = 0 (mod 27). Next, let us define a; ;
as —[C — 2||¢,||?]. This means cos ((j —4)f) = cos (0) = 1, and a; ; < a; ;. This gives us the
following self-attention score:

_ exp (a; ;)
D kei €Xp (a5 k) + exp (a;;)
) exp (=[C = 2], ?)
> < €D (—[C = 2[5 |? cos ((k — 4)0)]) + exp (—[C — 2(|4s]]?])

Vi

)

1
L+ Y exp (—[C = 2[[0h |2 cos (k — )0)] — (—[C —r[[¥2]17]))
1
LT 3 exp (—C + 2] 12 cos ((k —)0) + C — 2[5 1?)

1
1437 exp (2[5 (cos ((k — 0)6) — 1))

for all k # i, cos ((k — i)0) < 1. This means 2||||*(cos ((k —4)0) — 1) < 0. To that end, we
obtain

1
o 2osoe T Yopzy oxp (2] % (cos ((k — 4)6) — 1))

2.

=1.

This guarantees v; ; > 1 — ¢ for € > 0, where ¢ is a function of 2|1,

We now consider the off-diagonal pattern. Set Q; = 1 for non-trivial 1) = [¢)4, 1] € L9, Set keys
K, = R ¢ and define a; ;_; as the off-diagonal input to the softmax when computing v; ;1. To
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that end, we have

a;;_1 =—dz(RipQ;,Ri_1 oK)

= _ % + 207 — 2((Ri,9Qi)T(Ri—179Ki))‘|

=- % + 207 — 2((R1,9¢5)T(Ri—1,9R1,9¢5)>]

— 12( + 297 — 2((Ri,ews)T(Ri,0¢s))]

— - | + 208~ 2( Il cos (G - i>9>)1

r2
= [ = + 20 - 2l )],

Use the same reasoning from the diagonal case to show that attention head with HOPE can learn
off-diagonal patterns. This concludes the proof. O

A.7 Proposition 4.5: Invariance guarantees of Hyperbolic RMSNorm

Proposition. RMSNorm  is invariant to scaling of inputs x during both the forward and backward
passes.

Proof. Euclidean RMSNorm is invariant to input-scaling, both during the forward and backward
pass. We observe similar guarantees from our formulation of hyperbolic RMSNorm. To that end, we
first prove the input-scaling invariance of Euclidean RMSNorm.

Given an input x € R” and and a feed-forward network with parameters W € R"*"™,

WX eib
=g s ———
Y RMS(WTx) & ’

Here, g is a learnable gain parameter, initially set to 1, that re-scales the standardized inputs and b is
a bias term.

Suppose the weights are scaled by a small factor, W = dW. First, observe that the root mean
squared operation, RMS, is input-scaling invariant: RMS(aa) = aRMS(a). It is then evident that
the final output of RMSNorm is also scale-invariant:

,_ (W) "x
y=9 (RMS((W’)TX) ©g+ b)

Y )L S
~ 7\ RMS(GWTx) &

_ FW 'x _
- ”(,XRMS(WTX) Og+ b) —y (14)

A similar argument can be made for a scaling of the inputs x. Since hyperbolic RMSNorm uses
Euclidean RMSNorm internally, it offers the same invariance guarantees as it operates solely on the
space dimension of the Lorentzian input.
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Given an input x = [z, x5] € L™, we know RMSNorm(§x) = RMSNorm(x) for some scaling
factor . As such,

y' = RMSNormg (6x)

.
= [\/ [RMSNorm(6x,)[| - 1/K, RMSNorm(axs)]

= [\/HRMSNorm(XS)H - 1/K,RMSNorm(xs)} T y.

Next, we analyze the gradient stability of hyperbolic RMSNorm. In Euclidean RMSNorm, for a

given loss L, we are interested in computing three gradients: ?Té for the gain parameter, g—é for the
dL

bias, and g—VLV for the weights. We compute o8 and ‘g—ﬁ as follows:

oL 0L ov OL OL WTx

b ov 0b g ov ~ RMS(WTx)’
where v denotes the inputs to the activation 0. These gradients are invariant to the scaling of
Euclidean inputs x and weights W, trivially for g—ﬁ, and due to the linearity established in Equation
(14) for g—é. Computing é?TLV is more involved due to the quadratic computation in RMS, but also
provides invariance to input scaling as shown by Zhang and Sennrich [51].

. . _ Kn AL OL oL S s
Given an input x = [z, X,] € L™, we know g Oz and Fw are scaling-invariant in the backward

pass since hyperbolic RMSNorm uses Euclidean RMSNorm. Thus, for any scaled hyperbolic input
dx € L5, we get scaling invariance both in the time and space dimension during the backward
pass. O

B Additional Details

B.1 MICE as a Lorentzian Module

In this section, we expand on the fact that MICE is indeed a valid hyperbolic module throughout.
Note that since Equation (6) consists of the combination of a Lorentzian residual connection [23]
and Lorentzian centroid [29], it suffices to show that the projection from input manifold to expert
manifold, and the reverse projection, are valid projections between Lorentz hyperbolic spaces. In
fact, it suffices to show that given x € L5, we have /K1 /Kyx € LE2", To see this, note that

<\/K1/K2x, \/KI/K2X>L = %(x,xﬁ

Ky 1
= —_— — LKl,n
%, I (x € )
_ L
= e

Thus, /K1 /K>x € L¥2" as desired. Then, each projection via scaling by \/K /K, ; and /K /K, ;
indeed map the input vector x to the expert manifold, and the projection via \/ K, ,;/K and \/ K, ,/K
maps the output of the experts back to the input manifold. As a result, every vector in Equation (6)
lives on the input manifold, hence the output lives in L>" as desired.

Additionally, note that since the squared Lorentzian distance is given by d% (x,y) = 2/K —2(x,y) =
2/K + 224y — 2x/ v, it scales inversely w.r.t. X y,. As a result, the gating score obtained through
Equation (5) is minimizing the the squared hyperbolic distance between the input token vector x; and
the vector y; (by viewing centroid vector y; as the space-like dimension of a Lorentz hyperbolic
vector). Therefore, the gating module is in fact a hyperbolic module as well.

B.2 Hyperbolic Multi-Head Latent Attention

In this section, we provide the details for hyperbolic Multi-Head Latent Attention (HMLA ). Let
x; € L™ be the t-token, where n is the embedding dimension and h,, is the number of heads.
Let WPEV ¢ R(hat1)xnk0 pe the downward projection matrix of the keys and values, and
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WPQ ¢ R(mmh+1)xnq pe the downward projection matrix of the query (ng,,n, < nh,). We
first compress the token into the latent spaces via ¢V = HLT (x;; WXV bEV) ¢ LE o @ =
HLT(x;; W®,b?) € LK™, We then project the latent query, key, and value vectors back to the
higher dimensional spaces. Specifically, let WUV, WUK ¢ R(kv+1)xnhn e the upward projection
matrix of the keys and values, and let WUYQ e R("at1)*xn/n pe the upward projection matrix of the
query. Then, the final projected keys, values, and queries are

kiy;...ikpy, ] = HLT (Vs WYE bYR) s [vis. v, ] = HLT (¢f; WYV, bUY)
[afs; - 39Es,] = HLT (C?;WUQ, bUQ) :
15)
Following previous works [11, 10], as RoPE is incompatible with MLA due to position coupling,
we employ a decoupled HOPE scheme with HMLA, where we use additional query vectors with
a shared key. Let WQR ¢ R(a+t1D)x(hnnr) gnd WKR ¢ R(ke+1)Xnr be the upward projection

matrix of the decoupled queries and the shared key respectively, where n,. is the dimension per head.
We apply HOPE to these vectors to obtain the position-encoded vectors

[af' - aft, ] = HoPE (HLT (e WOR bR ) ) ; kit — HoPE (HLT (cf; WKR, bKR) ).
(16)

Then, we obtain the final query and key vectors as
Qi = HCat(th:i; qf‘i); k= HCat(ktC:i; kf)7 (17)

where HCat denotes hyperbolic concatenation [48, 37]. The attention score is computed based on
negative squared Lorentz distance similar to Equation (3) as

o Z;\f:l at;iJng o o exp (7d2[,(qt,ia kt,j)/ V hn + nr)
- N y QAte,g — N .
VK| Zk:1 O‘t,akvtc:j” Iz Zk=1 exp (*d%(Qt,i, kt,k)/\/ hn + nr)

The final output of HMLA can be expressed as the concatenation of the hyperbolic vector

.
HMLA (Xy; by, 1, 10y g, 1) = HLT ([ l[od] — 1/K,ot] ;Wo,bo> , (19)

where 0; = [04.1,...,0¢4,] and WO € Rin(nF1)xhnn g the out-project matrix. HMLA enables
HELM models to improve computational efficiency during training and inference compared to the
regular hyperbolic self-attention in Equation (3).

(18)

O¢ i

B.3 Hyperbolic SWiGLU Feedforward Network

In this section, we introduce hyperbolic SWiGLU feedforward networks (FFNs), whose Euclidean
formulation is widely used in LLMs [18, 10]. This differs from previous FNNs used in hyperbolic
Transformers in the need for feature multiplication and activation function [5, 6, 48]. Let x € LK
be the input tokens, W1, W3 € R("+1)X"™ be the weights of internal projection layers and W €
R(™+1)%" be the weight matrix of the outward projection layer. Then, the hyperbolic SWiGLU FNN
HFFNgq : L5 — LK™ is given by

]
HENN () = LT ( [V~ 17K.y] i Wa,ba

y = SiLU,(HLT(x; W1, b)) ®, HLT (x; W3, bs),

(20)

where SiLU, denotes SiLU activation using the HRC activation operations from Hypformer [48]
and ®, denotes multiplication on the space dimention of a Lorentz vector, i.e. X Q3 Y = Xs¥s-

C Training and Evaluation Details

In this section we detail the training and evaluation setup for the experiments.
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C.1 Models Setup

Here we detail the model setup for all the models we used in the experiments.

HELM-MICE model setup. We follow the notation in Appendix B.2 and Section 4.2. For HELM-
MICE, we used HMLA as the attention mechanism in the attention block, MICE as the sparse
feedforward network, and HFNN g« as the dense feedforward network. For both sizes, only the first
decoder block uses the dense layer and the rest of the blocks using the MICE layer. The MICE layers
use HFNN g as well for its feedforward component. For the dense layer, we set the intermediate
dimension to be 4h,n. For the MICE layers, we set the intermediate dimension of HFNNg¢ as
2h,n.

For the ~ 100 sized model, we used 6 total layers, 6 heads (n; = 6) each with n = 64, and we
set ng, = 64, n, = 16. For MICE layers, we employ 4 experts with 2 active experts per token
(N, = 4, K, = 2). We use one shared expert (Ns = 1). For the curvatures of the routed experts,
we set them to be uniform from —0.1 to 2.0. The curvature of the shared expert is set to be —1.
The curvature of the entire model is set to —1 as well. For HMLA layers, in practice, the upward
projection matrices do not need to project back to the full dimension of h,n. Due to compute
constraints, we instead employ a reduction in dimensionality during the upward projection, where
WUK WUV ¢ Rkt 1)xhan/2 "and the outward projection matrix W projects back to the full
dimensionality of the input with WO g R/ (n/2+1)xhnn

For the ~ 1B sized model, we use 16 total layers, 14 heads (n, = 14) each with n = 64, and we
set Ny, = 256, n, = 64. For MICE layers, we employ 4 experts with 2 active experts per token
(N, = 8, K,, = 2). We use one shared expert (Ns = 1). For the curvatures of the routed experts, we
set them to be uniform from —0.1 to 2.0. The curvature of the shared expert is set to be —1. The
curvature of the entire model is set to —1 as well. We do not use the same reduction in dimensionality
during upward projection as we did in the ~ 100M case to enable for more expressive attention
modules.

HELM-D model setup. For the HELM-D model, we only train the 100M sized model. Here, we
use 6 layers, 6 heads each with dimension 64, and we set the intermediate dimension of the HFNN g«
feedforward networks to be 4 times the total model dimension. We set the overall curvature of the
model to —1. All hyperbolic models are built on top of HyperCore He et al. [22].

Baseline models setup. For the baseline models, we set them up to have identical dimensionality
as the HELM models. In particular, for the LLaMA model we train, we use the same number of
layers, heads, and dimensionality per head as the feedforward network. For the DeepSeek models
we train, we use the same number of layers, heads, dimensionality per head, dimensionality for the
feedforward network, dimensionality for the MoE modules, number of routed and shared experts,
and the same dimensionality in the MLA layers.

Hyperbolic work embeddings. For the smaller HELM models, we map the input tokens directly
to Lorentz hyperbolic vectors, which are then trained as hyperbolic parameters via Riemannian
optimizers. The parameters are initialized via wrapped Gaussian normal distribution on the manifold.
However, when training the ~ 1B HELM-MICE model, we found this to cause training instability.
As a result, for the larger model, we first map the tokens to the space-like dimension of Lorentz
hyperbolic vectors, and then compute the time-like dimension of the vectors afterwards. We found
this to stabilize model training.

C.2 Training Details

Dataset. For the training dataset, we use the English portion of the Wikipedia dataset [14]. This
dataset consists of ~ 6.4M rows of data. We download the dataset directly from Huggingface. The
raw text data is then passed through the LLaMA3.1-8B tokenizer [18], which has a vocabulary size
of ~ 128K. We use a sequence length of 2048 for all models. Samples longer than 2048 tokens were
broken up into multiple samples, with the trailing tailed dropped. The tokenized dataset consist of
roughly 4.5B ~ 5B tokens. For training efficiency, as we measured the average number of tokens
per sample is ~ 700 across the dataset, we used sample packing with a packing ratio of 3.0. Then
packed samples shorted than 2048 tokens are then padded on the right.
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Table 4: Runtime and peak memory usage per iteration comparison between HELM variants and
Euclidean counterparts. HELM models are within 1.55X in runtime and 1.11X in memory usage of
the Euclidean counterparts for both the 100M and 1B models.

Model #Params Runtime Memory Usage
I[LaMA 100M 8.4s 23.8GB
HELM-D 100M 13.1s 24.9GB
DEEPSEEKV3 100M 11.0s 23.5GB
HELM-MICE 100M 16.9s 26.3 GB

~ DEEPSEEKV3 1B 835s 33.1GB
HELM-MICE 1B 119.4s 35.8GB

Table 5: Performance comparison between a 115M Hypformer model and HELM-D, where HELM-
D consistently outperforms the baseline.

Model #Params CommonsenseQA HellaSwag  OpenbookQA MMLU ARC-Challenging Avg
0-Shot 0-Shot 0-Shot 5-Shot 5-Shot -

HYPFORMER 115M 19.4 25.1 26.6 22.9 23.6 23.5

HELM-D 115M 20.3+0.2 259+01 2714+04 256=£0.2 21.4+0.3 241+0.1

Pipeline setup. For training, we set up data-parallelism with Hugginface Accelerate. We use an
effective batch size of ~ 2M tokens (including padding). To ensure a fair comparison between
the hyperbolic and Euclidean models, we use a learning rate of 2e-4 for all dense models and a
learning rate of 4e-4 for the MoE and MICE models. A weight decay rate of 0.01 was used for
all models. For the HELM-MICE models and the DeepSeek models, in order to balance the load
between each expert, we utilize the auxiliary-loss-free load balancing strategy and the complementary
sequence-wise auxiliary loss during training. The former punishes extreme load imbalance among
the experts by dynamically updating a bias term during the gating module, while not needing an
explicit auxiliary loss computation for better training efficiency. The latter punishes extreme load
imbalance for any particular sequence. All training used a cosine annealing learning rate scheduler
with a final target learning rate of 0.1 x the initial learning rate, with 3% of the gradient update steps
used as warmup steps.

Runtime. We empirically observe that HELM models take roughly 1.5 to 1.8 times the training of
their Euclidean counterparts. For example, the larger ~ 18 HELM-MICE model takes roughly 72
hours to train on 4 NVIDIA A800s while the similarly sized DeepSeekV3 model takes roughly 40
hours on the same machine.

C.3 Evaluation Details

We use the Language Model Evaluation Harness library (github.com/EleutherAl/Im-evaluation-
harness) for all evaluations, where the framework prompts the models with the answers choices to
each question and picks the one with the highest likelihood value. For OpenbookQA, we convert
the answer choices from full sentences to letter choices for all models, to make up for the relatively
smaller model and training dataset sizes.

D Ablation Studies and Additional Experiments

In this section, we perform additional experiments such as computational cost analysis, ablation
studies to access the effectiveness of HOPE and HMLA, and comparisons with prior works of
hyperbolic language models.

D.1 Runtime and memory usage analysis

While HELM inevitably introduces computational overhead from operations that respect the curvature
of the embedding space, our proposed methods are efficient in both runtime and memory usage.
HELM models are within 1.55X in runtime and 1.11X in memory usage of the Euclidean counterparts
for both the 100M and 1B models. In Table 4, we show that runtime and peak memory usage
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Table 7: Ablation accuracy, where we compare HELM-MICE with a variant using hyperbolic Multi-
Head self-Attention instead of HMLA, denoted as MICE-HMHA. Bolding denotes the highest
accuracy and underline denotes the second-highest. Euclidean DEEPSEEK V3 results are shown for
reference. Overall, HELM-MICE consistently achieves the highest accuracy, while both hyperbolic
models still outperform the Euclidean counterpart.

Model #Params CommonsenseQA HellaSwag  OpenbookQA MMLU ARC-Challenging Avg
0-Shot 0-Shot 0-Shot 5-Shot 5-Shot -
DEEPSEEKV3 120M 19.2 25.2 234 24.2 21.8 22.8
MICE-HMHA ~ ~ ~ 120M 193 257 260 238 253 23.7
textbof HELM-MICE 120M 19.74+0.3 259+02 277+04 244+02 23.2+0.5 24.1+0.1

Table 8: Ablation accuracy, where we compare HELM with a variants using learned relative
positional encoding instead of HOPE, denoted as HELM-D-L and HELM-MICE-L. Bolding
denotes the highest accuracy and underline denotes the second-highest. Euclidean results are shown
for reference. Overall, HELM-MICE and HELM-D consistently achieves the higher accuracy, while
both hyperbolic models still outperform the Euclidean counterpart.

Model #Params CommonsenseQA HellaSwag  OpenbookQA MMLU ARC-Challenging  Avg
0-Shot 0-Shot 0-Shot 5-Shot 5-Shot -

LLAMA 115M 21.1 25.3 25.3 23.8 21.0 23.3
HELM-D-L 115M 19.7 25.5 28.6 23.0 21.8 23.7
HELM-D 115M 20.3 £ 0.2 25.9£0.1 27.1+£04 25.6 £0.2 21.4+£0.3 24.1+0.1
DEEPSEEKV3  ~ 120M 192 % 252 234 2427 7 T 218 228
HELM-MICE-L 120M 19.0 25.5 27.0 23.0 25.7 24.0
HELM-MICE 120M 19.7+0.3 25.9+£0.2 27.7+04 24.4+0.2 232405 24.1+0.1

comparisons between HELM and the Euclidean baselines for one training iteration (roughly 2M
tokens). The results shown are for our exact experimental setup ran on 4 A100 GPUs, where we show
the worst runtime and memory usage across the ranks. The results are averaged over 10 runs, and
standard deviations are not shown since they are within 0.2 of the results.

D.2 Comparison with Prior Hyperbolic Language Models

We performance additional experiments to com-

pare the HELM architecture against prior works Table 6: Machine translation BLEU score.

of hyperbolic language models and Transformers. HELM-D outperforms prior works of hyper-
As the majority of prior hyperbolic Transformers pglic Transformers.

lacked essential components common in modern

LLMs such as LayerNorm or positional encoding, =~ Model IWSLT’14 WMT’14
we train a small version of HELM-D and com-  HAT Gulcehre et al. [19] 23.7 218
pare the performance against these models in the =~ HNN++ Shimizu et al. [39] 22.0 25.5
machine translation task. The setup of our exper- ~ HyboNet Chenetal. [5] 25.9 26.2
HELM-D 26.3 26.5

iment is identical to that of Chen et al. [5]. Hyp-
former Yang et al. [48], on the other hand, does
possess all components. As a result, we compare the performance of HELM-D with Hypformer by
training a 100M model on the same setup.

D.3 Ablation for HMLA

Past works have found that in the Euclidean case, Multi-Head Latent Attention can achieve comparable
and in some cases even superior performance compared to regular Multi-Head Attention [10]. Here
we assess the effectiveness of HMLA against hyperbolic Multi-Head self-Attention. We train
HELM-MICE with the same setup, where we replace the HMLA layers with a hyperbolic Multi-
Head self-Attention layer as given in Equation (3). We denote the this model as MICE-HMHA. The
results are shown in Table 7. HELM-MICE outperforms MICE-HMHA in 3 out of the 5 tasks,
achieving the same accuracy for 1 task, with the MICE-HMHA achieving better accuracy in the last
task. The results demonstrate the effectiveness of HELM-MICE while significantly reducing the
memory footprint of the KV-cache. Both hyperbolic models still outperform the Euclidean model,
demonstrating the effectiveness of HELM in general.
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Table 9: Multi-choice answer accuracy for HELM-MICE 1B and DeepSeekV3 1B across training
stages. HELM-MICE demonstrates consistent improvement over its Euclidean counter part.

Model Token Count CommonsenseQA  HellaSwag OpenbookQA  MMLU ARC-Challenging  Avg
DeepseekV3 (1B) 4B 18.8 25.1 26.4 23.5 22.1 23.2
HELM-MiCE (1B) 4B 19.5 26.0 27.0 25.6 22.9 24.3

" DeepseekV3 (1B) ~~ ~45B 190 262 2120 236 26 237
HELM-MiCE (1B) 4.5B 19.7 26.4 27.6 25.5 23.1 24.5

" DeepseckV3 (1B) ~ 5B 95 262 214 236 227 2397
HELM-MiCE (1B) 5B 19.8 26.5 28.4 25.9 23.7 24.9

D.4 Ablation for HOPE

In this section we assess the effectiveness of HOPE against other hyperbolic positional encoding
methods, namely the learned relative positional encoding from Hypformer [48]. We devise a variant
of HELM-D, denoted as HELM-D-L and a variant of HELM-MICE, denoted as HELM-MICE-L,
where each model uses the learned positional encoding instead of HOPE. The results are shown
in Table 8. Overall both HELM-MICE and HELM-D outperform their counterparts that use
learned positional encoding instead of HOPE. Interestly, however, HELM-MICE-L and HELM-D-
L outperformed HELM-MICE and HELM-D respectively on the ARC-Challenging benchmark,
possibly due to better alignment with reasoning prompts with non-uniform encodings. Nevertheless,
the results demonstrate the effectiveness of HOPE over learned positional encodings in 4 out of the 5
tasks.

D.5 Performance over Training Stages

While we don’t provide standard deviation from multiple runs for the 1B models as is typical for
model of this size, we provide the model performance of HELM-MICE and DeepSeekV3 1B
in Table 9. HELM-MICE demonstrates consistent improvement over its Euclidean counter part,
suggesting this improvement could sustain when the training corpus scales.
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