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Abstract001

Large language models (LLMs) are widely002
used for modeling sentiment trends on social003
media text. We examine whether LLMs have a004
polarity bias—positive or negative—when en-005
countering specific types of lexical word men-006
tions. Such polarity association bias could lead007
to the wrong classification of neutral statements008
and thus a distorted estimation of sentiment009
trends. We estimate the severity of the polarity010
association bias across five widely used LLMs,011
identifying lexical word mentions spanning a012
diverse range of linguistic and psychological013
categories that correlate with this bias. Our014
results show a moderate to strong degree of015
polarity association bias in these LLMs.016

1 Introduction017

Sentiment analysis is commonly framed as a text018

classification task, where language models cate-019

gorize an input text as expressing either positive,020

negative, or neutral sentiment (Rosenthal et al.,021

2017), with extension to Likert scale ranging from022

extremely positive to negative (Socher et al., 2013),023

or regarding certain aspect mentions in product re-024

views (Fang and Zhan, 2015). Sentiment analysis025

is applied in diverse fields, e.g., supporting stock026

market prediction (Pagolu et al., 2016), extract-027

ing insights from product reviews (Fang and Zhan,028

2015), or supporting mental health research (Babu029

and Kanaga, 2022).030

Previous studies (Zhang et al., 2024; Qin et al.,031

2023; Wang et al., 2023; Laskar et al., 2023) eval-032

uated the effectiveness of LLMs on various senti-033

ment analysis benchmarks. These studies demon-034

strate that, when provided with appropriate instruc-035

tions, LLMs are effective in detecting positive and036

negative sentiments, even in zero-shot or few-shot037

learning settings. However, the evaluations also038

reveal that LLMs consistently struggle to identify039

neutral statements correctly (also see our evalua-040

tion in Appendix A). We hypothesize that this prob-041

<prompt>: I'm surprised that it will be
Monday tomorrow.

You are a sentiment analyzer. Does the following text
express sentiment of negative, neutral, or positive:
Related: Report: Millions Of Courageous
Americans Overcoming Media Pressure To Be
Thin

negative. This expression implies the speaker
are not looking forward to the start of a new work
or school week

positive. The text portrays Americans as
courageous. This implies a sense of achievement
and resilience, which are generally viewed as
positive traits.

Figure 1: Examples of polarity association biases in
ChatGPT-3.5 (OpenAI, 2024) when instructed to per-
form sentiment classification: The first instance reflects
a bias toward a positive sentiment due to the use of
“courageous”, a word related to positive affect. The
second instance shows an association bias between
“Monday” and “work or school week”, and between
work/school and a negative sentiment, disregarding the
actual neutrality in the text.

lem stems from a polarity association bias—a form 042

of learned stereotype acquired during pre-training. 043

From a linguistic perspective, such stereotypes lead 044

LLMs to associate certain linguistic or psycholog- 045

ical word categories with specific sentiment po- 046

larities (positive or negative) in a skewed manner, 047

disregarding the actual neutrality conveyed in the 048

given text. For example in Figure 1, we see at play 049

a stereotype of associating “courageous” with a 050

positive sentiment, and two other stereotypes as- 051

sociating (1) “monday” with “school and work”, 052

and (2) “school/work” with a negative sentiment. 053

We propose a simple, yet effective, approach 054

to estimate the polarity association biases using 055

two benchmark datasets, SemEval-2017 (Rosen- 056

thal et al., 2017) and GoEmotions (Demszky et al., 057

2020). We employ that approach to examine these 058
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biases in five representative LLMs. Our study re-059

veals a moderate to strong occurrence of false nega-060

tive errors in these LLMs when identifying neutral061

text instances, potentially induced by their under-062

lying association biases. Additionally, we observe063

that the presence of certain linguistic or psycholog-064

ical word categories correlates with the tendency065

of these models to misclassify neutral text as either066

positive or negative, presenting consistent pat-067

terns as the aforementioned “stereotype”. These068

key findings suggest that LLMs may have devel-069

oped biased associations between particular word070

categories and a sentiment. We thus caution against071

the application of the current LLMs for large-scale072

sentiment classification, as, if the LLM employed073

has a polarity bias, it can exaggerate the estimation074

of sentiment trends (e.g., on social media) towards075

positive or negative.076

2 Methodology077

We estimate the severity of the polarity asso-078

ciation bias through the measurement of false079

negative (FN) error rate in sentiment classifiers080

on neutral instances. We acknowledge that the081

observed FN could also be caused by other factors,082

such as underfitting. However, based on existing083

reports demonstrating the robust generalization084

capabilities of LLMs in predicting positive and085

negative sentiment (Zhang et al., 2024; Qin et al.,086

2023; Wang et al., 2023; Laskar et al., 2023),087

we set aside underfitting as a primary cause in088

our study. We focus on measuring the FN rate089

on instruction-tuned foundational LLMs with090

zero-shot setting, rather than prompt-tuned or091

supervised fine-tuned LLMs using a sentiment092

classification dataset. We do so because FN093

in models continually tuned with sentiment094

classification data may be more attributable to095

extrinsic hallucination or noise rather than being096

a reflection of intrinsic bias in the pre-trained097

foundational LLMs (Ladhak et al., 2023).098

099

Data: We collect 7, 323 neutral text instances from100

the SemEval-2017 Task 4 dataset (Rosenthal et al.,101

2017) and 12, 748 instances from the GoEmotions102

dataset (Demszky et al., 2020), all manually103

annotated. The datasets capture distinct posts104

from two different social media platforms. The105

SemEval2017 dataset was compiled from Twitter106

(which has become the platform X since the107

dataset construction). It primarily includes short108

and public-facing content often directed outward 109

to a broad audience, focusing on trending topics 110

like political events, product reviews, and news 111

(e.g., “gun control”, “iPhone”). The GoEmotions 112

dataset consists of popular English subreddits 113

comments collected for emotion annotation. Its 114

posts were predominantly contributed by young 115

male users (Duggan and Smith, 2013). They are 116

typically shorter (i.e., fewer words) than the posts 117

from SemEval-2017 (see average word count 23 118

> 12 in Appendix B), more self-reflective and 119

emotional. Although the GoEmotions annotations 120

focus on fine-grained emotional states like joy, 121

sadness, and anger—differing from the polarity- 122

based annotations of positive, negative, and neutral 123

in SemEval-2017—the neutral emotional state 124

aligns with the neutral sentiment, according to the 125

annotation scheme (Demszky et al., 2020). 126

127

Models and Configurations: We set up a 128

baseline by applying an “off-the-shelf ” sen- 129

timent classifier (Camacho-Collados et al., 130

2022). This classifier is RoBERTa fine-tuned 131

using the SemEval-2017 sentiment dataset. 132

The GoEmotions dataset was not used in its 133

finetuning process. We explore five instruction- 134

tuned LLMs: gemma2-2b-it (Rivière et al., 135

2024), Llama3.1-8B-Instruct (Dubey et al., 136

2024), deepseek-llm-7b-chat (DeepSeek-AI, 137

2024), gpt3.5-turbo (OpenAI, 2024), and 138

gpt4-turbo (OpenAI, 2023), by creating a 139

uniform zero-shot sentiment classification prompt 140

(see Appendix C). For each LLM, we experi- 141

ment with three different temperature settings 142

(Appendix D) to enable diverse reasoning paths 143

on the same instance and consolidate the final 144

prediction through a majority voting mechanism. 145

We find that varying the temperature settings had 146

minimal influence on the predictions across all 147

the experimented LLMs. This indicates that the 148

sentiment classification task exhibits low intrinsic 149

randomness, and that the experimented LLM is 150

highly confident in its predictions. This strongly 151

suggests that the false negatives are more likely to 152

be induced by the learned biases rather than the 153

stochastic factors of language models. 154

155

Identification of Lexical Mentions Regarding 156

Various Linguistic or Psychological Word 157

Categories: We utilize Linguistic Inquiry and 158

Word Count (LIWC2015) (Pennebaker et al., 159

2015) to identify lexical word mentions covering 160

2



a broad spectrum of linguistic and psychological161

categories (see Appendix E, the first column of162

Table 3), e.g., “anger”, and “family”. We calculate163

(with LIWC2015) the psychometric scores to164

characterize each text instance with respect to165

each of these LIWC categories. Let N denote166

the total word count in an input text instance167

and Cd the total number of words belonging to168

d, a specific LIWC2015 category, for the same169

instance. The psychometric score is calculated170

as sd = Cd
N × 100, sd ∈ [0, 100]. In nature, the171

distribution of sd is skewed, with most instances172

having sd ∈ [0, 30] (see Appendix E, Figure 5).173

174

Correlation Between Categorical Word Men-175

tion and False Negative Likelihood: For a given176

word category d, we first sort all neutral instances177

in ascending order based on their sd values. We178

then partition the sorted instances into smaller sub-179

groups using logarithmic binning (see Appendix180

F for details). Within each subgroup, we compute181

the FN rate, denoted as εd, further categorized as:182

• directed FN rate: The proportion of neu-183

tral instances misclassified as positive sen-184

timent (ε+d ) or as negative sentiment (ε−d )185

respectively within the subgroup.186

• undirected FN rate (ε±d ): The proportion187

of misclassified neutral instances in the sub-188

group.189

For each subgroup, the computed εd is then as-190

signed to all instances within that subgroup, repre-191

senting the likelihood Lεd that an instance may be192

misclassified towards either positive sentiment193

L+
εd

or negative sentiment L−
εd

.194

Finally, we calculate the Pearson correlation195

coefficient1 rd and the underlying p-value (p)196

between sd (categorical word mention score) and197

L±
εd

(FN likelihood).198

199

3 Results and Discussion200

Severity of the Polarity Association Biases201

All five LLMs exhibited an FN greater than202

RoBERTa, on both SemEval-2017 and GoEmo-203

tions dataset (except for llama3 on GoEmotions),204

suggesting moderate to strong severity of bias (Fig-205

ure 2). Notably, gemma showed the highest FN206

1https://docs.scipy.org/doc/scipy-1.15.0/
reference/generated/scipy.stats.pearsonr.html
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Figure 2: The LLMs’ FN on the SemEval-2017 and
GoEmotions datasets. The FN+ denotes the proportion
of mis-classifications as positive and FN− the propor-
tion of mis-classifications as negative. The FN is the
sum of FN± on each stacked bar.

(90.2%) on SemEval-2017, while deepseek had 207

highest FN (91.2%) on GoEmotions. RoBERTa 208

exhibits a lower FN on SemEval-2017 compared to 209

GoEmotions, which is not surprising since it was 210

fine-tuned on SemEval-2017. This difference in 211

FN may suggest that, while fine-tuning can effec- 212

tively reduce FN in identifying neutral instances 213

when dealing with similar text (i.e., public-facing 214

and intended for a broad audience) from the same 215

social media platform, it may not effectively miti- 216

gate the intrinsic biases rooted in the pre-training 217

stage of language models. Such biases could per- 218

sist and re-emerge when applied to different texts 219

(e.g., different social media platforms), exhibiting 220

different language styles (i.e., inward-focused, self- 221

reflective, and emotionally expressive, as in GoE- 222

motions). 223

We also observed that all five LLMs tended 224

to classify neutral instances in the SemEval-2017 225

dataset as positive but as negative in the GoE- 226

motions dataset. Although both datasets contain 227

more positive affect-related words (e.g., words ex- 228

pressing positive and negative emotions) than neg- 229

ative ones, the difference is smaller in GoEmotions 230

(see posemo (positive emotions) and negemo (nega- 231

tive emotions) in Appendix E, Table 3). We assume 232

that affect-related words play a key role in polar- 233

ity association bias, and that, beyond this bias at 234

the lexical level, additional factors (e.g., specific 235

categories, like work or family) may also influence 236

models to assign a negative sentiment. 237
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Figure 3: The distribution of |rd| on the SemEval-2017 and GoEmotions datasets. All negative rd are converted into
positive value for representing the intensity of the correlation. rd are converted into 0 when there is no significant
correlation (p ≥ 0.05). |rd| ∈ [0.3, 0.6] denotes a moderate correlation, and |rd| > 0.6 denotes a strong correlation.

Correlation Measure Between Categorical238

Word Mentions and False Negative Likelihood239

We observed that both RoBERTa and the five LLMs240

exhibit a moderate to strong rd between sd (cate-241

gorical word mention score) and the Lεd (FN like-242

lihood) when classifying neutral text (Figure 3),243

suggesting that the models all exhibit polarity as-244

sociation biases. Notably, RoBERTa, which was245

fine-tuned on the SemEval-2017 dataset, showed246

a small rd, but this value increased significantly247

when tested on the unseen GoEmotions dataset.248

This suggests that, while fine-tuning contextual249

language models can reduce rd when classifying250

neutral instances, it may not effectively mitigate251

the bias, since the correlation persists when applied252

to unseen data.253

The measured rd on GoEmotions dataset among254

the five LLMs tends to be larger than on the255

SemEval-2017 dataset, reflected by the larger size256

of shadowed area on Figure 3. We hypothesize that,257

as text instances on GoEmotions are more subjec-258

tive, self-reflective, and emotionally nuanced, they259

are more likely to trigger a polarity association260

bias.261

The deepseek model appears to be the most af-262

fected by polarity association bias, with the highest263

rd across almost all the experimented word cate-264

gories. Additionally, we observed no significant265

reduction in rd from gpt3.5 to its more advanced266

version, gpt4, suggesting that the association bias267

can not be easily mitigated. llama resulted with268

moderate rd on both datasets. We thus argue that 269

llama may not be consistently reliable for senti- 270

ment analysis. In particular, if the data on which it 271

is applied contains more words from the categories 272

which showed a moderate rd in our evaluation, this 273

model may display a more pronounced bias and 274

larger FN on processing neutral instances. 275

A detailed list of rd and more comprehensive 276

analysis is included in Appendix G. The results 277

suggest that LLMs are not reliable for sentiment 278

analysis, as polarity association biases can lead to 279

mis-classifications of neutral instances and thus 280

distort the estimation of sentiment trends. 281

4 Conclusion 282

Sentiment analysis has significant implications for 283

many real-world applications. While LLMs can 284

be instructed to conduct sentiment classification 285

in a zero-shot setting, we argue that they are not 286

yet fully reliable for large-scale sentiment analysis, 287

especially when the data contains neutral texts. 288

Our study shows that LLMs have a high likeli- 289

hood of misclassifying neutral text with either posi- 290

tive or negative sentiment. These mis-classification 291

errors exhibit a moderate to strong correlation with 292

the presence of specific categories of lexical words 293

in the text. These findings suggest that LLMs may 294

have developed a moderate to strong degree of po- 295

larity association bias, which can distort the esti- 296

mation of sentiment trends. 297
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Limitations298

This study examines the polarity association bias in299

LLMs by only utilizing the datasets generated by300

English speakers, while cultural background can301

play a significant role in influencing the estimation302

of bias in LLMs (Imran et al., 2020). In real-world303

situations, multiple factors can contribute to polar-304

ity association bias, often making it challenging to305

isolate their individual effects. Our study focuses306

on lexical factors and assumes that each word cate-307

gory independently influences polarity association308

bias. Our experimental results on correlation do309

not establish a causal relationship between lexical310

word mentions and the likelihood of bias occurring.311

We have not examined all the existing LLMs at312

the time of the submission. While it is not likely313

to change the findings, the experimental results314

represent a sub-set of all the LLMs that is available.315

Ethical Concerns316

We relied on the dataset providers to remove any317

material from the dataset that may reveal anyone’s318

identity in their posts used in this study.319

Our project has ethics approval from our affili-320

ated organization. Details will be provided upon321

publication.322

References323

Nirmal Varghese Babu and E Grace Mary Kanaga. 2022.324
Sentiment analysis in social media data for depres-325
sion detection using artificial intelligence: a review.326
SN Computer Science, 3(1):74.327

Jose Camacho-Collados, Kiamehr Rezaee, Talayeh328
Riahi, Asahi Ushio, Daniel Loureiro, Dimosthe-329
nis Antypas, Joanne Boisson, Luis Espinosa Anke,330
Fangyu Liu, and Eugenio Martínez-Cámara. 2022.331
TweetNLP: Cutting-edge natural language process-332
ing for social media. In Proceedings of the 2022333
Conference on Empirical Methods in Natural Lan-334
guage Processing: System Demonstrations, pages335
38–49.336

DeepSeek-AI. 2024. DeepSeek LLM: Scaling open-337
source language models with longtermism. arXiv338
preprint arXiv:2401.02954.339

Dorottya Demszky, Dana Movshovitz-Attias, Jeongwoo340
Ko, Alan Cowen, Gaurav Nemade, and Sujith Ravi.341
2020. Goemotions: A dataset of fine-grained emo-342
tions. In Proceedings of the 58th Annual Meeting of343
the Association for Computational Linguistics, pages344
4040–4054.345

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey,346
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman,347

Akhil Mathur, Alan Schelten, Amy Yang, Angela 348
Fan, et al. 2024. The Llama 3 herd of models. arXiv 349
preprint arXiv:2407.21783. 350

Maeve Duggan and Aaron Smith. 2013. 6% of online 351
adults are reddit users. Pew Internet & American Life 352
Project, 3:1–10. 353

Xing Fang and Justin Zhan. 2015. Sentiment analysis 354
using product review data. Journal of Big Data, 2:1– 355
14. 356

Ali Shariq Imran, Sher Muhammad Daudpota, Zenun 357
Kastrati, and Rakhi Batra. 2020. Cross-cultural po- 358
larity and emotion detection using sentiment analy- 359
sis and deep learning on COVID-19 related Tweets. 360
IEEE Access, 8:181074–181090. 361

Faisal Ladhak, Esin Durmus, Mirac Suzgun, Tianyi 362
Zhang, Dan Jurafsky, Kathleen McKeown, and Tat- 363
sunori B Hashimoto. 2023. When do pre-training bi- 364
ases propagate to downstream tasks? a case study in 365
text summarization. In Proceedings of the 17th Con- 366
ference of the European Chapter of the Association 367
for Computational Linguistics, pages 3206–3219. 368

Md Tahmid Rahman Laskar, M Saiful Bari, Mizanur 369
Rahman, Md Amran Hossen Bhuiyan, Shafiq Joty, 370
and Jimmy Huang. 2023. A systematic study and 371
comprehensive evaluation of ChatGPT on benchmark 372
datasets. In Findings of the Association for Compu- 373
tational Linguistics: ACL 2023, pages 431–469. 374

OpenAI. 2023. GPT4. Version: firstcontact-gpt4-turbo 375
2023-03-15-preview. 376

OpenAI. 2024. ChatGPT 3.5. Version: chatgpt-35- 377
turbo 2024-02-15-preview. 378

Venkata Sasank Pagolu, Kamal Nayan Reddy, Ganapati 379
Panda, and Babita Majhi. 2016. Sentiment analysis 380
of Twitter data for predicting stock market move- 381
ments. In 2016 International Conference on Signal 382
Processing, Communication, Power and Embedded 383
System (SCOPES), pages 1345–1350. IEEE. 384

James W Pennebaker, Ryan L Boyd, Kayla Jordan, and 385
Kate Blackburn. 2015. The development and psycho- 386
metric properties of LIWC2015. University of Texas 387
at Austin. 388

Chengwei Qin, Aston Zhang, Zhuosheng Zhang, Jiaao 389
Chen, Michihiro Yasunaga, and Diyi Yang. 2023. Is 390
ChatGPT a general-purpose natural language pro- 391
cessing task solver? In Proceedings of the 2023 392
Conference on Empirical Methods in Natural Lan- 393
guage Processing, pages 1339–1384. 394

Morgane Rivière, Shreya Pathak, Pier Giuseppe 395
Sessa, Cassidy Hardin, Surya Bhupatiraju, Léonard 396
Hussenot, Thomas Mesnard, Bobak Shahriari, 397
Alexandre Ramé, Johan Ferret, et al. 2024. Gemma 398
2: Improving open language models at a practical 399
size. CoRR. 400

5

https://openai.com/chatgpt
https://openai.com/chatgpt


Sara Rosenthal, Noura Farra, and Preslav Nakov. 2017.401
SemEval-2017 task 4: Sentiment analysis in Twitter.402
In Proceedings of the 11th International Workshop403
on Semantic Evaluation (SemEval-2017), pages 502–404
518, Vancouver, Canada. Association for Computa-405
tional Linguistics.406

Richard Socher, Alex Perelygin, Jean Wu, Jason407
Chuang, Christopher D Manning, Andrew Y Ng, and408
Christopher Potts. 2013. Recursive deep models for409
semantic compositionality over a sentiment treebank.410
In Proceedings of the 2013 Conference on Empiri-411
cal Methods in Natural Language Processing, pages412
1631–1642.413

Zengzhi Wang, Qiming Xie, Yi Feng, Zixiang Ding,414
Zinong Yang, and Rui Xia. 2023. Is ChatGPT a good415
sentiment analyzer? A preliminary study. arXiv416
preprint arXiv:2304.04339.417

Wenxuan Zhang, Yue Deng, Bing Liu, Sinno Pan, and418
Lidong Bing. 2024. Sentiment analysis in the era419
of large language models: A reality check. In Find-420
ings of the Association for Computational Linguistics:421
NAACL 2024, pages 3881–3906.422

A Sentiment Classification on the423

SemEval-2017 Subset424

We randomly selected 3, 000 manually annotated425

instances from the SemEval-2017 and applied the426

fine-tuned RoBERTa (Camacho-Collados et al.,427

2022), gpt4 (OpenAI, 2023), and llama3 (Dubey428

et al., 2024) to measure the F1 score in the clas-429

sification of positive, negative, and neutral430

instances (1000 instances within each class). The431

results suggest that LLMs are effective in identi-432

fying positive and negative instances but not for433

neutral instances (Table 1). The results on the434

SemEval-2017 dataset closely align with existing435

studies on other sentiment analysis datasets (Zhang436

et al., 2024; Qin et al., 2023; Wang et al., 2023;437

Laskar et al., 2023).

Model Label Classes

positive negative neutral

RoBERTa 0.83 0.84 0.73
gpt-4 0.78 0.79 0.54
Llama3 0.65 0.64 0.59

Table 1: F1 of sentiment classification by label class on
SemEval-2017 Subsamples.

438

B Statistics of Word Count Per Post by439

Dataset440

The distribution of post length (i.e., word count) by441

dataset.442
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Figure 4: Distribution of word count in each post among
SemEval-2017 and GoEmotions datasets.

C Prompt Instruction for Sentiment 443

Classification 444

The following prompt template was used to in- 445

struct LLMs to perform sentiment classification 446

with zero-shot settings: “You are a sentiment 447

analyzer. Does the following text 448

express sentiment of negative, neutral, 449

or positive: <text>. REQUIREMENT: only 450

answer -1 as negative, 0 as neutral, 1 as 451

positive.” The “<text>” is filled with the full 452

text content of each instance. 453

For the examples shown in Figure 1, we added 454

“and explain why” to the “REQUIREMENT” to pro- 455

vide the explanation. 456

D Models and Configurations 457

The configuration for running RoBERTa and the 458

open resource LLMs are shown in Table 2.

params value

GPU NVIDIA RTX 3500 Ada
context size 512
temperature 0.01; 0.5; 1
max_new_tokens 8
quantization∗ 4bits

Table 2: The environment setting and parameters in
zero-shot learning setting. ∗ indicate that, except for the
proprietary gpt-3.5 and gpt-4, the open-source LLMs
were loaded with 4-bits quantization on local server
for computational feasibility. The max_new_tokens is
set to 8 for all LLMs, as we only require the models
to generate either −1, 0, and 1 for the representation
of negative, neutral, and positive sentiment for a
given input text.

459
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E Statistics of Psychometric Scores by460

Word Category461

The mean of sd by each LIWC word category462

is illustrated in Table 3. The distribution of sd463

on the SemEval-2017 and GoEmotions dataset is464

illustrated in Figure 5.

Category SemEval-2017 GoEmotions

posemo 2.1614 3.2057
negemo 1.4166 3.0153
anxious 0.1594 0.2492
anger 0.5243 1.1869
sad 0.3346 0.4648
family 0.3341 0.4960
friend 0.2282 0.6309
female 0.4765 1.0293
male 1.3611 2.1440
body 0.4841 0.8732
health 0.2824 0.6461
sexual 0.1611 0.2933
achieve 1.2716 1.2204
reward 1.1344 1.5200
risk 0.3300 0.6670
focuspast 2.2963 3.5040
focuspresent 8.2916 12.9773
focusfuture 3.2204 1.1631
work 1.5153 1.4472
leisure 1.9015 1.2825
home 0.2152 0.3159
money 0.5386 0.7860
religion 0.6162 0.3701
death 0.1959 0.2937

Table 3: Comparison of mean of each LIWC2015 psy-
chometric word category score (sd) on the SemEval-
2017 and GoEmotions Datasets. posemo and negemo
denotes words related to positive and negative affect.

465

F Logarithm Binning for Psychometric466

Scores Partitioning467

Since the distribution of the psychometric score468

(sd) in both datasets are highly skewed (Figure 5),469

with most sd falling below 30, we apply logarith-470

mic binning with base equals to 10 to create 50471

intervals with increasing width. Let xi represent472

the edges of each interval,473

xi = 10log10(1)+i·∆log, where i = 0, 1, 2, . . . , 50474

Determining ∆ log:475
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Figure 5: The distribution of psychometric scores (sd)
on the two benchmark datasets by LIWC2015 word
category (d).

The range of the logarithmic scale is: 476

log10(100)− log10(1) = 2− 0 = 2 477

Divide this range into 50 partitions: 478

∆ log =
log10(100)− log10(1)

50
=

2

50
= 0.04 479

This approach groups instances with lower sd 480

into narrower interval and instances with higher 481

sd into wider interval. Instances with sd equals 482

to 0 are excluded for the correlation study. Sub- 483

groups containing fewer than 10 instances are also 484

excluded to ensure the stability and reliability of 485

FN likelihood (Lεd) calculation. 486

G Results and Discussion of Correlation 487

Coefficient Measure 488

We find that the presence of certain word cat- 489

egories shows a moderate to strong correlation 490

with the models’ tendency to misclassify neutral 491

7



text into either positive or negative (Table 6).492

For example, mentioning leisure-related words is493

strongly correlated (0.74) with a positive sen-494

timent for gemma, whereas work-related words495

strongly correlate (0.77) with a negative senti-496

ment for deepseek. This suggests that these mod-497

els may have developed a significant (p < 0.05)498

bias in associating specific word mentions with499

a positive or negative sentiment, despite the text500

instances being neutral.501

The fine-tuned RoBERTa and pre-trained foun-502

dational LLMs exhibit varying levels of rd (correla-503

tion coefficient) between sd (categorical word men-504

tion scores) and L±
εd

(FN likelihood), ranging from505

moderate (0.3 ≤ |rd| ≤ 0.6) to strong (|rd| > 0.6),506

across both datasets (Table 6). In most cases, we507

can observe consistent signs of rd between the two508

datasets for the same model. For example, both509

llama3.1-8B and gpt-4 demonstrated positive rd510

between family-related lexical mentions and L+
εd

,511

while showing negative rd with L−
εd

. The contrast-512

ing sign in the correlation suggests that a model is513

likely to classify an instance as positive if there are514

more family-related words in the text. However,515

a few models showed a contradictory sign direc-516

tion in rd between two datasets for a given word517

category. For example, in the “religion” category,518

llama3.1-8B had a negative rd (−0.57) between519

sd and L+
εd

on the SemEval-2017 dataset, but a520

positive rd (0.48) between the two on the GoE-521

motions dataset. The lack of consistency in the522

sign direction of the correlation suggests that this523

word category may not be the primary factor in the524

mis-classifications of neutral posts for the specific525

model. There might be other factors not covered526

by this study. However, we observed that such in-527

consistency in the correlation sign direction is rare528

in our study (see Table 6), suggesting that the exis-529

tence of polarity association biases in these models530

mostly holds.531

Comparing correlations across different mod-532

els, we observe that deepseek exhibits close to533

a strong correlation with all evaluated word cat-534

egories, whereas other models show only moder-535

ate to strong correlations with specific categories.536

This suggests that deepseek may have developed537

the most pronounced bias among the tested mod-538

els. We hypothesize that deepseek may have been539

pre-trained using a cost-efficient approach with re-540

duced exposure to a large volume of diverse data,541

which could have led to a more pronounced bias542

compared to other LLMs. Additionally, the five543

LLMs demonstrate a similar level of correlation 544

severity to RoBERTa, implying that the bias may 545

cause these models to overlook entire post con- 546

tent when assessing sentiment. Notably, there is 547

no clear reduction in correlation when comparing 548

larger models to smaller ones (e.g., llama3-8B cf. 549

gemma2-2b) or in the transition from gpt-3.5 to 550

gpt-4. This suggests that such correlations are 551

likely learned biases from pre-training rather than 552

underfitting. 553

In conclusion, while the presence of polarity 554

association biases in these models is likely influ- 555

enced by multiple factors, the moderate to strong 556

correlations between lexical word mentions and 557

FN likelihood on neutral text expressions suggest 558

that these LLMs may have developed moderate 559

to strong severity of polarity association bias for 560

sentiment classification. We argue that addressing 561

such bias is critical to ensuring fairer estimation 562

of sentiment trend before applying on the analysis 563

of large-scale social media text data which might 564

contain a significant number of neutral instances. 565

H Estimation of Computational Cost 566

The total GPU hours for running open-resource 567

LLM with 4-bits quantization on the local NVIDIA 568

RTX 3500Ada GPU is shown in Table 4. The 569

budget for running proprietary LLMs is shown in 570

Table 5. 571

Model SemEval-2017 GoEmotions

RoBERTa < 0.2 < 0.2
Llama3 ≈7 ≈8
Deepseek ≈7 ≈8
Gemma2 ≈4 ≈5

Table 4: Estimation of approximate GPU hour by LLM
on each dataset.

Model SemEval-2017 GoEmotions

gpt4-turbo ≈20.38 ≈29.22
gpt3.5-turbo ≈1.02 ≈1.48

Table 5: Estimation of total cost (USD) for running
proprietary LLMs on each dataset.
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Category RoBERTa Gemma-2-2b LLaMa3.1-8B Deepseek-7b GPT-4-turbo GPT-3.5-turbo
r+d r−d r+d r−d r+d r−d r+d r−d r+d r−d r+d r−d

A
ff

ec
t

posemo 0.77 -0.30 0.30 -0.24 0.42 -0.61 0.61 -0.50
negemo 0.66 -0.41 0.60 0.40 0.30 -0.57
anxious -0.34 0.91 0.88 -0.80 0.94 -0.77 0.75 -0.78 0.49 -0.89 0.64
anger -0.69 0.74 0.31
sad -0.42 0.41 -0.35

So
ci

al

family -0.39 -0.66 0.39 0.66 0.56 -0.63 -0.66
friend -0.60 -0.45 -0.77 0.25 0.33 -0.80 0.95 -0.44 -0.78 0.51
female -0.52 0.25 -0.44 0.59
male -0.38 0.28 -0.54 0.69 0.51 -0.35 0.30

B
io

body -0.86 0.81
health 0.32 -0.41 0.40 -0.47 0.36 -0.78 0.34 -0.54 -0.45 0.34
sexual -0.26 -0.75 0.64 -0.48

D
ri

ve
s achieve -0.37 -0.52 -0.27 0.67

reward 0.30 0.43 -0.47 -0.53 -0.28 0.61 -0.59
risk -0.54 0.55 -0.98 0.50 -0.91

Ti
m

e focuspast -0.38 0.42 -0.64 0.55 -0.57
focuspresent 0.88 -0.62 0.79 -0.75 0.69 0.71 -0.69 0.55
focusfuture -0.40 0.46 -0.38 -0.68 -0.71 0.75 -0.57 0.33 -0.45

Pe
rs

on
al

C
on

ce
rn

s work 0.32 -0.33 0.24 -0.32 0.34
leisure -0.35 0.74 -0.63 0.31 -0.26 0.54 0.26 -0.78 0.60 -0.74
home -0.64 -0.43 -0.76 -0.73 0.92 -0.48 -0.72
money -0.57 -0.44 0.50 -0.35
religion 0.48 0.34 -0.57 0.24
death -0.63 0.40 -0.27 0.45 -0.61 0.71 -0.66 0.35

(a) r±d on SemEval-2017
Category RoBERTa Gemma-2-2b LLaMa3.1-8B Deepseek-7b GPT-4-turbo GPT-3.5-turbo

r+d r−d r+d r−d r+d r−d r+d r−d r+d r−d r+d r−d

A
ff

ec
t

posemo 0.91 -0.87 0.89 -0.87 0.84 -0.83 0.92 -0.90 0.93 -0.86
negemo 0.47 0.39 -0.74 0.80 0.77
anxious -0.32 0.86 -0.78 0.49
anger 0.44 0.62 -0.49 -0.54 0.68 0.45
sad -0.43 0.34 -0.64 0.64 0.33

So
ci

al

family 0.81 -0.73 0.72 -0.59 -0.29 0.79 0.58 -0.87 0.69 -0.68
friend 0.66 -0.71 0.79 -0.77 0.62 -0.65 -0.55 0.62 0.70 -0.82 0.69 -0.59
female 0.40 -0.58 -0.54 0.71 0.32 -0.57
male 0.62 -0.51 0.66 -0.68 0.45 -0.71 -0.50 0.70 0.45 -0.78 0.55 -0.47

B
io

body 0.43 -0.67 -0.48 0.56 -0.86 0.34 -0.55
health 0.30 -0.59 0.38 -0.40 -0.69 0.74 -0.32
sexual 0.65 -0.61 -0.26 -0.52 0.55 0.67 -0.79 0.53

D
ri

ve
s achieve 0.67 -0.65 0.71 -0.67 0.86 -0.69 -0.62 0.77 0.79 -0.89

reward 0.73 -0.77 0.79 -0.76 0.73 -0.75 -0.58 0.79 0.83 -0.82 0.76 -0.61
risk -0.42 -0.59 0.76 0.46

Ti
m

e focuspast 0.44 -0.83 0.38 -0.65 -0.68 0.61 -0.79 -0.56
focuspresent 0.36 -0.58 0.46 -0.54 0.45 -0.77 -0.41 0.55 0.41 -0.70 0.34 -0.71
focusfuture 0.76 -0.77 0.79 -0.74 0.68 -0.76 0.37 0.59 0.67 -0.90 0.88 -0.77

Pe
rs

on
al

C
on

ce
rn

s work -0.63 0.40 -0.53 0.25 -0.50 -0.57 0.77 0.30 -0.76
leisure 0.33 -0.76 0.73 -0.70 0.43 -0.82 -0.47 0.73 -0.86 0.54 -0.58
home -0.62 0.53 -0.35 -0.40 0.69 -0.76
money -0.64 -0.49 -0.59 0.76 -0.75
religion 0.68 -0.58 0.48 -0.76 -0.26 0.60 0.79 -0.76 0.78 -0.69
death 0.46 -0.49 0.59 -0.38

(b) r±d on GoEmotions

Table 6: Correlation coefficients r±d between word mention score sd and FN likelihood L±
εd

on the SemEval-2017
(SemEval) and GoEmotions (GoEmo) datasets. Positive r+d indicates that the incremental sd positively correlates
with the model’s preference to falsely identify a neutral text as an expression of positive sentiment. rd < 0.3
with p ≥ 0.05 is not displayed as there is no significant correlation.
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