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Abstract

Networks have been extensively used and have provided novel insights across a
wide variety of research areas. However, many real-world systems are, in fact, a
“network of networks”, or a multilayer network, which interact as components of a
larger multimodal system. A major difficulty in this multilayer framework is the
estimation of interlayer edges or connections. In this work, we propose a new esti-
mation method, called multilayer sparse + low-rank inverse covariance estimation
(multiSLICE), which estimates the interlayer edges. multiSLICE bridges latent
variable Gaussian graphical methods with multilayer networks, offering a flexible
framework for modeling processes with irregular sampling and heterogeneous
graph structures. We develop an effective algorithm to compute the estimator. We
also establish theoretical conditions for the recoverability of the joint space, analyze
how inter-layer interactions influence joint parameter estimation, and provide theo-
retical bounds on their relationships. Finally, we rigorously evaluate our method on
both simulated and multimodal neuroimaging data, demonstrating improvements
over state-of-the-art approaches. Finally, all the relevant R code implementing the
method in the article is available on |GitHub.

1 Introduction

Our world is a complex assemblage of many interdependent systems that can be described as sets of
interacting components. Networks (or graphs, which we use interchangeably) succinctly represent
these systems, wherein individual actors (nodes) are connected through relationships (edges) that
often encode some quantitative meaning (Wasserman and Faust, |1994). By representing systems as
graphs, local and global graph attributes can describe phenomena in social analysis (Wasserman and
Faust, |1994), genomics (Seal et al., 2023 |Argelaguet et al.| 2018)), and neuroscience (Bassett and
Sporns,, |2017; Bassett et al., 2011), among others.

Gaussian graphical models (GGMs) estimate dependencies in such systems by modeling them
as multivariate Gaussian distributions, parameterized by the inverse covariance (precision) matrix
(Hastie et al.;, 2009). However, many real-world systems are, in fact, a “network of networks” (Craven
and Wellmanl [1973) that interact as parts of a larger multimodal system. For example, a logistics
network may contain multiple transportation types or “layers” (e.g., air, rail, pipeline, road), which
have within (intralayer) and between (interlayer) relationships. In neuroscience, genes, cells, tissue,
anatomical structure, and functional measures can interact and contribute to behaviors or pathologies.
Multilayer graphs naturally extend to such cases and encode rich multimodal data into a unified
representation (Kiveli et al.,|2014), but learning the dependence structure remains difficult.
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In such systems, estimating the dependence across different modalities presents challenges due to dif-
ferences in the number of measured variables, as well as the sampling rate. In neuroscience, for exam-
ple, measurement can be made across multiple modalities, such as magneto/electroencephalography
(M/EEG), functional magnetic resonance imaging (fMRI), and structural magnetic resonance imag-
ing (sMRI), among others. Each modality has unique strengths and weaknesses that are typically
complementary to each other. For example, M/EEG has high temporal resolution but poor spatial
resolution, and vice versa for fMRI. Different layers are often tightly coupled, with structure affecting
function and vice versa. The challenge in combining the information across these modalities is that
each may differ in the number of variables (nodes) and/or the number of samples. Furthermore,
these measurements are taken independently from one another, creating additional issues on how to
best structure the “jointness” of these measurements. Ideally, we endeavor to preserve the natural
structure of the data by avoiding up- or down-sampling between different modalities. We may wish
to incorporate information from other variables not observed across all modalities. As such, there is a
clear need for a flexible framework that brings together these multiple modalities.

To this end, we introduce multiSLICE, which bridges multilayer networks (Kivel et al.|[2014) and
latent variable GGMs (Chandrasekaran et al.,|2012) by providing a flexible framework for modeling
processes with irregular sampling and heterogeneous graph structures. In our setting, we consider
a sparse + low-rank setup, where each modality has a sparse component, and multiple modalities
are allowed to exist over a joint low-rank, latent space. Crucially, in a neuroscience context, the
sparse component captures local circuits between different regions of the brain, while the low-rank
component depicts common environmental influences across modalities (Yatsenko et al.[2015)). To
our knowledge, this is the first statistical model for estimating interlayer edges in a multilayer network
with different numbers of variables and sample sizes, and is scalable in the number of modalities it
can integrate. Our main contributions can be summarized as follows:

* We link latent variable Gaussian graphical methods and multilayer networks, establishing a
flexible framework to model processes with irregular sampling and non-identical nodes.

* We derive an effective algorithm to solve for this estimator.

We establish theoretical conditions for the recoverability of the joint space and how inter-

layer interactions influence joint parameter estimation and provide theoretical bounds on

their relationships.

* We rigorously test our method on both simulated and real experimental data, with compar-
isons to the state-of-the-art, supporting the efficacy of our approach in both settings.

2 Related methods

In general, related methods support either differing numbers of variables (p) between layers or
differing sample sizes (n). Table 1| provides a summary. Mohan et al|(2014) suggests a node-
based method (CNJGL) which uses a row-column overlap norm based approach for estimation. [Lin
et al|(2016) propose a multilayer GGM via penalized likelihood estimation (MLGGM). |Gan et al.
(2019) uses a Bayesian group regularization method and spike-and-slab Lasso priors in the proposed
BJEMGM method. Price et al.|(2021)) suggests a cluster fusion regularization (CFR) based method to
estimate multiple precision matrices. The BANS method models hierarchical dependencies using
Bayesian node-wise selection (Ha et al.,[2021)). JMMLE extends this method by decomposing the
multilayer problem into two-layer subproblems using neighborhood selection and group-penalized
regression (Majumdar and Michailidis| 2022). |Chang et al.|(2022)) considers a graph quilting problem,
in which observations of the covariance are missing, and proposes a matrix-completion-based method
(LRGQ) to estimate the missing entries. |Albanese et al.|(2024) suggests a collaborative graphical
lasso (coglasso) for the estimation of multi-omics network data.

CNJGL MLGGM BJEMGM CFR BANS JMMLE LRGQ coglasso multiSLICE
(2014)  (2016) (2019)  (2021) (2021)  (2022)  (2022)  (2024) (Ours)

n Yes No Yes Yes No No Yes No Yes

P No Yes No No Yes Yes Yes Yes Yes
Table 1: A summary of methods in columns with year of publication. Entries indicate whether the
approach can handle different sample sizes (n) or different node sets (p) across modalities.




3 Preliminaries

3.1 Notation

A graph G is defined as a collection of vertices (or nodes) and edges, G = (V, E). For the edge
set of a weighted graph, we denote the edge between nodes 7 and j with weight w;; by the tuple
{i,j,w;;} € E. Alternatively, G can also be described by an adjacency matrix denoted by A. The
cardinality of a set s, or the number of elements in the set, is denoted by |s|. We denote a matrix B
by a bold uppercase letter, a vector b with a bold lowercase letter, and a scalar a with a lowercase
letter. B;; is the ith row and jth column of a matrix B. The vector arising from the jth column in B
is denoted by b;. Positive definiteness of a matrix is denoted by >~ 0 and positive semidefiniteness
by = 0. The rank of a matrix B is denoted by R(B). We define a matrix B € RP*? as low-rank
if R(B) < p. We denote the upper triangle of a square symmetric matrix by U/(B), with the
corresponding vector b,,. Pq, is a projection operator that selects the indices in €2, such that

. Bij if (’L,j) e
[Pa(B)l:; = {(2) if (4,7) € Q°

We denote the identity matrix by I, where entries on the main diagonal are 1 and all other entries
are 0. We denote the singular value decomposition (SVD) of the matrix B by B = UAVT, where
the ith value on the diagonal of A is denoted by \;. We denote a truncated SVD of rank r by
B, = SVD,(B) = U,A, V. The norm of a matrix is denoted by || - ||.

3.2 Multilayer Graph Structure

We define a multilayer graph using the principles of Kivela et al.[(2014)). An [-layer multilayer graph
is defined as Gy = (Vir, En, V, L), where V is the set of vertices or nodes, L is the set of layers,
Vi CV x L is the set of node-layer tuples, and E'y; C Vi x V) defines the edge set describing
connections between node-layer tuples. A node, u, of a specific layer, a, is encoded as (u, ). The
set of intralayer edges, is defined as E4 = {((u, ), (v, B)) € Ep|oe = B} while interlayer edges
are defined as E¢c = {((u, @), (v, 8)) € Ep|a # B} where Ec = Epy \ Eg.

A supra-adjacency matrix A is a two-dimensional representation of G s obtained through a mapping
process called “flattening” or “matricization” (Kivela et al., 2014)). For multiSLICE, detailed in
Section[3.3] we consider a layer-disjoint multilayer network, where each node occupies only one
layer. To reduce notation clutter, when ¢ = 3, we simplify the subscript to . Hence, an intralayer
adjacency matrix is defined as A, whereas an interlayer adjacency matrix is defined as Aqgla # B.
Aa,\a defines the submatrix formed by the intersection of all rows of « and all columns not in .
In general, we use bold subscripts to denote a layer-specific quantity.

Remark 1. For a multilayer graph Gy with a symmetric supra-adjacency matrix A = A”, we
make the following connections to the projection operator Pq,.

* For layer o, the intralayer edges E,, are encoded by projection of that layer, Pq_, (A), since
we have that Eq = {((u, @), (v, &) € Ep | 4,0 € wa )
* Forl layers, Q) is the union of individual layers’ observed indices, ) = Ul Qa) =

a=1

QL UQ U, ..., UQ,. The intralayer edges E 4 across all layers are encoded by Pq(A).

* The interlayer edges, Ec = {((u, ), (v,3)) € Ep | u € wo and v € wg, o« # B} are
obtained through the complement of Pq, denoted by Pqec. Pqc(A) corresponds to the
hidden or unobserved edges of A.

The problem of multilayer graph estimation can then be seen as a special case of matrix completion
in which A is observed in blocks along the main diagonal. More formally, we observe Po(A) and

we wish to recover the full adjacency matrix A by learning the mapping Pg, L

To provide some insight, Figure [I] shows a toy example of a 3-layer system with its associated
adjacency matrix. In our multilayer system, we are interested in recovering a weighted supra-
adjacency matrix, in which intralayer edges are organized along the main diagonal in a block-like
structure and interlayer edges are in the remaining off-diagonal elements.
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Figure 1: A graphic of a weighted adjacency matrix (left), and the associated multilayer graph (right).
Intralayer edges are shown in the graph as solid black lines and color-coded along the main diagonal
in a block-like structure (A1, A2, Ag in the supra-adjacency matrix). Interlayer edges are encoded
with dashed lines in the graph (right) and in the matrix (left) as the remaining off-diagonal blocks
(uncolored). Note that this matrix is symmetric, which enforces an undirected structure and ensures
that interlayer pairs are transposes of each other (A2 = A21T, A3 = A31T, Aoz = AzxT).

3.3 Problem Setting

Assume that L* € RP*? is a weighted supra-adjacency matrix that is organized with square blocks
along the main diagonal, corresponding to the observed variables. For matrix L*, we observe
structures related only to intralayer edges and denote the projection into the observed space by Pq.
L* and its projection Pq(L™) are defined as follows:

LE Likz e il L] V)* 0

L — L.21 Ifz Ly . Po(LY) = U ' [Z)
Note that the low-rank latent component corresponding to layer « is given by L}, = Pq_ (L") for
o € {1, ,1}. There are also [ sparse intralayer matrices, the set of which is denoted by {S*}},_,

We assume that the inverse covariance matrix 2*71 originates from the sum of a sparse component
S and a low-rank (or latent, used interchangeably) component Lo, * such that X7~ ! =S, + L,
where L}, = Pq_ (L"). We also assume X7 ... X; € R"*P= are i.i.d. draws of a multivariate
normal distribution, Xo ~ N(pa,X2). For the population covariance matrix X7, > 0 and
population mean (i, the finite sample realization is the sample covariance matrix,

- 1 =

DIRES Z(maz - CEa)(scozi - a_ca)Ta

Na — 1
o i=1

where x; and &, are p, dimensional vectors of the ¢th sample and sample means, respectively,
from the acth layer. Ignoring the p1, term, the log-likelihood function is given by

L(Sq + La; o) = logdet(Sq + La) — t1(Za(Sa + La)).

The joint multilayer likelihood function, then, is given by the sum of individual layerwise likelihoods

l
La({SYacy, Li{Z}o) Z (Sa Pa. (L); Ba). 6]

Remark 2. By imposing a joint latent matrix L*, the number of nodes (pe,) between layers can
vary. By focusing on the inverse covariance (precision) matrix rather than the layerwise data vectors
(which may be different lengths depending on the number of samples), we do not impose the constraint
that the number of samples (nq,) be identical across layers.

In short, we model a multilayer network as a product of layer-specific Gaussian densities whose
precision matrices share a joint parameterization in the latent space. We set this up by decomposing the



precision matrix of each modality into a sparse component unique to that modality and a shared latent
component that captures both the within-modality and the cross-modality edges of the multilayer
network. Our objective is to maximize (T)) by estimating both the sparse layerwise components as
well as the low-rank joint latent component. In Figure 2] we show both the forward data-generating
process and the proposed reverse estimation method. The data-generating process comprises two
steps: the first step is a projection of the latent space into the observed space via P, and the second
step is mixing with sparse components to generate the precision matrix. This two-step decomposition
is important in the next section, where we propose estimating parameters via the reverse process.

Figure 2: An illustration of the data-generating (forward) and parameter estimation (reverse) processes
for a three-layer system. L denotes the joint latent space parameterized by a weighted supra-adjacency
matrix, Pq denotes the projection into observed layers, and its inverse is Pg, !, The observed S and
L correspond to edge weights from the intralayer components.

4 Methodology

In (T), the summation over [ layers allows us to decompose the objective into independent latent
variable GGMs. To this end, we introduce the multilayer sparse + low-rank inverse covariance

estimator (multiSLICE), which minimizes the following function,
l

~ ~—1 ~ N ~ ~ ~
Z(fﬁ(sa;(za *La) 1)+p||sa”1+”2a(sa+La)*I”%‘>
&il/ penalized negative log likelihood covariance fidelity (2)

layers

st. R(L) =r, where 0 <7 < p.

Here, p is a tuning parameter for the sparsity in S and r is the pre-specified rank of the latent matrix L.
The objective function is decomposed into a penalized negative log-likelihood term and a covariance
fidelity term. We propose a two-stage algorithm to solve which follows Figure [2| In the first
stage, individual latent variable GGMs are estimated, and in the second stage, matrix completion
is applied to the latent estimates using the block singular value decomposition algorithm (Bishop
and Yul [2014). Algorithm I]describes an alternating descent algorithm which we refer to as sparse +
low-rank inverse covariance estimation (SLICE). Notice that it can also be used with various other
penalties on S (e.g., SCAD; |Fan et al.[2009) or estimators (e.g., CLIME;|Cai et al.[2011) by simply
plugging in a different estimator for S (see the Supplementary Materials for more details).

Algorithm 1 Sparse + low-rank inverse covari-
ance estimation (SLICE) with GLASSO

Inputs: il p, T, maxiter, tol
0 ~0
=85 =0

for ¢ Z(T 1 to maxiter do
(7

&(i—1)

i =svp,=7 - 8"7Y)
$" = gLasso(E ' — £, p)
end for AL AND AS < tol OR E(S

L) < tol
Outputs: S, L

Algorithm 2 Multilayer SLICE (multiSLICE)
estimation

Inputs: {3} _,, p, r, maziter, tol
Apply SLICE on 3., for all o
Initialize H?*" = 0
fork =1toldo
U,A VT :=5VD, (L)

H, :=U,AY?
end for
L=HxHT"

Outputs: {S}._,, L




We apply SLICE to multilayer networks through a block-coordinate approach, using it independently
for each layer. The estimated L., for each layer is then used for the matrix completion step in
the second part of the multiSLICE algorithm. The complete multiSLICE method is detailed in
Algorithm [2] For the matrix completion portion, Algorithm [2] first computes per-layer SVDs,
L,=U;\;U Z-T, t = 1,...,1, then intersects each pair of latent subspaces by forming L;; =

U, Ai/ 2 A;/ ‘U f, and finally assembles all blocks {L;;} in the global low-rank matrix, L. As an

illustrative example, we can consider a two-layer case, where we reconstruct the interlayer latent
1

adjacency matrix Lo = U, A1/ QAE/ 2U2T before assembling them into L.

Given assumptions for exact recovery in Theorem|5.1} the rank of each submatrix L, must be the
same across all v, and also the same rank as the overall L*. From Rernark we know that depending
on p,, and n, in each layer, different values of p can be specified for each independent SLICE model.
To select p and r, we suggest a k-fold cross-validation over a grid, where the combined values are
based on log-likelihood. Simulation experiments elucidating the sensitivity of multiSLICE to these
choices are provided in the Supplementary Materials.

5 Theoretical analysis

We identify conditions for consistency of the sparse components and the low-rank joint latent
component for our multiSLICE approach. Our proof considers each independent SLICE and matrix
completion step separately. Our objective is to show the conditions under which we can exactly
recover L™ as the sample size in each layer, no — oco. To recover the full L*, we must exactly
recover L™ from only the observed entries denoted by Pq(L*). To do so, we use a result from Liu
et al. (2017), which describes the general conditions under which exact matrix completion is possible.
More formally, |Liu et al.|(2017)) describes the conditions where Pg, ! exists, which leads us to our
first result in Theorem[5.11

Theorem 5.1 (Recovery of L*). Let L* = 0 with rows and columns indexed by w = {1,...,p}
Let Q = U.,_Qq, where Qo = wa X Wo and we C w. If R(LE) = R(L*) Ya = 1,...,1l and
| UL wal| > |w|, then we have that Pqo(L*) is invertible.

This result indicates that we only require that each submatrix, which defines each intralayer component
of L*, formed by Pq_ (L") be of the same rank as L™, for exact recovery. Next, we require standard
assumptions for sub-Gaussianity, appropriate regularization, and bounds on the eigenvalues of S7,
and L7, to recover S}, and L, (Theorem .

Remark 3. By Lemma 6.8 of ILiu et al.|(2017), the Q/QT -isomeric condition is equivalent to requiring
the operators Py« Pq Py~ and Py Pq Py~ be invertible. Hence, these invertibility conditions are
exactly the identifiability requirements for the parameter matrix L*.

Theorem 5.2 (multiSLICE joint {S’ M,_, and L consistency). Let L* = 0 with rows and columns
indexed by w = {1,...,p}. Let Q = UL _,Qq, where Qg = Wa X Wa, and we, C w. Additionally, let

{S*}L _, be the set of true sparse matrices. Then, we have S oo — S o and L— L asng —
oo, Vae =1...1

Given the independence of SLICE models, we show the model selection consistency of the sparse
component in a similar manner. We require standard assumptions for the minimum signal strength of
S* and irrepresentability. This leads us to the result of Theorem|[5.3]

Theorem 5.3 (Model Selection Consistency of S’a). For the multiSLICE estimator with LI regular-
ization for S in layer o, we have

— 1.

N - 1
P (sign(SC);ij) = s5ign(S4;), Vi, j € Sg) >1- e

There are further considerations that arise when p and/or n vary between layers.

Remark 4. We apply SLICE models independently, and the conditions for model selection consistency
in each layer for the value of p may be different if the number of observed variables in the layer p
and/or the sample size n is different. In such cases, the bounds for || S oy — S ool Fs [P A
are also different. Layers with lower po, and higher no, therefore require less regularization (through
p) and have tighter bounds on S and L.



Theoremestablishes the consistency of multiSLICE. However, to establish a rate, we require a
further assumption. In particular, we assume that ||[L — L™\ o« ||oc = O(||La — L7 ||), where for
some layer «, the rate of the unobserved portions is the same as the rate of the observed portions, up
to a constant. With this, we can prove the result in Theorem 5.4}

Theorem 5.4 (Rate for joint low-rank, latent space). Let L™ = 0 with rows and columns indexed by
w={1,...,p} Let Q = UL,_1Qq, where Qo = wa X wa and we C w. If ||[[L — L'\ a,allc =
O(| Lo — L%, || 00), then we have that

1
- 1
IL— Lo < E 0] 28Pa for some constant C.
a=1 Na

Remark 5. From Theorem[5.4) we have that the oo-norm of the joint space is bounded by the sum
of the layerwise Lo, norms. For a two-layer system, the following is implied: The overall bounds
on L improve as we increase the sample size from one domain, o or 3, even while holding the
other number of samples constant. However, we can only recover L™ exactly when we have exactly
recovered L7, and LE.

This two-layer intuition can be extended to a network of any arbitrary size by considering any pair of
layers o, 3 € 1,.. ., 1. These phenomena are made evident in the simulation studies in Section[f]

6 Simulated data study
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Figure 3: The effects of changing I, the number of layers (simulation 1) and R(L™), the rank of the
latent parameter matrix (simulation 2), and scaling p and n at the same rate (simulation 3). Each
simulation has 100 iterations.



We consider two challenging simulation studies, which are inspired by structures in neuroimaging
(Yatsenko et al.| 2015). For each simulation, we generate S, and L*. To generate the sparse
component for the acth layer, S7,, we first use an initial value for the main diagonal, denoted by 3
and a decay rate, denoted by (. The ijth element is defined as

. Becli=il if BeSli=il > ),
g {0 if Becli=il < 4.

We then permute S, over rows and columns to randomize the structure. We set 8 = 1.5, = 2,9 =
0.01, and p,, = 100 for all simulations. To generate L™, we construct a p X r binary matrix Z by, for
each row 4, selecting one of the r columns uniformly at random and setting Z;; = 1, with all other
entries in row i equal to zero. Then, we obtain L* < 8 x ZZ™ . For simulation 1, we fix R(L*) = 2
and vary [; for simulation 2, we fix [ = 2 and vary R(L"); for simulation 3, we fix R(L*) = 2 and
I = 2, and vary p and n jointly. We evaluate estimates of S using the F1 score for sparsity, which is
typical in the sparse GGM literature (]Wang and Allenl, |2023I). We evaluate L using the angle between

the first eigenvector L and L*, denoted by sin 0(1, u}), which is a natural choice for comparing the
estimated and true low-rank parameters (Athreya et al., 2018).

Ground truth MLGGM (2016) BANS (2021) LRGQ (2022) multiSLICE (ours)

Figure 4: Recovery of L™ with [ = 2, R(L*) = 2, n = 500 for methods with non-zero estimates.

Figure [3] shows the results of our simulation study. Across all simulations, we
find that multiSLICE outperforms all other methods in the F1 score, indicating im-
proved estimation of S*. In addition, it is the only method that converges to-
ward L*’s ground truth, as indicated by the decreasing sin@(@,w}) over increasing n.
Also, for multiSLICE, the number of layers does not appear to
greatly affect the F1 score and sin 6(41, u}), while R(L*) has
a stronger influence. From the results of Simulation 1 and 2, for
all methods, increasing [ or R(L™) has a negative impact on
performance. From the related methods, we find that MLGGM
has the second best performance in simulation 1, and coglasso
has the second best performance in simulation 2. There is a vast
difference in coglasso’s performance between Simulations 1
and 2 suggesting that it is more sensitive to the number of layers 500
than R(L™). Figure E| shows the recovered latent parameter 00
matrices. 100
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Figure[5]shows the results of simulating a two-layer system with 100,200,300 400/ 500 800 700 800 9001000

R(L*) = 2, with varying n; and ns, and applying multiSLICE.

Our results suggest that increasing the sample size in one layer - -
can improve the recovery of the joint latent structure as recovery 0 025 050 075 100
improves as ni Or ngy increases.

Probability of recovery

Lastly, we follow a set of simulation studies in a Figure 5: L recovery for different

style to tie into our theoretical work. In all 100 iterations, layer ls zgngle SIZEE G ;Lz with con-
we simulate a two-layer system, apply multiSLICE, then com- stant ] = 2, R(L") = 2.

pute the relevant error norm, and declare recovery successful

if that norm falls below a constant, as predicted by Lemma 9.1.

In Figure[6] we plot the empirical success probability against the raw sample size nq, and scaled
sample size, defined as

Na

Salogpa’

neg = 0, = e
s = L=
C1logpa’



where so and p,, are the number of nonzeros and variables in modality c, respectively, and C
is defined in Lemma[9.1] We find that by scaling the sample sizes by the appropriate factors, the
probability of recovery curves collapse towards a common transition point as predicted by our
theory. Details of hyperparameter selection in all simulations and additional information are in the
Supplementary Materials.
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Figure 6: The probability of successful recovery of S* (left panel) and L™ (right panel). In each
panel, the left subplot x-axis uses the sample size n, whereas the right x-axis uses the scaled sample
sizes for §* and L*, respectively.

7 Multimodal neuroimaging data study

We apply multiSLICE and competitor methods to a multimodal neuroimaging dataset from Wakeman
and Henson|(2015). In this dataset, 16 subjects are scanned during the presentation of three different
facial stimuli. “Famous” and “Unfamiliar” faces are those of people who are publicly well known
and those of people who are not, respectively. The “Scrambled” group is a set of images that have
the outline or general shape of a face but are filled in with white noise; these images serve as a
control stimulus. Each subject has data related to structure (sMRI) and function (MEG, fMRI).
Pre-processing steps and further details are in the Supplementary Materials, and all experiments are
run on a M1 MacBook Pro with 16GB of RAM usingR 4.4.3.

Each modality e has different p,, and n4, which is typical in neuroimaging. We exclude methods
that assume an equal sample size n,, between layers (MLGGM, BANS, IMMLE, coglasso), as this
assumption is violated in our dataset. Due to excessive run-time, CFR was omitted. For methods
requiring the same p,, across modalities (CNJGL, BIEMGM), we apply SVD to project the data into
the smallest joint subspace, corresponding to MEG (pmec = 52). We then apply CNJGL, BIEMGM,
LRGQ, multiSLICE to estimate networks independently for each subject and stimulus.

Famous Unfamiliar Scrambled
Q%) H(L) Q(8) H(L) Q$) H(L)
CNIGL (2014) 0.107 (9.65¢-03) N/A 0.106 (1.01e-02) N/A 0.104 (1.08e-02) N/A
BJEMGM (2019)  0.084 (1.25¢-02) N/A 0.084 (9.09e-03) N/A 0.079 (1.27e-02) N/A
LRGQ (2022) 0.112 (1.21e-01)  1.29 (6.63e-02)  0.122 (1.18e-01)  1.29 (6.38e-02) ~ 0.130 (1.07e-01)  1.28 (7.09e-02)

multiSLICE (ours)  0.170 (1.86e-03)  0.626 (4.53e-02)  0.171 (1.64e-03)  0.631 (4.02¢-02)  0.170 (1.28¢-03)  0.660 (1.17e-01)

Table 2: The estimated modularity of the sparse intralayer graphs, Q(S‘ ), and the multilayer von
Neumann entropy for the latent supra adjacency matrix, H(L). Bold values are the best results across

methods, highest for Q(S’ ) and lowest for H (f/) for each visual stimuli (Famous, Unfamiliar, and
Scrambled). Entries show the mean (standard deviation) across the 16 subjects.

To compare estimates of S from each method, we use modularity (Bullmore and Sporns, 2009), which
measures how well communities are separated within the intralayer graphs. This is calculated using
Q(S) = ;- t1(CT"BC), where B =S — %, where C is a matrix of community assignments,
m is the total number of edges and k is a vector of node degrees. To compare estimates of L from

each method, we use the multilayer von Neumann entropy, H, (De Domenico et al.,[2015]), where
lower values are preferred, indicating higher order in the network. The von Neumann entropy is



defined as H (L) = — 3-P_, s, In(\g,), where ¢ is L, normalized to a trace of 1, ¢ = tr(if,)' Table

shows the results. Across all measures and face stimuli, multiSLICE has the best performance,
supporting the efficacy of our method. LRGQ has the second best performance across all measures,
followed by CNJGL and BJEMGM, suggesting that the multiSLICE model is more realistic and
yields more favorable estimates of both Sand L. Figure shows the multiSLICE adjacency estimates
for the different face stimulus conditions. Although they all share a low-rank structure, capturing
the common task-related variance, each stimulus produces a unique pattern that highlights stimulus-
specific multilayer networks.

Modality
fMRI
MEG
sMRI

Famous Unfamiliar Scrambled

Figure 7: The estimated supra adjacency matrices, I:, obtained from multiSLICE for each visual
stimuli presented to subject 1 of the[Wakeman and Henson| (2015)) dataset.

8 Discussion

We highlight three key regimes in which our model’s guarantees may not hold in practice. The first
is that if measurements from different modalities are gathered simultaneously, our assumption of
independent modality measurements is violated. Second, any form of temporal or spatial correlation
across observations breaches the i.i.d. requirement underpinning our per-modality covariance esti-
mators. Lastly, while our sparse, joint-latent parameterization performs well for neuroimaging data,
it remains untested in other application areas. As such, practitioners should validate its suitability
before applying it to novel domains.

Future studies could adapt multiSLICE to capture sample-to-sample dependencies via matrix-variate
extensions that regularize the row precision matrix in a joint manner. Time-varying and longitudinal
domains are also noteworthy, as it is well known that brain imaging data can be non-stationary (Fox'
et al.;2005; [Eichele et al.,[2008}; [Doucet et al.| 2012). For example, for the time-varying case, one

could formulate the objective function to jointly estimate {L(t) M|, with penalties enforcing smooth-
ness or sparsity in time as in|Hallac et al.|(2017)). For strictly repeated (longitudinal) measurements,
one only needs to treat each time point as a separate “layer” in multiSLICE, ordering covariance
inputs by time so that the inter-block estimates { L, ;11 } capture the within-subject evolution directly.

We also consider extending multiSLICE into end-to-end deep-learning workflows by using its outputs,
namely the sparse S and low-rank L estimates to define graph inputs for GNNs. For example, Do
et al.| (2023) showed that decoupling graph construction (via Graphical LASSO) from GNN training
both accelerates convergence and improves performance, while Sriramulu et al.|(2023)’s adaptive
dependency learning graph neural networks (ADLNN) uses Graphical LASSO as a structural prior
before refining edges within a GNN. In neuroimaging, [Wang et al.| (2021); |Yu et al.| (2022)); Thapaliya
et al.| (2025) utilize graphs representations of regional brain activity for downstream prediction tasks.
These single-modality methods underscore how graphical models yield effective, interpretable graphs
from multivariate data; multiSLICE generalizes this to a multimodal setting, filling a clear gap.

The iterative steps of Algorithm [2|can be unrolled into a module and embedded directly into differen-
tiable architectures. Alternatively, one can amortize the mapping from sample covariances to (S, L)
via a small neural network, similar to[Belilovsky et al.|(2017), and feed its output into downstream
GNN:ss. In the case of non-Gaussian data, such as raw images, audio, or video, multiSLICE could be
used downstream of modality specific feature extractors (e.g. a CNN).
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the limitations of our approach in the conclusion. Furthermore, in
our theoretical analysis, formal assumptions are outlined, and therefore directly state the
constraints of our modelling approach.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide assumptions and complete proofs for theoretical results in the
Supplementary Materials.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all the steps taken for generating simulations, as well as prepro-
cessing the open source neuroimaging data. We provide all code as an Github|repository.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: |Github
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For the real data analysis, we provide standard deviation in brackets next to
the average values obtained, for each experiment.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

¢ The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All experiments are run on consumer-grade hardware, and we include timing
experiments for our proposed method in the Supplementary Material.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification:
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our method provides more accurate and robust estimates of brain connectivity
compared to other state-of-the-art methods, which can accelerate fundamental neuroscience
research, improve biomarkers for neurological and psychiatric disorders, and ultimately
inform better diagnostics and therapies. However, there are potential negative impacts. For
one, there is a risk of misinterpretation of estimates. Treating the edges of a correlational
network as causal may prompt unsafe interventions. Another concern is privacy. High-
resolution connectomes estimated via multilayer networks can, in principle, carry individual-
specific signatures. Sharing or pooling data without adequate safeguards risks misuse of
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participants’ brain data. There are also risks in using this method in unintended ways, such
as outside clinical or research contexts (e.g., surveillance of cognitive states). Lastly, there
are considerations regarding fairness. If the method is applied to heterogeneous populations
without proper care, estimates can systematically misrepresent under-studied groups (e.g.,
age, ethnicity), leading to biased conclusions.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We include appropriate citations for all code and data sets used for the paper.
Guidelines:

* The answer NA means that the paper does not use existing assets.
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* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We include all code and experiments as an Github,
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Although we did not collect any human data as part of our neuroimaging
experiments, we did use an open source data set which includes human subjects. Details are
available in the Supplementary Materials.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: Although our real data experiments include human subjects, we were not
involved in the data collection process at all, and are using the open source and de-identified
version of the data set.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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