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ABSTRACT

Knowledge Distillation (KD) for Convolutional Neural Network (CNN) is exten-
sively studied as a way to boost the performance of a small model. Recently,
Vision Transformer (ViT) has achieved great success on many computer vision
tasks and KD for ViT is also desired. However, besides the output logit-based
KD, other feature-based KD methods for CNNs cannot be directly applied to ViT
due to the huge structure gap. In this paper, we explore the way of feature-based
distillation for ViT. Based on the nature of feature maps in ViT, we design a series
of controlled experiments and derive three practical guidelines for ViT’s feature
distillation. Some of our findings are even opposite to the practices in the CNN era.
Based on the three guidelines, we propose our feature-based method ViTKD which
brings consistent and considerable improvement to the student. On ImageNet-1k,
we boost DeiT-Tiny from 74.42% to 76.06%, DeiT-Small from 80.55% to 81.95%,
and DeiT-Base from 81.76% to 83.46%. Moreover, ViTKD and the logit-based
KD method are complementary and can be applied together directly. This combi-
nation can further improve the performance of the student. Specifically, the student
DeiT-Tiny, Small, and Base achieve 77.78%, 83.59%, and 85.41%, respectively.

1 INTRODUCTION

Knowledge Distillation (KD) (Hinton et al., 2015) utilizes the output of the teacher model as soft
labels to supervise the student model, bringing the lightweight models impressive improvements
without extra costs for inference. It has been consistently explored for Convolutional Neural Network
(CNN) models and applied successfully to many vision tasks successfully, including image classifica-
tion (Zhou et al., 2020; Yang et al., 2020; Chen et al., 2021; Zhao et al., 2022; Lin et al., 2022), object
detection (Li et al., 2022a; Yang et al., 2022d; Zheng et al., 2022; Yang et al., 2022a; Wang et al.,
2022), semantic segmentation (Liu et al., 2019; He et al., 2019; Shu et al., 2021; Yang et al., 2022b).

Recently, Vision Transformer (ViT) (Dosovitskiy et al., 2021) has achieved great success for image
classification and inspired various transformers (Yuan et al., 2021; Han et al., 2021; Touvron et al.,
2021b; Liu et al., 2021). Compared with CNN-based models, the ViT-based methods generally need
more parameters but can achieve better performance, making them harder to be deployed. Therefore,
boosting the performance of small ViT models using KD is of great value. In this work, we look
into how to apply KD to ViT-based models. A direct thought would be directly transferring the KD
methods for CNN to ViT. In fact, some fundamental distillation works (Hinton et al., 2015; Romero
et al., 2014) are inherently structure-independent. For example, the classic logit-based distillation
directly use the model’s final output logit, thus it can apply for both CNNs and ViTs. DeiT (Touvron
et al., 2021a) verifies this for ViT’s distillation.

However, the rest KD methods are mostly specially designed for CNN-based models and many of
them work on the intermediate features. They are inapplicable to ViT-based models as there is a huge
gap between these two architectures. The recent MiniViT (Zhang et al., 2022) adopts Self-Attention
distillation and Hidden-State Distillation for feature-based distillation. Compared with the logit-based
distillation, its improvement is still quite limited.

Before developing new feature-based KD for ViT, we first conduct simple studies of transferring the
knowledge from the last layer of a teacher (DeiT-Small) following the CNN’s distillation, from the
last 6 layers like PKD (Sun et al., 2019) for BERT’s (Devlin et al., 2018) distillation, and from the
whole 12 layers. Surprisingly, the results for all the intuitive feature distillations shown in Table 1 are
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Table 1: The results of different feature distillation methods, including distillation on the last layer
like CNN’s distillation, the last 6 layers like BERT’s distillation, and all the 12 layers.

Distillation setting DeiT Small (Teacher) - DeiT Tiny (Student)

Methods Baseline Last layer Last 6 layers All 12 layers

Top-1 Accuracy 74.42 73.36 (-1.06) 73.76 (-0.66) 74.24 (-0.18)
Top-5 Accuracy 92.29 91.88 92.01 92.23

Figure 1: DeiT-Tiny’s and DeiT-Small’s attention maps from shallow to deep layers. The X-axis and
Y-axis mean the key and query tokens, respectively. The attention map is obtained by softmax and
reflects the response between the query and key tokens. The color is brighter with a larger response.

not satisfactory which consistently degrade the performance of the student (DeiT-Tiny). Specifically,
the Top-1 accuracy of the student is just 73.36% when distilling on the last layer. This distillation on
the last layer is widely used for CNN’s distillation, but here it causes a 1.06% accuracy drop.

To further explore the features in ViT, we visualize the attention maps of the student and the teacher
across different layers in Figure 1. For the shallow layers (e.g., layers 0 and 1), the attention appears
mainly on the diagonal, which indicates they focus on themselves. Both the student and teacher have
similar patterns. While for the deep layers (e.g., layers 10 and 11), the difference between student and
teacher’s attention is greater. Their attention is decided by several sparse key tokens. Besides, they
focus on completely different tokens. Such gap makes it hard for the student to mimic the teacher’s
final feature directly. This phenomenon suggests different layers may need different methods.

Figure 2: Comparison of training vision transform-
ers with distillation on ImageNet-1k.

Accordingly, we perform a series of controlled
experiments to examine the effects of different
distillation methods, different layers, and dif-
ferent modules. As a consequence, we derive
three practical guidelines for ViT’s feature dis-
tillation in Section 2. Based on these principles,
we propose a nontrivial way for feature-based
ViT distillation, named ViTKD, and describe
the details in Section 3. Extensive experiments
demonstrate its effectiveness in Section 4. For
instance, we boost the student DeiT-Tiny from
74.42% to 76.06%, DeiT-Small from 80.55% to
81.95% and DeiT-Base from 81.76% to 83.46%
on ImageNet-1K. Besides, when combining
ViTKD with the logit-based distillation, we can
further advance their Top-1 accuracy to 77.78%,
83.59% and 85.41%. The comparison is shown
in Figure 2. We also demonstrate the models
trained with distillation are beneficial to other
vision tasks like object detection.
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Table 2: The comparisons of different distillation methods on DeiT’s deep layers on ImageNet-1K.

Type Teacher DeiT-Small (80.69) DeiT III-Small (82.76)
Student DeiT-Tiny (74.42) DeiT-Tiny (74.42)

Mimicking Linear layer 73.36 (-1.06) 73.72 (-0.70)
Correlation matrix 72.37 (-2.05) 72.20 (-2.22)

Generation
Cross-attention 73.77 (-0.65) 73.98 (-0.44)
Self-attention 74.61 (+0.19) 74.65 (+0.23)

Conv. projector 74.72 (+0.30) 74.79 (+0.37)

2 PRACTICAL GUIDELINES FOR VIT’S FEATURE DISTILLATION

To explore the practical guidelines, we take larger DeiT (Touvron et al., 2021a) and DeiT III (Touvron
et al., 2022) models as the teacher to distill lighter DeiT models on ImageNet-1k (Deng et al., 2009).
The DeiT teacher is trained from scratch on ImageNet-1K, and DeiT III teacher is pre-trained on
ImageNet-21K. As shown in Section 1, the attention maps vary greatly from different layers. Based
on this observation, we analyze where and how to distill the student effectively and propose three
practical guidelines for ViT’s feature distillation. Specifically, we conduct distillation experiments
on different layers of DeiT with two strategies, namely mimicking and generation. When using
mimicking, we align the embedding dimensions of the student and the teacher by a linear layer
and correlation matrix, respectively. As for generation, we randomly mask the student’s tokens
and utilize a generative block to restore the feature. Furthermore, we choose different generative
blocks, including cross-attention block (Chen et al., 2022), self-attention block (He et al., 2022),
and convolutional projector (Yang et al., 2022e). The details about mimicking and generation are
elaborated in Subsection 3.1 and 3.2, respectively.

G1) For distillation on the deep layer, generation is more suitable than mimicking . For CNN’s
feature distillation, many works (Park et al., 2019; Tian et al., 2019; Yang et al., 2022e) transfer
teachers’ semantic information from the last-stage feature. Most feature-based distillation meth-
ods (Romero et al., 2014; Zagoruyko & Komodakis, 2016; Heo et al., 2019) aim at making students
get similar feature maps to the teacher. While MGD (Yang et al., 2022e) forces the student to generate
the teacher’s full feature instead of mimicking it directly.

As our results shown in Table 2, the way to mimic the last layer feature of the teacher surprisingly
impair the student’s performance noticeably. Specifically, the student’s Top-1 accuracy drops about
2% when mimicking the teacher’s correlation matrix. This trend is completely different from
distillation for CNN-based models. Instead, the generation methods can improve the accuracy of the
student mostly. The largest gains are obtained by using the convolutional projector as the generative
block. These results reveal that generation is more suitable than mimicking for the deep layer.

G2) Distillation on the shallow layers also works for ViT with mimicking. For the CNN-based
model’s feature distillation, the feature of shallow layers has a small receptive field and lacks semantic
information, making it unsuitable for distillation. As the attention map shown in Figure 1, the shallow
feature of DeiT also has a small receptive. That is, the tokens in the first two layers just have responses
to themselves. Still, we believe such incipient attention knowledge is useful for distillation because it
can teach the student how to form a better attention map at the beginning.

We pick the first two layers for distillation by either mimicking or generation in Table 3. Interestingly,
the conclusion for feature distillation on the shallow layers and deep layers is the opposite. The
relations of different tokens and semantic information from the shallow layers are so weak that the
student can not utilize its masked feature to generate teacher’s full feature. It makes the generation
way just bring a little improvement for the student. Moreover, different from CNN’s feature distil-
lation, transferring the knowledge from shallow layer by directly mimicking makes great progress.
Mimicking by ‘correlation matrix’ performs a little better than ‘linear layer’ way with a DeiT-S
teacher. When the teacher performs better, the ‘linear layer’ way benefits the student much more than
‘correlation matrix’ way. As we described above, the results validate that the shallow layer matters
for distillation by mimicking. We fix to use the ‘linear layer’ strategy to distill the shallow layers.
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Table 3: The comparisons of different distillation methods on DeiT’s shallow layers on ImageNet-1k.

Type Teacher DeiT-S (80.69) DeiT III-S (82.76) DeiT-B (81.76)
Student DeiT-T (74.42) DeiT-T (74.42) DeiT-T (74.42)

Mimicking Linear layer 75.12 (+0.70) 75.31 (+0.89) 75.15 (+0.73)
Correlation matrix 75.27 (+0.85) 74.94 (+0.52) 75.01 (+0.59)

Generation Conv. projector 74.69 (+0.27) 74.86 (+0.44) 74.71 (+0.29)

Table 4: The comparisons of different distillation modules on DeiT’s shallow layer on ImageNet-1k.

Type Teacher DeiT-Small (80.69) DeiT III-Small (82.76)
Student DeiT-Tiny (74.42) DeiT-Tiny (74.42)

Modules MHA 75.06 (+0.64) 75.02 (+0.60)
FFN 75.12 (+0.70) 75.31 (+0.89)

G3) The FFN-out features are better than the MHA-out features for distillation. The ViT-based
models are built by stacking several encoder layers. Each encoder layer consists of a multi-head
attention (MHA) module and a feed-forward network (FFN) module. Based on the findings from
G1 and G2, we further conduct experiments on the first two layers of the student to explore how to
choose the modules for ViT’s feature distillation.

We use the ‘linear layer’ way for the shallow-layer distillation on the MHA-out and FFN-out feature.
Table 4 demonstrates that distilling on the MHA-out or FFN-out feature both benefit the student and
the knowledge from the FFN-out feature is better than that from the MHA-out feature.

3 METHODOLOGY

As mentioned in our guidelines in Section 2, we apply ‘linear layer’ and ‘correlation matrix’ for
mimicking. For generation, we use ‘cross-attention’, ‘self-attention’, and ‘conv. projector’. In this
section, we describe the details of these methods and the final formulation of our ViTKD.

3.1 MIMICKING FOR SHALLOW LAYERS

For each sample, we can denote student’s and teacher’s feature as FS ∈ RN×DS and FT ∈ RN×DT ,
respectively. For the mimicking method, we utilize a linear layer to align the dimension of the
student’s DS and the teacher’s DT . We term the strategy as ‘linear layer’ and summarize it as:

Llr =

N∑
i=1

D∑
j=1

(
FT

i,j − fc(FS)i,j
)2
, (1)

where fc(·) is a linear layer to reshape the FS to the same dimension as FT . N,D denote the
number of patch tokens and the embedding dimension of the teacher’s feature.

Besides, we use a correlation matrix to describe the response among different tokens and force the
student to learn the correlation matrix of the teacher’s features. In this case, we do not need the
adaption layer to align the embedding dimension. The correlation matrix can be calculated as:

M =
FFTr

√
D

, (2)

where F ∈ RN×D denotes the student or teacher’s feature. D is their embedding dimension and Tr
denotes transposition for the feature, so FTr ∈ RD×N . In this case, student’s and teacher’s relation
matrices have the same shape M ∈ RN×N and describe the response between different patch tokens.
With ‘correlation matrix’, we calculate the distillation loss as:

Lrm =

N∑
i=1

N∑
j=1

(
MT

i,j −MS
i,j

)2
. (3)
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Figure 3: Illustration of the proposed ViTKD. ViTKD is a feature-based distillation method that in-
cludes Mimicking and Generation. It can be directly combined with the output logit-based distillation
method together.

3.2 GENERATION FOR DEEP LAYERS

For generation, we first use a linear layer to align the feature dimension of the student and teacher.
Then, we set a random mask Mask ∈ RN×1 and use masked tokens to replace the student’s original
tokens, which can be formulated as:

F̂S
i =

{
masked token, if ri < λ

original token, Otherwise,
(4)

Maski =

{
1, if ri < λ

0, Otherwise,
(5)

where ri is a random number uniformly distributed in [0, 1] and i ∈ [0, N − 1] is the coordinates
of the tokens dimension. λ is a hyper-parameter that is set as 0.5 for all the experiments. The
masked token is the parameter to learn during training.

Finally, we use the new masked feature F̂S
i to generate teacher’s the full feature through a generative

block G, which can be formulated as follows:

G(F̂S) −→ FT . (6)

We choose three ways to set the generative block G. The first way is a ‘cross-attention’ block from
CAE (Chen et al., 2022), which includes 6 transformer layers. The second way is a ‘self-attention’
block from MAE (He et al., 2022), which also includes 6 transformer layers. The difference between
them is that cross-attention uses masked tokens as the query tokens. The third way is a ‘convolutional
projector’ from MGD (Yang et al., 2022e), which includes two conventional layers. For all the three
ways, we only calculate the distillation loss of masked tokens.

For generation method, we design the distillation loss Lgen as:

Lgen =

N∑
i=1

D∑
j=1

Maski
(
FT

i,j − G(F̂S
i,j)

)2
. (7)

3.3 VITKD

Based on the findings from G1, G2 and G3, we finally propose our method ViTKD. The ViTKD
we propose is shown in Figure 3. We first use the ‘linear layer’ approach for the first two layers’
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distillation, where the distillation loss is Llr. As for the last layer, we apply the ‘conv. projector’ for
the generation distillation, where the distillation loss is Lgen. To sum up, we train the student model
with the total loss as follows:

L = Lori + αLlr + βLgen, (8)

where Lori is the original loss for the models, e.g., the cross-entropy loss in DeiT-Tiny. α and β are
two hyper-parameters to balance the loss.

4 EXPERIMENT

4.1 SETTINGS

Datasets. We explore the feature distillation for ViT-based models on ImageNet-1k (Deng et al.,
2009), which contains 1000 object categories. We use the 1.2 million images to train the model and
50k images to evaluate the performance. For the downstream task, we evaluate our model on the
COCO dataset (Lin et al., 2014), which contains 80 object classes. We use the 120k train images for
training and 5k validation images for testing.

Implementation details. ViTKD uses the hyper-parameters α and β to balance the distillation loss in
Equation 8. Another hyper-parameter λ is used to adjust the masked ratio for deep layer distillation
in Equation 4. We adopt the hyper-parameters {α = 3× 10−5, β = 3× 10−6, λ = 0.5} for all the
experiments. As for the logit distillation, we apply the distillation method NKD (Yang et al., 2022c)
and set the hyper-parameters {α = 1, temperature = 1}. Besides, to keep the model to be the same
for the feature and logit distillation, we remove the extra distillation token which is used for logit dis-
tillation in DeiT. The image resolution for all the experiments is 224×224. The other training details
for distillation follow the setting from the baseline training setting in MMClassification (Contributors,
2020). All the experiments are conducted on 8 GPUs with MMClassification in Pytorch (Paszke
et al., 2019). Unless specified, we evaluate the model with the performance of the last epoch.

4.2 MAIN RESULTS

To evaluate our methods for ViT-based models, we utilize different teachers to distill different
students. We train the student with the proposed ViTKD, the classic KD, the state-of-the-art logit
method NKD (Yang et al., 2022c). We also combine ViTKD and NKD to explore the upper bound of
the student’s performance. In Table 5, all the teachers bring the students remarkable performance
improvements, e.g., the DeiT III-Small teacher boosts the student’s Top-1 accuracy from 74.42%
to 76.06% with our ViTKD method. The results of ViTKD even surpass the classic logit-based
KD method. Comparing the results between different teachers, we find the student achieves better
performance with a stronger teacher, e.g., the student DeiT-Tiny achieves 75.40% and 76.06% Top-1
accuracy with teh DeiT-Small and DeiT III-Small teacher, respectively. Furthermore, we also apply
our method to a stronger student DeiT-Small and DeiT-Base. ViTKD can also bring them significant
improvements, helping it to achieve 81.95% and 83.46%, respectively.

Besides, ViTKD is a feature-based knowledge distillation method and can be combined with other
logit-based methods for image classification. Therefore, we try to add the state-of-the-art logit-based
distillation loss NKD to our ViTKD. In this way, the students with different teachers all get another
significant accuracy improvement, e.g., the student DeiT-Small gets another 1.64% gains and achieves
83.59% Top-1 accuracy with a DeiT III-Base teacher. Surprisingly, the student DeiT-Small is just
trained on ImageNet-1K, but its performance surpasses DeiT III-Small, which needs to be pre-trained
on ImageNet-21k and then finetuned on ImageNet-1k.

4.3 DOWNSTREAM TASK

The model with ViTKD achieves significant improvements for the classification task on ImageNet.
To further evaluate the effectiveness of the model with distillation, we try to apply the model to object
detection. We use Mask-RCNN (He et al., 2017) as the detector and follow the training setting from
ViTDet (Li et al., 2022b) on detectron2 (Wu et al., 2019).

As the results shown in Table 6, the backbone DeiT-Small trained with ViTKD brings the detector
1.21 mAP gains. When the backbone is trained with ViTKD and NKD, the mAP improvement can
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Table 5: Main results on ImageNet-1k. ∗ indicates the teacher is pre-trained on ImageNet-21K. We
evaluate DeiT-B with the best performance because of the undulation when training the model.

Teacher Student Type Top-1 Accuracy Top-5 Accuracy

DeiT-Small
(80.69)

DeiT-Tiny - 74.42 92.29
KD logit 75.01 (+0.59) 92.52
NKD logit 75.48 (+1.06) 92.72
Ours feature 75.40 (+0.98) 92.66
Ours+NKD feature+logit 76.18 (+1.76) 93.14

DeiT III-Small∗
(82.76)

DeiT-Tiny - 74.42 92.29
KD logit 76.01 (+1.59) 93.26
NKD logit 76.68 (+2.26) 93.51
Ours feature 76.06 (+1.64) 93.16
Ours+NKD feature+logit 77.78 (+3.36) 93.97

DeiT III-Base∗
(85.48)

DeiT-Small - 80.55 95.12
KD logit 82.52 (+1.97) 96.30
NKD logit 82.74 (+2.19) 96.33
Ours feature 81.95 (+1.40) 95.64
Ours+NKD feature+logit 83.59 (+3.04) 96.69

DeiT III-Large∗
(86.81)

DeiT-Base - 81.76 95.81
KD logit 84.06 (+2.30) 96.77
NKD logit 84.96 (+3.20) 97.17
Ours feature 83.46 (+1.70) 96.41
Ours+NKD feature+logit 85.41 (+3.65) 97.39

Table 6: The detection results on COCO. We use Mask-RCNN as the detector.

Distillation DeiT-Small DeiT-Base

APbox APmask APbox APmask

- 45.07 40.14 47.23 41.88
ViTKD 46.28 (+1.21) 41.05 (+0.91) 48.13 (+0.90) 42.82 (+0.94)

ViTKD+NKD 46.69 (+1.62) 41.38 (+1.24) 48.83 (+1.60) 43.19 (+1.31)

be boosted to 1.62. The results demonstrate the model trained with distillation has not only better
performance for image classification but also stronger semantic information for the downstream task.

5 MORE ANALYSES

5.1 DO WE NEED TO DISTILL THE MIDDLE LAYERS?

We have discussed the distillation strategies for the shallow and deep layers of ViT-based models.
As shown in Figure 1 and 4, the attention distributions of the middle layers are similar to that of
shallow layers. Accordingly, we explore the effects of distillation on the middle layers (e.g., the
6th layer) in Table 7. In general, distillation on either the shallow or middle layers can benefit the
student. The first layer’s knowledge boosts the student most. Besides comparing the improvements
from different distillation layers, we find that the knowledge from the shallow layers is much more
helpful than that from the middle layer for distillation. Furthermore, when combing the shallow and
middle layers together, the accuracy improvement is just 0.02%. Considering the trade-offs between
time consumption and performance, we do not distill on the middle layers eventually.
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Figure 4: Visualization of the average attention map from the student (DeiT-Tiny) and two different
teachers (DeiT III-Small and CaiT-S24).

Table 7: The effect of distillation on different
layers by a Mimicking way.

Layer DeiT Small – DeiT Tiny

0 - ✓ - - ✓ ✓

1 - - ✓ - ✓ ✓

6 - - - ✓ - ✓

Top-1 74.42 75.01 74.97 74.72 75.12 75.14

Table 8: The Top-1 accuracy comparisons of us-
ing different teachers to distill the student DeiT-
Tiny’s shallow layers via mimicking.

Method Teacher Student

baseline - 74.42
CaiT-S24 83.37 73.12 (-1.30)

DeiT-Small 80.69 75.12 (+0.70)
DeiT III-Small 82.76 75.31 (+0.89)

5.2 TEACHERS WITH THE SAME ARCHITECTURE AS THE STUDENT ARE APPROPRIATE.

We have chosen teachers with the same architecture to guide the student in Table 5, achieving
significant improvements. In this subsection, we explore whether a teacher with different architecture
is still suitable for distillation. Here we choose CaiT-S24 (Touvron et al., 2021b) as the teacher, which
has a high performance of 83.37% and a different architecture with DeiT. Following the previous
guidance, we utilize CaiT-S24’s shallow layers to distill the student’s shallow layers, which leads
to a 1.29% accuracy drop (shown in Table 8). To further analyze what causes the degradation, we
visualize the attention maps of the three used models in Figure 4. Interestingly, the shallow and deep
layer’s attention distributions of DeiT and CaiT are quite different, making it hard for the student
to learn such attention. This phenomenon is not consistent with the assumptions of our proposed
ViTKD, which causes inevitable performance degradation. In contrast, when using a teacher with
the same architecture for distillation, the student gains noticeably. This observation indicates that a
teacher with the same architecture who generates similar attention, is more suitable for ViTKD.

5.3 EFFECTS OF DIFFERENT LOSSES

As described in the practical guidance, we distill the shallow layers and deep layers by mimicking
and generation, respectively. In this subsection, we conduct experiments of Mimicking loss Llr and
Generation loss Lgen to investigate their influences on the student with DeiT-Tiny. As shown in
Table 9, both the knowledge from shallow and deep layers are helpful for the student. When just
applying a single loss, the Llr on shallow layers benefits the student much more than Lgen on the
deep layer. This phenomenon shows that incipient attention knowledge really matters for ViT’s
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Table 9: Ablation study of the losses of Mimicking and Generation distillation.

Losses DeiT-Tiny (Student)

Llr - ✓ - ✓
Lgen - - ✓ ✓

DeiT-Small (Teacher) 74.42 75.12 74.72 75.40
DeiT III-Small (Teacher) 74.42 75.31 74.79 76.06

α × 10^-5
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1 
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y
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2 3 4 5 6

Baseline DeiT-Tiny + ViTKD

(a) α for the shallow layers’ loss Llr

β × 10^-6
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y
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74.5

75.0

75.5

76.0

76.5

2 3 4 5 6

Baseline DeiT-Tiny + ViTKD

(b) β for the deep layers’ loss Lgen

Figure 5: The sensitivity study of hyper-parameters α (a) and β (b).

feature distillation, which is completely different from the CNN-based model’s feature distillation.
Furthermore, these two losses are complementary to each other. For example, when combing Llr and
Lgen together, the student with a DeiT III-Small teacher achieve 76.06% Top-1 Accuracy, which is
much higher than just applying Llr’s 75.31% and Lgen’s 74.79%.

5.4 SENSITIVITY STUDY OF HYPER-PARAMETERS

In ViTKD, we use α and β in Equation 8 to balance the shallow layer’s distillation loss Llr and the
deep layer’s distillation loss Lgen, respectively. To explore the sensitivity of the hyper-parameters,
we conduct experiments by adopting DeiT III-Small to distill DeiT-Tiny on ImageNet-1K. As shown
in Figure 5, ViTKD is not sensitive to the hyper-parameters α or β which is just used for balancing
the distillation loss. Specifically, when α varies from 2 to 6, the student’s worst accuracy is 76.03%,
which is just 0.12% lower than the highest accuracy. Besides, it is still 1.61% higher than the baseline
model, demonstrating our ViTKD is not sensitive to the hyper-parameters.

6 CONCLUSION

In this paper, we explore a feature-based distillation method for ViT-based models. To this end, we
design a series of experiments and discuss the effects of different distillation methods, layers, and
modules. From the results, We derive three practical guidelines for ViT’s feature distillation. We
propose our method ViTKD based on the guidelines, which includes the distillation on shallow layers
via mimicking and deep layers via generation. ViTKD brings the student significant improvements
on the image classification task and also benefits other downstream task. Besides, ViTKD is truly a
feature-based method that can be easily combined with logit-based distillation methods to further
improve the student.

LIMITATIONS

We use the mimicking method for the shallow layer’s distillation and the generation method for the
deep layer’s distillation. However, the way to achieve mimicking and generation is still simple and
needs further exploration. Moreover, it is still interesting to transfer the feature knowledge to the
student from a teacher with different architecture.
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deeper with image transformers. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pp. 32–42, 2021b.
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