Surveying the Dead Minds: Historical-Psychological Text Analysis with
Contextualized Construct Representation (CCR) for Classical Chinese

Anonymous ACL submission

Abstract

In this work, we develop a pipeline for
historical-psychological text analysis in clas-
sical Chinese. Humans have produced texts in
various languages for thousands of years; how-
ever, most of the computational literature is
focused on contemporary languages and cor-
pora. The emerging field of historical psy-
chology relies on computational techniques
to extract aspects of psychology from histor-
ical corpora using new methods developed
in natural language processing (NLP). The
present pipeline, called Contextualized Con-
struct Representations (CCR), combines ex-
pert knowledge in psychometrics (i.e., psy-
chological surveys) with text representations
generated via transformer-based language mod-
els to measure psychological constructs such
as traditionalism, norm strength, and collec-
tivism in classical Chinese corpora. Consid-
ering the scarcity of available data, we pro-
pose an indirect supervised contrastive learn-
ing approach and build the first Chinese his-
torical psychological corpus (C-HIS-PSY) to
fine-tune pre-trained models. We evaluate the
pipeline and benchmark it against objective
external data to test its validity. We also re-
lease our dataset and code for reproducibility
at https://anonymous.4open.science/r/His-Psy/.

1 Introduction

Humans have been producing written language for
thousands of years. Historical populations have
expressed their norms, values, stories, songs, and
more in these texts. Such historical corpora repre-
sent a rich yet underexplored source of psycholog-
ical data that contains the thoughts, feelings, and
actions of people who lived in the past (Jackson
et al., 2021). The emerging field of “historical psy-
chology” has been developed to understand how
different aspects of psychology vary over historical
time and how the origins of our contemporary psy-
chology are rooted in historical processes (Atari
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Figure 1: Comparison of model performance on the
three tasks in the test set before and after fine-tuning.
(Model A: bert-ancient-chinese, B: guwenbert-base, C:
guwenbert-large, D: paraphrase-multilingual-MiniLM-
L12-v2, E: text2vec-base-chinese, F: text2vec-base-
chinese-paraphrase, G: text2vec-large-chinese)
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and Henrich, 2023; Muthukrishna et al., 2021; Bau-
mard et al., 2024). Since we cannot access “dead
minds” directly but can access their textual remains,
natural language processing (NLP) is the primary
method to extract aspects of psychology from his-
torical corpora. Previous works are often monolin-
gual and in English (Blasi et al., 2022). In addition,
much of the literature at the intersection of psychol-
ogy and NLP has relied on bag-of-words or word
embedding models, focusing on non-contextual
word meanings rather than a holistic approach to
language modeling.

Recently, more research attention in the NLP
community has been directed to historical and an-
cient languages (Johnson et al., 2021), including
but not limited to English (Manjavacas Arevalo and
Fonteyn, 2021), Latin (Bamman and Burns, 2020),
ancient Greek (Yousef et al., 2022), and ancient
Hebrew (Swanson and Tyers, 2022). While all
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Figure 2: Pipeline of cross-lingual questionnaire conversion and contextualized construct representation for classical

Chinese.

these languages have historical significance, classi-
cal Chinese is particularly important in the quantita-
tive study of history. China has a long history span-
ning thousands of years, largely recorded in clas-
sical Chinese. The language served as a medium
for expressing and disseminating influential philo-
sophical and religious ideas. Confucianism, Dao-
ism, and later Buddhism (through translations from
Sanskrit) all found expression in classical Chinese,
profoundly shaping Chinese thought, ethics, gov-
ernance, and norms. As more resources become
readily available for classical Chinese, scholars
of ancient China can test more specific hypothe-
ses using computational methods (Liu et al., 2023;
Slingerland, 2013; Slingerland et al., 2017).

Due to its historical significance and geograph-
ical coverage, classical Chinese represents one of
the most important languages in the study of histor-
ical psychology (Atari and Henrich, 2023). Prior
work in social science has often relied on bag-of-
words approaches (Zhong et al., 2023) or bottom-
up techniques such as topic modeling (Slingerland
et al., 2017). In the NLP community, while differ-
ent Transformer-based models of classical Chinese
have been developed, they have not been applied
to theory-driven psychological text analysis. For
example, AnchiBERT is a specialized pre-training
model tailored to analyze classical Chinese litera-
ture (Tian et al., 2021). Its pre-training data con-
sists of 39.5 million tokens from ancient Chinese,

covering many texts, such as historical documents,
essays, classical poetry, and verses, over millennia.
Employing AnchiBERT for generating Ancient
Chinese content involves leveraging a Transformer-
based architecture (Vaswani et al., 2017). This
model has been used in NLP tasks such as trans-
lation (Wang et al., 2023). Still, they have not
been used to extract psychological constructs (e.g.,
moral values, norms, cultural orientation, mental
health, religiosity, emotions, and thinking styles)
from historical corpora. Transformer-based lan-
guage models are crucial for psychological text
analysis because psychological constructs are often
complex, and sentence-level semantics (and above)
will more effectively capture psychological mean-
ings than isolated words (Demszky et al., 2023) or
non-contextual word embedding models.

Here, we create a pipeline called Contextual-
ized Construct Representation (CCR) for historical-
psychological text analysis in classical Chinese.
Although CCR has recently been developed for
contemporary psychological text analysis (Atari
et al., 2023b), it can be adapted for historical NLP
because it relies on Transformer-based models. As
a tool for psychological text analysis, CCR takes
advantage of contextual language models in NLP,
does not require selecting a priori lists of words
to represent a psychological construct (e.g., the
popular Linguistic Inquiry and Word Count pro-
gram, Boyd et al., 2022), and takes advantage of



psychometrically validated questionnaires in psy-
chology. CCR proceeds in four steps: (1) selecting
a questionnaire for the psychological construct of
interest; (2) representing questionnaire items as em-
beddings using a contextual language model; (3)
generating the embedding of the target text using
a contextual language model; (4) computing the
cosine similarity between the item and text embed-
dings. This straightforward pipeline is particularly
useful for social science, wherein researchers are
interested in interpretability and hypothesis testing.
Previous work has shown that CCR outperforms
other top-down methods such as dictionaries (Atari
et al., 2023b), can replicate prior findings and simi-
lar methods (Simchon et al., 2023), and performs
similarly to Large Language Models (LLMs) such
as ChatGPT for psychological text annotation (Ab-
durahman et al., 2023).

2 Related Work

Psychological Text Analysis Given the increas-
ing amount of online textual data, many social sci-
entists are turning to NLP to test their theories. Un-
like in some computational fields, social scientists
traditionally give primacy to “theory” rather than
prediction (Yarkoni and Westfall, 2017). Hence,
theory-driven text analysis is the first methodolog-
ical choice in social sciences, including psychol-
ogy (Jackson et al., 2021; Wilkerson and Casas,
2017; Boyd and Schwartz, 2021). Given the impor-
tance of theory development and hypothesis testing,
many social scientists have developed dictionaries
to assess psychological constructs as diverse as
moral values (Graham et al., 2009), stereotypes
(Nicolas et al., 2021), polarization (Simchon et al.,
2022), and threat (Choi et al., 2022).

Distributed Dictionary Representation (DDR)
Aiming to integrate psychological theories with
the capabilities of word embeddings, Garten et al.
(2018) proposed the Distributed Dictionary Repre-
sentation (DDR) as a top-down psychological text-
analytic method. This method involves (a) defining
a concise list of words by social scientists to cap-
ture a specific concept, (b) using a word-embedding
model to represent these individual words, (c) com-
puting the centroid of these word representations to
define the dictionary’s representation, (d) determin-
ing the centroid of the word embeddings within a
given document, and (e) assessing the cosine simi-
larity between the dictionary’s representation and
that of the document. DDR has been a useful ap-

proach in measuring moral and political rhetoric
(Wang and Inbar, 2021), temporal trends in politics
(Xu et al., 2023), and situational empathy (Zhou
et al., 2021).

Contextualized Construct Representation
(CCR) The Contextualized Construct Repre-
sentation (CCR) (Atari et al., 2023b) pipeline is
built upon SBERT (Reimers and Gurevych, 2019).
This theory-driven and flexible approach has been
shown to outperform dictionary-based methods
and DDR for various psychological constructs
such as religiosity, moral values, individualism,
collectivism, and need for cognition. Furthermore,
recent work suggests that CCR performs on par
with LLMs such as GPT4 in measuring psycho-
logical constructs (Abdurahman et al., 2023).
Although CCR has not been developed specifically
for historical psychology, its flexible pipeline
and easy-to-implement steps offer a unique
opportunity to extract psychological constructs
from historical corpora. In a way, CCR is similar
to DDR, but instead of relying on non-contextual
word embeddings, it makes use of the power of
contextual language models to represent whole
sentences (or larger texts). In addition, it obviates
the development of word lists; instead, making use
a thousands of existing questionnaires that have
been validated in psychology over the last century.

Semantic Textual Similarity While BERT (De-
vlin et al., 2018) can identify sentences with
similar semantic meanings, this process can be
resource-intensive. To enhance the performance
of BERT for tasks like semantic similarity assess-
ments, clustering, and semantic-based information
retrieval, Reimers and Gurevych (2019) developed
Sentence-BERT (or S-BERT). This model employs
a Siamese network structure specifically designed
to create embeddings at the sentence level. S-BERT
outperforms conventional transformer-based mod-
els in tasks related to sentences and significantly
reduces the time needed for computations. It is
engineered to generate sentence embeddings that
capture the core semantic content, ensuring that
sentences with comparable meanings are repre-
sented by closely positioned embeddings in the
vector space. Therefore, S-BERT provides an effi-
cient and less computationally demanding method
for evaluating semantic similarities between sen-
tences, making it particularly useful in fields such
as psychology (Juhng et al., 2023; Sen et al., 2022).



3 Methodology

3.1 Cross-lingual Questionnaire Conversion

The process of converting a contemporary English
questionnaire Q into a classical Chinese question-
naire Q is illustrated in the right panel of Figure
2. For each questionnaire item (¢g; € Q), the mul-
tilingual quote recommendation model, “QuoteR”
(Qi et al., 2022), which is trained on a dataset that
includes English, modern Standard Chinese, and
classical Chinese, can identify a set of quotations
{q}; in classical Chinese that are semantically sim-
ilar to the English sentence g;.

For each questionnaire, all the items were en-
tered into the model, resulting in a pool of corre-
sponding quotations. A manual filtering process
followed this to eliminate quotations of low quality,
which can be either inappropriate or irrelevant to
the psychological construct. Ultimately, the most
similar quotations ¢; were selected, substituting for
every English ¢; to construct Q in classical Chi-
nese.

3.2 Indirect Supervised Contrastive Learning
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Figure 3: Pipeline of triplet sampling and contrastive
learning. CLM stands for contextualized language
model.

To obtain better psychology-specific CCR for
Chinese historical texts, we introduce an indirect
supervised contrastive learning approach to fine-
tune pre-trained sentence embedding models, as
shown in Figure 3.

Historical Psychology Corpus We as-
semble a refined corpus named Chinese
historical psychology corpus (C-HIS-PSY)

(https://anonymous.4open.science/r/His-
Psy/dataset/), which is comprised of 21,539
paragraphs (S) extracted from 667 distinct
historical articles and book chapters in classical
Chinese. The titles of these works (7, | 7| < |S]),
each carefully selected for their relevance to moral
values, serve as labels for their topics, including
“ffi2” (moral integrity), “Z£ 5" (filial piety and
fraternal duty), “F& T (utmost loyalty), “FHL”
(sense of shame), “J5 71 (pure and incorruptible),
and “% . (love oneself).

We divide our data into training, validation, and
testing sets, allocating 60%, 20%, and 20% of the
data to each set, respectively. The distribution of
paragraph lengths across different sets is consistent,
as shown in Figure 6.

Pseudo Ground Truth from Titles Since the
title (t; € T) of a paragraph (s; € S) is a con-
cise summary of the moral values reflected in the
paragraph, the semantic similarity between titles,
sim(t;,t;), can be considered as the pseudo ground
truth for the semantic similarity between corre-
sponding paragraphs, sim(s;, s;). The semantic
similarity between titles can be obtained by em-
bedding the titles via Ep(-) and calculating their
cosine similarity cos(Er(t;), E7(t;)). To perform
word embedding on the titles, We trained five word
vector models on a large classical Chinese corpus
containing over a billion word tokens using dif-
ferent frameworks and architectures, and picked
the best-performing one (see Appendix B for word
vector model details).

Positive and Negative Sampling We calculate
the cosine similarities between the title embeddings
cos(Er(t;), Er(t)), obtained through the word
vector model, of all title pairs (the Cartesian prod-
uct 7 x 7)) in the corpus. The distribution of title
similarities is illustrated in Figure 7. We obtain
positive and negative paragraph pairs by threshold-
ing the similarities of title pairs. Paragraphs whose
titles have similarities exceeding the upper thresh-
old 5T, as well as those with identical titles, were
identified as positive pairs (S x S)T, that is,

{(si,55)" | sim(E7(t;), BEr(t;)) > 0"}

Conversely, those with titles having similarities
below the lower threshold d~ were designated as
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negative pairs (S x S§)7, that is,
{(si,85)" [ sim(Ex(t:), Er(t)) <07}

We experiment with several threshold settings,
including 0.5th/99.5th, 1st/99th, 10th/90th, and
25th/75th percentiles. Our findings demonstrate
that the 10th/90th percentile threshold yields the
best performance, see Figure 4. Hence, for the fol-
lowing experiments, if not specified, the threshold
setting has been taken as 10th/90th.
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Figure 4: Performance variation with sampling methods
and thresholds.

Triplet Sampling We implement two strategies,
random sampling and hard sampling, to con-
struct triplets of anchor-positive-negative para-
graphs (s 4, s}, s,) from the training set. In ran-
dom sampling, we select one positive instance SX
and one negative instance s, randomly from the re-
spective positive pairs (s4 X S)T and negative pairs
(sa x §)~ of the anchor s 4. In hard sampling, we
utilize the pre-trained model fy(-), which is later
fine-tuned on these triplets, to embed paragraphs
and calculate cosine similarities between the pos-
itive and negative pairs as cos(fp(s4), fg(sz/_)).
For the positive instance, we choose the paragraph

with the lowest similarity to the anchor from its
positive pairs, that is,

sh= arginin {eos(fo(sa), fo(s)) |

(54,8) € (sax ST}

Conversely, for the negative instance, we select the
paragraph with the highest similarity to the anchor
from its negative pairs, that is,

$q= argmax {eos(fo(sa), fo(s)) |

(sa,8) € (saxS)"}

To prevent the model from over-fitting, we ensure
that each paragraph is used as an anchor only once,
applying this rule across both random and hard
sampling strategies. We also compare the two sam-
pling ways in Figure 4 with respect to each positive-
negative splitting thresholds. It’s interesting to find
that the random sampling has been better than hard
sampling ever since the threshold is higher/lower
than 0.5th/99.5th, we note that the case could be
due to the noise in dataset, which makes the hard
sampling failed to find more helpful instances.

Fine-tuning with Contrastive Learning We
fine-tune several pretrained sentence embedding
models on the C-HIS-PSY training set, using a
triplet loss function,

Ltm’plet(9> = Z maX{D+ — D_70}

s,€8

where DT denotes the distance between the pos-
- o 2
itive pair, i.e. | fo(s,) — fo(s})[5 and D~ de-
notes the distance between the negative pair, i.e.

| fo(s4) — fG(SZ)Hg’ « is a constant set to be 5,
and 0 stands for the pre-trained weights to be fine-
tuned. This loss function aims to minimize the
squared Euclidean norm between the anchor and
positive, and maximize the squared Euclidean norm
between the anchor and negative.

We construct triplets from the C-HIS-PSY val-
idation set to validate the models during training,
performing a hyperparameter sweep, to select the
best-performing configuration, as shown in Table
1. The performance metrics of all models substan-
tially improved after fine-tuning, as shown in Fig-
ure 1.



Table 1: Fine-tuning models’ results over validation split. We show the best performing configuration selected over
the validation split which was the final configuration used to report each models’ test performance.

If Specific to Batch Warmup Learning
Framework Base Model Classical Chinese ~ Size ~ Epochs Rate Pearson Spearman
BERT Bert-ancient-chinese v 32 3 1.0e-05 43 42
Guwenbert-base v 32 2 2.0e-05 .30 37
RoBERTa
Guwenbert-large v 16 1 2.0e-05 .29 .30
Paraphrase-multilingual-
SBERT MiniLM-L12-v2 X 32 1 2.0e-05 .19 .19
MacBERT+CoSENT  text2vec-base-chinese X 32 2 2.0e-05 34 32
ERNIE+CoSENT ~ \eXt2vec-base-chinese- x 32 2 20e-05 40 40
paraphrase
LERT+CoSENT text2vec-large-chinese X 16 2 2.0e-05 .36 37

Table 2: Fine-tuning models’ final performance under three methods of DDR, CCR, and Prompting.

Semantic Semantic Questionnaire Psychological
Framework Base Model Textual Similarity Textual Similarity Item Classification Measure
(Easy Task) (Hard Task)

Pears.  Spear. Pears. Spear. Accuracy Pears. Spear.

(a) DDR
Word2Vec (CBOW) / ~02i.11 ~02i.10 _~03i.02 _'02i.01 ~80i.16 ~24i.07 ~25i.05
Word2Vec (Skip—gram) / ~08i11 ~09i11 .OQiAgg ~02j:.01 .87:&‘15 .17109 ~19t08
FastText (CBOW) / 05411 044190 —.01l4or .Oleign 904 13 244 06 26405
FastText (Skip-gram) / A0+10 1lr10 03102 04101 .85+ 16 18408 204 07
GloVe / 07110 09411 Olioe .O0lion 83115 16109 21406

(b) CCR
BERT Bert-ancient-chinese  .534+ 97 .55+07 42401 434101 93+ 11 294 08 294 08
RoBERTa Guwenbert-base .291_07 .461,09 .251_01 .40;&,01 .901,11 .151,05 -151409
RoBERTa Guwenbert—large -41i.05 ~44i.07 .28i'01 ~31i.01 .83i'13 ~23i.01 ~21i.06

Paraphrase-multilingual-
SBERT I\P;IiniLM—LIZ—vi 20115 2104 18101 19:01 82119 16401 14102
MacBERT+CoSENT text2vec-base-chinese .414 g9 .40+ g9 32401 Bleo 954 o8 154103 15402
text2vec-base-chinese-
ERNIE+CoSENT paraphrase 454 09 45409 38101 37401 93+ 11 10409 10409
LERT+CoSENT text2vec-large-chinese .46+ 12 47108 .36101 -38+.01 97+ 07 214 06 -194.06
(c) Prompting

GPT GPT-3.5 .08 .04 .26 .28 .63 05408 08410
GPT GPT-4 .62 5 .40 .30 77 21409 23110

4 Evaluation and Results

In three tasks, we evaluated CCR (with sentence
embedding models) and compared it with the stan-
dard DDR approach (with word embedding mod-
els) and the prompting method with LLMs. The
results are shown in Table 2.

4.1 Semantic Understanding

Understanding of Historical Text: Semantic Tex-
tual Similarity For the CCR method, we embed
whole paragraphs with sentence embedding mod-
els, and then calculate the cosine similarity between
each pair of paragraphs. For the DDR method, we
average the word vectors of all the words in the
paragraph, and then calculate the cosine similarity
between each pair of paragraphs. For the LLM-



prompting method, we craft a few-shot prompt
(Figure 8) asking for a similarity score, ranging
from O to 1, between each pair of paragraphs. As
mentioned, similarities between the titles of each
pair of paragraphs are used as the pseudo ground
truth.

We construct paragraph pairs for evaluation from
paragraphs in the C-HIS-PSY test set through two
different sampling methods: random sampling
(where a paragraph is randomly paired with any
other paragraph to form pairs) and threshold sam-
pling (where a paragraph is paired only with posi-
tive or negative samples filtered by a certain thresh-
old), respectively. Due to the thresholded sampling,
the constructed pairs are positive and negative sam-
ples for each other, with more significant differ-
ences between them; thus, we refer to it as the Easy
Task. In contrast, the pairs formed through pure
random sampling might contain samples that are
ambiguous and unclear, making the test more chal-
lenging, which we call the Hard Task, as shown in
Table 2.

Understanding of Questionnaire Item: Text
Classification We convert several broadly ac-
cepted questionnaires from English into classi-
cal Chinese, including Collectivism, Individualism
(Oyserman et al., 2002), Tightness and Looseness
(Gelfand et al., 2006), by employing the Cross-
lingual Questionnaire Conversion (CQC) approach
described in Section 3.1.

For both the CCR and DDR methods, all the
items from these questionnaires are embedded.
Then we conduct 10-fold cross-validation, using
Support Vector Machines (SVM) as the classifier,
and text embeddings or averaged word vectors as
features. For the prompting method, we craft a
few-shot prompt (Figure 9) directly asking for clas-
sification.

4.2 Psychological Measure

For both CCR and DDR methods, we calculate the
average cosine similarities between each paragraph
in the test set and all the items in each questionnaire,
representing the “loading score” of the paragraph
on the questionnaire.

For the prompting method, we craft a few-shot
prompt (Figure 10) king for a score, ranging from
0 to 1, to measure each paragraph with respect
to the topic of each questionnaire. Items in each
questionnaire are provided in the prompt.

We built a corresponding dictionary for each psy-

chological construct. Average similarities between
the title of each paragraph and all the terms in each
dictionary are used as the pseudo ground truth.

S Benchmarking: Traditionalism,
Authority and Attitude toward Reform

Moral values and political orientations are closely
intertwined (Federico et al., 2013; Kivikangas et al.,
2021). For example, the attitude of individuals to-
ward reforms, policy changes, and new legislation
often reflects traditionalism, conservatism, and re-
spect for authority (Hackenburg et al., 2023; Kol-
eva et al., 2012). Those with stronger traditionalist
views are more likely to identify with the existing
social order and resist changes to the status quo
(Osborne et al., 2023; Jost and Hunyady, 2005).

Officials’ Attitudes toward Reform in the 11th
Century Throughout Chinese history, there have
been numerous instances of significant reforms,
one of the most notable of which being the Wang
Anshi’s New Policies in the 11th century, which
faced mixed reactions from officials. We draw upon
a dataset manually compiled by Wang (2022), who
annotated the attitudes of 137 major officials to-
ward the reform.

Individual-level Measure of Traditionalism and
Authority We extract writings of these officials
documented in the Complete Prose of the Song Dy-
nasty. Questionnaires of traditionalism (Samore
et al., 2023) (Figure 12) and authority (Atari et al.,
2023a) (Figure 11) are converted from English into
classical Chinese, by employing the Cross-lingual
Questionnaire Conversion (CQC), described in Sec-
tion 3.1.

Employing the best-performing fine-tuned
model, we use our CCR pipeline to measure the
levels of traditionalism and attitudes toward author-
ity expressed in their texts. For each individual
official, results are aggregated by calculating the
average score across all of their writings.

Results In support of the validity of our pipeline
and based on our theoretical framework, we found
a significant correlation (Figure 5) between offi-
cials’ attitudes toward the reforms and the levels
of traditionalism and authority measured through
CCR. Authority and traditionalism both show a
significant negative correlation with support for re-
form, with Spearman correlation coeffecients less
than 0.4 and p-values less than 0.001. Officials
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Figure 5: Correlation between Traditionalism / Author-
ity and Officials’ Attitudes toward Reforms. (a) and
(c) present the average psychological measure scores
with standard errors, utilizing an ordinal variable where
-1 signifies opposition to the reform, O indicates a neu-
tral or no explicit attitude, and 1 denotes support for
the reform (Number of observations: 108). (b) and (d)
depict the linear regression lines accompanied by 95%
confidence intervals, employing a continuous variable
that ranges from O to 1 to quantify officials’ degree of
support for the reform (Number of observations: 56).

with greater traditionalism and respect for existing
authority are more likely to oppose reform.

Table 3: Spearman Correlation between CCR-based
measure of moral values and actual attitude toward re-
form of officials.

Support Attitude toward
for Reform Reform
Traditionalism  -0.441%*** -0.279%*
Authority -0.472%%* -0.310%**

This finding supports the validity of CCR as a
valid text-analytic pipeline to extract meaningful
psychological information from classical Chinese
corpora.

6 Discussion and Conclusion

Historical-psychological text analysis is a new line
of research focused on extracting different aspects
of psychology from historical corpora using state-
of-the-art computational methods (Atari and Hen-
rich, 2023). Here, we create a new pipeline, CCR,
as a helpful tool for historical-psychological text
analysis. Evaluating our model against word em-

bedding models (e.g., DDR) and more recent LLMs
(e.g., GPT4), we demonstrated that CCR performs
better than these alternatives while keeping its high
level of interpretability and flexibility. Classical
Chinese is of great historical significance, and the
proposed approach can be particularly helpful in
testing new insights about the “dead minds” who
lived centuries or even millennia prior. We hope
our tool motivates future work at the intersections
of psychology, quantitative history, and NLP.

7 Limitation

The judgment of moral values often carries subjec-
tivity, and the patterns learned from the model carry
the bias of pre-training data. Due to the severe lack
of fine-grained data available for training in the
fields of classical Chinese literature and historical
texts, the method of indirect supervised learning we
adopt may lead to the model learning some noise
from the data, affecting the model’s performance.
Compiling more finely annotated datasets manually
is our future work direction.
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A Historical Psychology Corpus Details

A.1 Distribution of Paragraph Lengths

To ensure the inclusion of sufficient semantic in-
formation, paragraphs containing fewer than 50
characters have been merged with the preceding
paragraph of the article or chapter, wherever pos-
sible. To accommodate the token limitations of
models such as BERT, paragraphs that exceed 500
characters have been divided into segments with
fewer than 500 characters each, while maintaining
the integrity of the original sentence structure as
much as possible. The average length of paragraphs
is 195 characters.
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Figure 6: Distributions of paragraph lengths in different
sets.

A.2 Distribution of Title Similarities
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Figure 7: Distribution of title similarities with thresh-
olds.


https://aclanthology.org/2022.lt4hala-1.14
https://aclanthology.org/2022.lt4hala-1.14
https://aclanthology.org/2022.lt4hala-1.14
https://ceur-ws.org/Vol-3558/paper193.pdf
https://ceur-ws.org/Vol-3558/paper193.pdf
https://ceur-ws.org/Vol-3558/paper193.pdf
https://ceur-ws.org/Vol-3558/paper193.pdf
https://ceur-ws.org/Vol-3558/paper193.pdf

B Word Embedding Model Details
B.1 Corpus

B.2 Pre-processing

Before training the word vector model, we
conducted word segmentation on the cor-
pus, employing the pretrained tokenizer
“COARSE_ELECTRA_SMALIL_ZH” from HanLP
(https://hanlp.hankcs.com/docs/
api/hanlp/pretrained/tok.html).

After word segmentation, the corpus consists of
1.04 billion word tokens and an initial vocabulary
containing 15.55 million unique words. By trun-
cating the vocabulary at a minimum word count
threshold of 10, the final vocabulary size is reduced
to 1.27 million words.

B.3 Training Hyperparameters

We train our word vector models on the same cor-
pus using various frameworks and architectures,
such as Word2Vec (with CBOW and Skip-gram)
(Mikolov et al., 2013), FastText (with CBOW and
Skip-gram) (Bojanowski et al., 2017), and GloVe
(Pennington et al., 2014). The hyperparameters are
presented in Table 4.

Instructions

On a scale ranging from © to 1, how similar are the
following two paragraphs with respect to moral
values? Respond only with a score ranging from © to 1.

Examples

Here are two examples:

Input:

Paragraph 1: #fE=E, ERMA, F1/\, S82IK. EXIE, REKER
fafy, REAE. EHEEREE, MiRR, FHY, ES88. T8, B
KPR, BEHNRS, SAM. RULKE, \©%E, %2, BRH: [XTSEE
BZFH? | BEAK, %z, ERETREMNE, SBIER, MEENE.
Paragraph 2: +EER, B8nEZE, 5, EEEY, ROREEX,
HRABELIE, SEEE. BH, BOERNEFEX.

Output:

0.74346477

Input:

Paragraph 1: #HEZ, ERMA, F1/\, B2K. BXZE, REXER
fafy, RiEjaE. EAaakasE, MigsRE, ABY, w388, &5, B
KPS, ENES, SN, FLLKIE, AL, %2, ERH: [XTF=S6E%E
BZFE? | BEAY, 2. ERETREES, SBESER, MEENL.
Paragraph 2: FIR7EEE, BEFIBH: [HRTRIBINA. EHEREGE
PNER. | DS, BFEMAE/\B, ERRR—FUNZ. B8, XB
H: [EHRERER. | ZHE, RNZHE. |\ RETHIEREN, BAFEP.
Output:

0.043439843

Figure 8: Few-shot prompt for the semantic textual
similarity task.

Instructions

There are four topics that are related to moral
values: "Collectivism", "Individualism", "Tightness",
and "Looseness". Respond with the topic that best fits
the following paragraph.

Examples

Here are two examples:

Input:
RBERB, ECHA, BHINNE, SEtR.
Output: Collectivism

Input:
BEERAZE, MEBERTERZE.
Output: Tightness

Figure 9: Few-shot prompt for the questionnaire item
classification task.

Instructions

The Collectivism questionnaire is as follows: 1. AAFRERR, RE
&, MATFE. 2. 8L, MRESH. 3. 8Fk%, ECA, BHINE, &
R4, 4. BICED, QBTFE, RERW, KNER, BAERE, 82FD, 5.
BEREERERIE, BERFERENE. WE F2®R; ©#, kAW,

The Individualism questionnaire is as follows: 1.83FEZEBHIR,
TEBARIE, 2. \EAYE? BEBMY. 3. 08BESTERE, 4. ABE
BiEZEeh, ERECRUOLZERE, FIUBRAZRIFRIE. 5. LBAELK
B2, HiSEshbA.

The Tightness questionnaire is as follows: 1.77:&RH, ELUBEA; &
TIRIED, WMLABE. 2. ZFKSE, BRFEMEN. 3.18%, FLIRBEIFA
t; B, FARSETE. 4. —MES, R—MES. 5. LR, LARIE

The Looseness questionnaire is as follows: 1. ARE, KB, tHiE
B, WiEE, 2. WEFARALE. 3.85, &K, 8% BT, BE BA. 4.
BEEH, RAEEHZEE. 5. RER, ABE.

On a scale ranging from © to 1, what score would the
following text receive in these

four questionnaires respectively? Respond only with
four scores, ranging from @ to 1, in the same order as
the questionnaires.

Examples
Here are two examples:

Input:

ik, FmE, FARZE, BEK, REE. LUEEEH, BEFHEN, MAS
. R, SEEY, B0 EMARE, %EEE, FAEITEER, R
B, FEEMESE. —BAS, BERE. B2, B, rES (B1AL
i) . BN, TR, AR (B BBERE, BNES. BREBR, FEE
HEF. EtHE. HER, FERATAR, BBWK, FELBRE, B,
Output:

0.23639056, 0.33721533, 0.12832133, 0.4139657

Input:

B aREE, F1h, R, HEEEF, F/\+R. Ki, BFREFRHEIL
7E, BElREIETTER, BETE=aXREES.

Output:

0.37603232, 0.28392938, 0.1424624, 0.0230375

Figure 10: Few-shot prompt for the psychological mea-
sure task.
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Table 4: Word Vector Model Training

Hyperparameters and Evaluation Results

Framework Architecture Vector Size Epoch Window Size Other Parameters
CBOW 300 5 5 negative=5
2Ve - -
Word2Vec Skip-gram 300 5 5 negative=5
FastText CBOW 300 5 5 negative=5, min_n=1, max_n=4
Skip-gram 300 5 5 negative=5, min_n=1, max_n=4
GloVe 300 15 5 x_max=100, alpha=0.75
Traditionalism
#|EE, FEZIEE.
The square and the compass are the standards of
straightness and roundness.
Authority

EAZE, LEDM=EE: SAmEE, EER.
Far a nation to prosper, it must value teachers and honor mentors;
by valuing teachers and honoring mentors, the norms remain intact.

BEE 4FE. 525, 7R
Respect elders, do not call them by their names. When facing
elders, do not show off your abilities.

E=EE, EEAAAE: TEES EEAEAE

Though ancestors are long gone, sacrifices to them must be
conducted sincerely; though descendanis may be unwise, the
classics must not go unread.

SeEmE, RS E?
How can | neglect the teachings left by my former teacher?

BERrZiER, (EEHZRE,
Transmit the laws of the former generation as the standards for the
nest.

EEASEER L, MRSEEFE.

In ancient times, sovereigns held authority supreme, and none dared
o be disrespeciful.

Figure 11: Questionnaire of Authority in classical Chi-

nese.

ErTIFED, EECRESL: EEFTHED, BEE
A ErE.

In governing & state properly, rites are like a
scale in measuring weight, & plumb line in
discerning straightness or crookedness, and a
sguare or compass in defining sgquareness or
roundness.

EETHIE, EF=F7E, IT8EEFER, BREAE
ZHEl, BREHIAE, TRSECRE.

A nation relies on the foundations built over
decades, a family inherits centuries of
enterprise, scholars are known by the virtues of
their ancestors, farmers work the fields of
their forefathers, merchants follow the trade of
their clan, and craftsmen adhere to the
standards passed down from their predecessors.

Ancient laws have no faults, following rites has
no evil.

SR =EE, (EEHZRA,

Transmit the laws
of the former generation as the standards for
the next.

MG, BAEETARS: ELME, SAETAESE.

To teach and be

believed, one must first present what is
dependable; to forbid and be feared,

one must first present what is respectable.

Figure 12: Questionnaire of Traditionalism in classical
Chinese.
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