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Abstract

Recent advancements in multimodal models001
have showed promise, yet their dependency on002
consistent modalities from training to inference003
limits their application. While existing methods004
mitigate the problem through reconstructing the005
missing modalities, they increase unnecessary006
computational cost, which could be just as crit-007
ical, especially for large, deployed systems. To008
address these issues, we propose a novel multi-009
modal guidance network that promotes knowl-010
edge sharing during training, taking advantage011
of the multimodal representations to train better012
single-modality models for inference. Real-life013
experiment in violence detection shows that014
our proposed framework trains single-modality015
models that significantly outperform its tradi-016
tionally trained counterparts while maintaining017
the same inference cost. Code will be made018
public upon acceptance.019

1 Introduction020

Multimodal deep learning (Ngiam et al., 2011) has021

garnered significant interest for its capacity to in-022

tegrate data from diverse modalities, mirroring hu-023

man perception and often enhancing performance024

across various machine learning (ML) tasks (Bal-025

trušaitis et al., 2018; Akkus et al., 2023). This026

approach has shown considerable success in nu-027

merous vision-language domains such as video un-028

derstanding (Nagrani, 2020; Palaskar, 2022), image029

captioning (Yu et al., 2019; Zhao et al., 2019), and030

many others (Zong et al., 2023). However, a com-031

mon assumption in these models is the consistent032

presence of all modalities from training through to033

inference, which can be a limiting factor (Ma et al.,034

2022). The dependency on having all modalities035

available during inference can restrict their practi-036

cal application, as gathering multimodal data is of-037

ten more challenging during inference (Woo et al.,038

2023). Therefore, developing new approaches that039

can take advantage of multiple modalities during040

training while being robust with missing modalities 041

during inference is in urgent need. 042

Addressing the issue of missing modalities in 043

multimodal deep learning has emerged as a new 044

research area (Tsai et al., 2018; Ma et al., 2021). 045

Many studies focus on generating features for the 046

absent modality. For example, Ma et al. (Ma et al., 047

2021) introduced SMIL, a Bayesian Meta-Learning 048

approach for estimating missing-modality features. 049

However, this method is limited to specific model- 050

modality combinations such as ResNet (He et al., 051

2016) for images and LSTM (Hochreiter and 052

Schmidhuber, 1997) for texts. Ma et al. (Ma et al., 053

2022) adapted this concept to the more versatile 054

Transformer model (Vaswani et al., 2017). Addi- 055

tionally, Woo et al. (Woo et al., 2023) proposed 056

ActionMAE, which learns to reconstruct missing 057

modality features by employing random drop. 058

While current research offers valuable insights 059

into generating features for missing modalities, this 060

suggests that multimodal features may be more in- 061

formative than previously utilized in conventional 062

training-inference methods. This raises the ques- 063

tion of whether we can use these features to im- 064

prove single-modality models for inference, mak- 065

ing the issue of missing modalities less critical. 066

Following this idea, in this paper, we introduce a 067

novel multi-modality guidance network that lever- 068

ages multimodal representations for training more 069

effective single- modality models for inference. Un- 070

like previous approaches, our framework focuses 071

on using multimodal fusion representations as a 072

guide for training single-modality encoders, which 073

are then used in inference. This method avoids the 074

need to generate missing features and instead uses 075

the multimodal representations to enhance the per- 076

formance of single-modality models, potentially 077

reducing latency and costs in situations where a 078

modality is missing during inference. 079
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Figure 1: An overview of the proposed guidance network in a vision-language setup. The network begins with
encoding text and image features separately, fusing the embeddings from both modalities, and then applies self-
attention to obtain the attention map. However, instead of applying the attention map back to the fusion embeddings,
we apply it to the image-only embeddings to promote knowledge sharing from cross-modality features to better
singlemodal attention.

2 Methodology080

Multimodal deep learning spans a wide range of081

fields in ML, with significant focus on natural lan-082

guage processing (NLP) (Garg et al., 2022; Yin083

et al., 2023), computer vision (Bayoudh et al.,084

2021; Bi et al., 2022), and etc. (Zong et al., 2023).085

In the realm of NLP, the integration of textual086

and visual modalities is a key area of study, lead-087

ing to the development of vision-language models088

(VLMs) (Zhang et al., 2023). Our paper concen-089

trates on showcasing the proposed guidance net-090

work within a vision-language framework, particu-091

larly emphasizing the fusion and enhancement of092

textual modalities in conjunction with visual data.093

As outlined in Sec. 1, VLMs also typically re-094

quire consistency in modalities between training095

and inference phases. Our approach, diverging096

from the generation of textual features from im-097

ages or vice versa (Ma et al., 2021, 2022; Woo098

et al., 2023), focuses on developing a single-modal099

encoder that incorporates both image and text fea-100

tures during training. This encoder is designed for101

effective standalone application during inference.102

The process begins with separate text and image103

encoders, then uniquely applies a cross-modality104

attention map from fusion embeddings to image105

embeddings. These re-weighted image embeddings106

are then used for training tasks, exemplified by a vi-107

olence detection case study we show in Sec. 3. The108

overall structure of our guidance network during109

the training phase is depicted in Fig. 1.110

Text Embeddings. To prepare text features, the111

language encoder begins by tokenizing input texts,112

followed by padding the tokens to a maximum se-113

quence length. This results in embeddings for each 114

token with a specific hidden dimension, which are 115

user-defined hyper-parameters. In our experiments, 116

unless otherwise stated, the maximum sequence 117

length and hidden dimension are set to 121 and 118

768, respectively. The resulting text embeddings 119

are then formatted into a block with the shape 120[
hidden_dim,

√
seq_length,

√
seq_length

]
in 121

the channel-first format. 122

Image Embeddings. To prepare image features, 123

our process involves the use of feature-extracting 124

backbones as image encoders, as depicted in Fig. 1. 125

In practice, we utilize well-known architectures 126

such as ResNet50 (He et al., 2016), Vision Trans- 127

former (ViT) (Dosovitskiy et al., 2020), and Mo- 128

bileOne (Vasu et al., 2023). These varied back- 129

bones allow for a comprehensive approach to creat- 130

ing image embeddings. 131

Text-Image Embeddings Fusion. After post- 132

processing and reshaping the text embeddings, 133

we can efficiently concatenate them with the im- 134

age embeddings along the hidden dimension axis. 135

A straightforward convolutional neural network 136

(CNN) consisting of three convolutional layers, fol- 137

lowed by ReLU (Fukushima, 1975) and Batch Nor- 138

malization (Ioffe and Szegedy, 2015) layers is then 139

used for multimodal fusion. This fusion method, 140

despite its simpleness, can effectively integrate the 141

distinctive features of both modalities. 142

Text-Guided Image Re-Weighting. To enhance 143

image encoder training with text features, we apply 144

self-attention (Vaswani et al., 2017) to the fusion 145

embeddings, generating a cross-modality attention 146
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map. This map is then applied to the original, pre-147

fusion image embeddings, instead of to the fusion148

embeddings as seen more commonly in existing149

works. The re-weighted image embedding, now150

influenced by textual information, is used for task-151

specific training. This method transfers textual152

insights to the image feature domain, enabling text-153

derived high-level descriptions or specific details,154

which are not extractable from images alone, to aid155

in training the image backbone.156

3 Experiment157

We evaluated our multimodal guidance network158

on a real-life violence detection task (Yao and Hu,159

2023), aiming to identify images containing violent160

content. Technically speaking, violence detection161

is a binary classification task. However, it presents162

greater difficulty due to the overlap in the visual163

distribution between realistic in-game images and164

actual violent events, leading to high rates of false-165

positives where non-violent in-game graphics are166

incorrectly classified as real violence. Unfortu-167

nately, this has proved to be complex even for ad-168

vanced deep learning models (Yao and Hu, 2023).169

And in practice, live monitoring of the violent170

streaming requires an extensive amount of human171

verifier to account for these high false-positives.172

Although advancements in vision encoders alone173

can further solve this issue (Yao and Hu, 2023),174

very often we notice this could be mitigated much175

easier if textual information, such as the streamer’s176

streaming history, could be integrated when mak-177

ing the predictions. However, these information178

are often hard to gather during inference, even for179

matured industry platforms, which makes this task180

a natural fit for our proposed guidance network.181

3.1 Data Collection182

Since there is no existing public dataset that con-183

tains both images and the corresponding textual184

information, we collect our own dataset from the185

logged historical streaming contents with ground186

truths (violent or non-violent) labeled by pro-187

fessionally trained human judges.188

For each image, we formulate a corresponding189

text caption that contains descriptions consist of190

streamer’s past streaming history as well as various191

meta-data such as the streaming title, user-defined192

streaming category, and streaming device. In total,193

we collect around 150,000 samples, and are divided194

into train and test set with a 85/15 split ratio.195

Image
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Test
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Figure 2: Illustration of CLIP zero-shot classification.
CLIP encodes both image and all potential class cap-
tions, compares similarity scores between image and
each text embedding and takes the higher one as the
classification result. In the case shown here, it classifies
the input image as non-violent.

3.2 Baseline Approaches 196

Contrastive Language Image Pretraining 197

(CLIP). The first baseline in our experiment 198

is the pre-trained CLIP, known for its robust 199

performance in various zero-shot classification 200

tasks (Radford et al., 2021). Considering our task 201

involves identifying violent images, which might 202

also be present in other internet-sourced datasets, 203

we anticipate that large foundation models like 204

CLIP, trained on extensive internet data, should 205

exhibit commendable performance even in a 206

zero-shot scenario. 207

Fig. 2 details our approach for the baseline evalu- 208

ation using the pre-trained CLIP. We utilize CLIP’s 209

pre-trained image and text encoders and compare 210

the cosine distance between the image and the 211

text embeddings. Then the classification is deter- 212

mined by choosing the pair with the closer match. 213

The performance tested with various image en- 214

coders pre-trained with CLIP is presented in Ta- 215

ble 1, with latency measurements conducted on a 216

single NVIDIA V100 GPU. 217

Considering both performance and latency, CLIP 218

(ViT-B/16) performs the best. This configuration 219

will be used as the representative for CLIP’s perfor- 220

mance in subsequent comparisons throughout this 221

paper. 222

Model Precision Recall Accuracy Latency
RN50 94.79% 65.63% 90.32% 0.56ms
RN101 90.63% 67.19% 89.86% 0.69ms
ViT-B/32 95.01% 47.70% 86.03% 0.26ms
ViT-B/16 92.94% 89.31% 95.54% 0.88ms
ViT-L/14 93.94% 85.26% 94.84% 3.39ms

Table 1: Violence detection performance of the pre-
trained CLIP with various vision encoders.

3



Model Precision Recall Accuracy Latency
MO-S0 97.27% 86.33% 95.90% 0.11ms
MO-S1 97.61% 81.30% 94.73% 0.11ms
MO-S2 96.16% 86.45% 95.67% 0.12ms
MO-S3 94.33% 89.68% 95.99% 0.11ms
MO-S4 94.05% 93.53% 96.84% 0.14ms

Table 2: Fine-tuned MobileOne performance on vio-
lence detection using our dataset.

Model Precision Recall Accuracy Latency
CLIP 92.94% 89.31% 95.54% 0.88ms
MO-S4 94.05% 93.53% 96.84% 0.14ms
MO-S4
Frozen 95.79% 96.92% 98.13% 0.13ms
MO-S4
Unfrozen 97.84% 95.50% 98.32% 0.13ms

Table 3: Performance comparisons between our pro-
posed multimodal guidance network and two baselines.

MobileOne. MobileOne (MO) (Vasu et al., 2023)223

is a state-of-the-art, efficient neural network224

backbone that has demonstrated superior perfor-225

mance in image classification tasks such as Ima-226

geNet (Deng et al., 2009). After initializing with227

weights from the pre-trained model, we adapt the228

classification head to our dataset and fine-tuned the229

model specifically for our violence detection task.230

Table 2 displays the performance of all MO vari-231

ants. As the variant number increases from MO-S0232

to MO-S4, the model’s complexity, number of train-233

able parameters, and performance also increase.234

We refer readers to the original MO paper (Vasu235

et al., 2023) for more details on these variants. Of236

all the variants, MO-S4 showed the best results and237

will be used as the representative for MO perfor-238

mance in subsequent comparisons.239

3.3 Results of Our Guidance Approach240

To evaluate our guidance network’s ability to en-241

hance single-modal model training using multi-242

modal data, we employ MO-S4 as our image en-243

coder, consistent with the baseline approach. For244

text processing, we use DistilBERT (Sanh et al.,245

2019), a streamlined version of BERT (Devlin et al.,246

2018), to handle the text captions. The text cap-247

tions, being natural sentences, allow for flexibility248

in freezing or unfreezing backpropagation during249

training. The comparative results, including those250

of the two baselines, are compiled in Table 3.251

3.4 Discussions 252

The guidance network we proposed excels in all 253

metrics, including precision, recall, accuracy, and 254

latency, significantly outperforming the strong 255

baselines. Given that the image encoder we em- 256

ploy is the same as the one in MO-S4 baseline, 257

this performance gain empirically validates our hy- 258

pothesis that the guidance network can leverage 259

multimodal representations to train a more efficient 260

single-modal model, while maintaining the same 261

network complexity and low latency. 262

Interestingly, no definitive advantage is observed 263

between guidance-trained image encoders when 264

the language encoder’s training status (frozen or 265

unfrozen) varied. We suspect this is due to the 266

natural-language text captions aligning with Distil- 267

BERT’s training distribution, rendering additional 268

finetuning of the language encoder less impactful. 269

4 Conclusions and Future Work 270

In this paper, we address the missing modality 271

inference problem within multimodal deep learn- 272

ing. While current research often favors generative 273

methods to compensate for missing modalities by 274

using existing features, our paper proposes a differ- 275

ent strategy focusing on harnessing the strengths 276

of multimodal data during the training phase to de- 277

velop a more efficient single-modal model. Empiri- 278

cal results confirm our hypothesis that our guidance 279

network can significantly improve single-modal 280

models compared to counterparts with the same ar- 281

chitecture but fine-tuned traditionally, making our 282

method balance the effectiveness of multimodal 283

approaches with cost efficiency. 284

Inspired by our findings, we believe that it is 285

worthwhile to continue researching in this direc- 286

tion, and could start with the following aspects. 287

First, better-designed attention mechanism within 288

the guidance network could be studied to promote 289

better knowledge sharing and transferring. Next, 290

different modality pairs, such as image-audio, or 291

text-audio, could be further explored for additional 292

downstream tasks such as video understanding, sen- 293

timent analysis, and many others. Last by not least, 294

we also believe that such knowledge sharing idea 295

could be further extended to more than two modal- 296

ities to develop even more powerful yet efficient 297

solutions for missing modality inference. 298
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Limitations299

While our proposed guidance network shows effec-300

tiveness in mitigating missing modality problem as301

well as proficiency in handling specific tasks such302

as violence detection, its adaptability to a broader303

range of applications remains to be explored. Ad-304

ditionally, the current model architecture might not305

be optimally efficient for real-time applications due306

to computational demands, particularly when pro-307

cessing large-scale datasets. Future iterations of308

this research will aim to address these limitations,309

focusing on enhancing the versatility and computa-310

tional efficiency of the model.311
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