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Abstract001

We present a novel approach for enhancing di-002
versity and control in data annotation tasks by003
personalizing large language models (LLMs).004
We investigate the impact of injecting diverse005
persona descriptions into LLM prompts across006
two studies, exploring whether personas in-007
crease annotation diversity and whether the im-008
pacts of individual personas on the resulting an-009
notations are consistent and controllable. Our010
results indicate that persona-prompted LLMs011
generate more diverse annotations than LLMs012
prompted without personas, and that the effects013
of personas on LLM annotations align with014
subjective differences in human annotations.015
These effects are both controllable and repeat-016
able, making our approach a valuable tool for017
enhancing data annotation in subjective NLP018
tasks such as toxicity detection.019

Content Warning: This document shows020

content that some may find disturbing, includ-021

ing content that is hateful towards protected groups.022

023

1 Introduction024

Many diverse NLP tasks rely on data acquired025

through human annotations, often collected via026

crowdsourcing studies. Röttger et al. (2022) re-027

cently offered a detailed introduction and discus-028

sion of the two different paradigms available to029

handle label differences resulting from diverse be-030

liefs and backgrounds of individual annotators. The031

prescriptive paradigm discourages annotator sub-032

jectivity and strives towards a single label for each033

instance in a dataset, effectively enabling the train-034

ing of models that consistently apply a single un-035

derstanding of the construct. The ease with which036

the resulting data may be used for model train-037

ing makes this paradigm popular in NLP, where a038

simple majority vote is oftentimes applied to the039

annotations offered by a diverse pool of crowd-040

workers to derive a single groundtruth label for the041

annotated instances. Thereby, this paradigm is akin 042

to the "wisdom of the crowd" approach, assuming 043

that the "average opinion" of multiple, diverse an- 044

notators would sufficiently approximate the desired 045

groundtruth label. 046

The second and alternative paradigm discussed 047

by Röttger et al. (2022) is the descriptive paradigm, 048

in which annotator subjectivity is explicitly en- 049

couraged and used to gain insights into diverse 050

beliefs and to improve model training and evalu- 051

ation via the consideration of annotator disagree- 052

ment. Röttger et al. (2022) conclude that neither 053

of the two paradigms is inherently superior, but 054

that both serve different purposes and applications 055

- for example, the prescriptive paradigm makes it 056

easier to train classification models on the resulting 057

data, while only the descriptive paradigm allows 058

researchers to study and understand differences in 059

perceptions across annotators with diverse beliefs 060

and backgrounds. 061

In this work, we propose to combine the idea 062

of using LLMs as annotators with the large pool 063

of personas offered by the Persona Hub (Ge et al., 064

2024) to both increase and control the diversity of 065

the generated annotations. 066

To explore the feasibility of injecting personas 067

into LLM prompts to diversify and steer the mod- 068

els’ zero-shot annotations in all its facets, we or- 069

ganize this work into two studies. Study 1 covers 070

the prescriptive paradigm towards diverse anno- 071

tations, assuming the existence of a single label 072

per instance and evaluating our approach’s annota- 073

tion diversity by comparing the persona-prompted 074

LLM annotations to it. Study 2, in contrast, is in 075

line with the descriptive paradigm, exploring the 076

approach’s ability to reconstruct the diversity found 077

in human annotations and to controllably replicate 078

the observed effects of human subjectivity. While 079

both studies individually test the suitability of our 080

LLM persona-prompt approach for the correspond- 081

ing paradigm, they - taken together - are designed 082
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to establish that our approach is suitable to increase083

the diversity in LLM annotations (Study 1) and that084

the persona impact is not entirely random, but that085

it follows predictable and controllable patterns in086

line with patterns of subjectivity observed for hu-087

man annotations (Study 2). In this paper, therefore,088

we set out to answer the following two research089

questions:090

• RQ Study 1: Does the inclusion of persona091

descriptions in LLM-prompts consistently in-092

crease the diversity of the resulting LLM an-093

notations?094

• RQ Study 2: Does the inclusion of persona095

descriptions in LLM-prompts lead to control-096

lable annotation patterns, and do these pat-097

terns align with effects of subjectivity ob-098

served for human annotators?099

2 Related Work100

Researchers have explored the abilities and perfor-101

mance of LLMs in annotating datasets for different102

types of constructs. Ziems et al. (2024), Faggioli103

et al. (2023), Gilardi et al. (2023) and Pavlovic and104

Poesio (2024) provide overviews of scenarios for105

which the idea of using LLMs as annotators has106

already been tested, including tasks as diverse as de-107

termining the relevance of texts for specific issues,108

the detection of humor, or the extraction of medical109

information. Other researchers argued that LLMs110

are particularly well suited for the annotation of111

subjective constructs like hate speech, offensive112

language and toxicity (Li et al., 2024). They ar-113

gue that using LLMs can counter the instability in114

annotations that often arises from the varying so-115

cial backgrounds of human annotators. Even more116

recently, researchers have started to explore the117

performance impacts of aggregating annotations118

generated with different LLMs (Del Arco et al.,119

2024; Schoenegger et al., 2024), acting upon the120

assumption that an increased diversity of the crowd121

of annotators - be they human or LLM - would lead122

to gains in performance. He et al. (2024) explore123

yet another angle of LLM annotations by compar-124

ing the annotation performance of GPT-4 with the125

annotations resulting from a carefully designed and126

conducted crowdworker annotation pipeline.127

Yet another line of research is moving beyond128

the use of LLMs to predict the groundtruth label129

only, proposing to personalize LLMs via the inclu-130

sion of socio-demographic information in order to131

steer the LLM annotations towards those provided 132

by human annotators. Among the most prominent 133

approaches are Argyle et al. (2023), Bisbee et al. 134

(2023) and Santurkar et al. (2023), who explore 135

the ability of LLMs to predict survey responses 136

of individual participants, as well as Beck et al. 137

(2024), Pei and Jurgens (2023), Sun et al. (2023) 138

and Orlikowski et al. (2023), who evaluate the per- 139

formance of personalized LLMs in predicting the 140

annotations of individual annotators as well as the 141

resulting majority vote labels. 142

While the generation of dataset labels via LLMs 143

might be interpreted as a form of synthetic training 144

data generation, this description is usually reserved 145

for efforts that synthetically create the instances 146

to annotate, not (only) the corresponding labels. 147

Timpone and Yang (2024) offer an extensive re- 148

view of the state of the literature together with a 149

detailed discussion of associated challenges and 150

opportunities. Fundamental for this work, Ge et al. 151

(2024) introduce the Persona Hub, a collection of 152

1,000,000,000 diverse persona descriptions, as a 153

way to diversify the synthetic instances that LLMs 154

generate, and show that their persona descriptions - 155

when included in the prompts used to synthesize, 156

e.g., novel math or logical reasoning problems - are 157

successful in increasing the diversity of the result- 158

ing datasets and thereby also the generalizability 159

of the models trained on the datasets’ tasks. 160

3 Data 161

To systematically test the impact of including per- 162

sona descriptions in the prompts used to collect 163

toxicity annotations from different LLMs, we rely 164

on two external sources of data described next. 165

3.1 Persona Descriptions 166

Central to our proposal to increase the diversity of 167

LLM-generated annotations via the injection of per- 168

sonas into the prompt is the collection of personas 169

introduced by Ge et al. (2024) via their Persona 170

Hub. While the personas themselves are just a brief, 171

natural language description of an - ideally - human 172

individual, the scale and diversity of the collection 173

is what makes the Persona Hub such an ideal re- 174

source for our approach. Ge et al. (2024) developed 175

the Persona Hub as part of a novel paradigm for 176

the creation of synthetic data, not driven by seed 177

datasets or manual prompt-design, but by a large 178

number of personas to be automatically injected 179

into LLM prompts. 180
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ID Persona
189476 An experienced biomedical engineer who has successfully brought cognitive rehabilitation devices to market
11276 A project manager who is skeptical about the practicality and cost-effectiveness of containerization
123381 A Muslim immigrant seeking legal assistance in defending their right to religious expression
81722 a French postgraduate student focusing on multidisciplinary research
73592 A retiree living in the Auckland suburbs who often has Sunday barbecues with her neighbors and enjoys

discussing local issues with them.

Table 1: Random sample of five persona descriptions used in our experiments.

Their persona collection features brief de-181

scriptions of more than 1 billion different per-182

sonas, created by asking different LLMs for183

a shown webtext instance: "who is likely to184

[read|write|like|dislike|...] this text". Depending185

on the prompt as well as the nature and level of186

detail of the webtext instance, the LLM will come187

up with different persona descriptions in response,188

varying both in content and complexity. Table 1189

shows a selection of different personas included190

in the Persona Hub and the Appendix provides ad-191

ditional detail on the approach used by Ge et al.192

(2024) to create the persona descriptions as well as193

our efforts to clean them.194

3.2 Toxicity Datasets195

As the basis for our experiments, we use the196

datasets prepared and shared by Sap et al. (2022).197

To study the impact of human annotators’ beliefs198

and identities on their annotations, Sap et al. (2022)199

curate datasets of potentially toxic texts with dif-200

ferent characteristics. From the datasets shared by201

Founta et al. (2018) and Vidgen et al. (2021), they202

select those posts that are either vulgar, anti-Black,203

or detected to be African-American English.204

For their breadth of posts study, Sap et al. (2022)205

collect 571 posts that are annotated by 173 Ama-206

zon Mechanical Turk (MTurk) crowdworkers for207

their levels of toxicity, amounting to six annota-208

tions per post. While annotators indicated the level209

of toxicity on a 5-point Likert scale, we first calcu-210

late the average level over the six annotations and211

then map this to a binary toxic/not toxic outcome,212

considering all instances with an average toxicity213

level larger than 2.5 as toxic. We use this dataset of214

571 instances with binary toxicity labels resulting215

from a majority vote of six individual annotators216

as data basis for our Study 1 and refer to it as the217

SINGLE-LABEL DATASET.218

For their breadth of workers study, Sap et al.219

(2022) carefully select 12 posts that are then anno-220

tated for their levels of toxicity by a large popula-221

tion of 641 annotators. The annotators have been222

recruited from MTurk to be diverse along racial, 223

political, and gender identities. Each annotator an- 224

notated every post, (subjectively) answering the 225

question "How toxic/hateful/disrespectful or offen- 226

sive does this post seem to you?" 1. For our Study 227

2, we use the non-aggregated responses provided 228

by the individual annotators, with responses for 229

each instance ranging from "Not at all" (1) to "Very 230

much so" (5) on a 5-point Likert scale. We refer to 231

this dataset of 12 posts annotated by 641 annota- 232

tors with labels from 1 to 5 as the MULTI-LABEL 233

DATASET. 234

4 Methodology 235

Experiments in all studies were conducted with 236

two different LLMs from two popular families of 237

open-source models - the Mistral-7B-Instruct-v0.1 238

model and the Qwen2-7B-Instruct model. Further 239

justification for our choice of models and details 240

on model deployment can be found in Appendix 241

A.3. 242

4.1 Study 1 243

By answering RQ1, we want to establish that the 244

inclusion of persona descriptions into the prompts 245

used to generate LLM annotations consistently in- 246

creases the diversity of the models’ annotation de- 247

cisions, especially when compared to a baseline in 248

which no persona description is added to the same 249

prompt. 250

Diversity We randomly sample 1,000 personas 251

from the Persona Hub and collect their annotations 252

on the SINGLE-LABEL DATASET. We collect an- 253

notations by injecting the persona description di- 254

rectly into the prompt and asking for a binary label 255

response using Prompt Template 1 shown in Ap- 256

pendix A.2. To compare these persona-prompted 257

LLM annotations against LLM annotations with- 258

1In early experiments, we also tried the alternative question
asked by Sap et al. (2022), inquiring about the perceived
toxicity of the post "to anyone" instead of "to you". Since
early results did not differ much, we decided to focus on the
"to you" variant of the question.

3



out any persona-influence, we run the same models259

1,000 times without any personas included in the260

prompt using Prompt Template 2. We refer to the261

generated annotations without persona-influence262

as baseline LLM annotations. The variation in263

this setup is expected to originate exclusively from264

the randomness of the sampling process and a265

temperature-setting of 1 across different annota-266

tion runs of the same model.267

Consistency To further establish that the effect268

of including personas in LLM prompts are not ran-269

domly fluctuating, but that the inclusion of specific270

personas in prompts has a consistent effect on the271

resulting annotations, we select the 30 personas272

with the highest, median and lowest alignment to273

the SINGLE-LABEL DATASET labels (as measured274

via the macro-average F1 score) and let each of275

them annotate the dataset 30 additional times.276

4.2 Study 2277

Through RQ2, we want to show that the diversity278

introduced through persona prompting follows con-279

trollable patterns that align with those found in280

human annotations.281

Exploratory Analysis of Annotation Patterns282

To explore the patterns that drive differences in283

annotations, we create two different embedding284

spaces in which the personas’ descriptions and la-285

bels are projected, allowing us to calculate dis-286

tances between the different personas.287

First, we use a pre-trained sentence-transformer288

model to project our persona descriptions into an289

embedding vector space. 2 We refer to this embed-290

ding space as the persona space.291

Second, we construct an embedding space from292

the personas’ annotations for the MULTI-LABEL293

DATASET. Each of the twelve instances in the294

dataset is represented as a dimension in the label295

embedding space, with values for each dimension296

ranging from 1 to 5 and corresponding to the pos-297

sible toxicity labels. We use the persona’s annota-298

tions for the MULTI-LABEL DATASET to project299

each persona into the label embedding space. The300

annotations are collected using Prompt Template 3301

shown in Appendix A.2, soliciting toxicity levels302

on a 5-point Likert scale. We refer to this embed-303

ding space as the label space.304

We start our analysis of the embedding spaces by305

using k-means to find clusters in the persona space,306

2We use all-MiniLM-L12-v2, https://huggingface.
co/sentence-transformers/all-MiniLM-L12-v2

i.e., persona descriptions that are similar to each 307

other. We then calculate the average distances in 308

the label space between the persona clusters. This 309

results in a symmetric matrix with dimensional- 310

ity equal to the number of persona space clusters, 311

where each entry represents the average distance 312

between two persona clusters in the label space. 313

Based on that matrix, we can identify persona clus- 314

ters that annotate alike as well as those that annotate 315

very differently from each other. 316

Additionally, we test the assumption that sim- 317

ilar personas (i.e., small distance in the persona 318

space) annotate alike (i.e., small distance in the 319

label space). For each persona, we calculate the 320

pairwise distances to every other persona in both 321

spaces and measure the correlation between these 322

distances. 323

Alignment with Human Annotators To test 324

whether the annotation patterns we find for the 325

persona-prompted LLM annotations are in line 326

with the annotation patterns displayed by human 327

annotators, we first formulate expectations of sub- 328

jectivity effects based on the findings of Sap et al. 329

(2022). For their human annotators, they showed 330

the following effects: 331

• Effect 1: Conservative annotators are less 332

likely to rate anti-Black posts as toxic, 333

• Effect 2: Conservative annotators are more 334

likely to rate African-American English 335

(AAE) posts as toxic, and 336

• Effect 3: Black annotators rate anti-Black 337

posts as more toxic than White annotators. 338

They derive a further effect from theory, for 339

which they fail to find conclusive evidence in their 340

collected annotations: 341

• Effect 4: Black annotators rate AAE posts as 342

less toxic than White annotators. 343

We propose to test whether persona-prompting 344

replicates these effects by comparing the annota- 345

tions collected from personas that are explicitly 346

marked as conservative and Black. We do this by 347

first identifying neutral personas that are not ex- 348

plicitly assigned to an ethnicity or an ideology. We 349

then create variants by injecting explicit markers 350

(the terms "black" and "conservative") at manu- 351

ally selected, adequate positions in the persona 352

descriptions. This results in three different groups, 353
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all based on the same set of neutral persona de-354

scriptions - ethnically and ideologically neutral per-355

sonas, personas manually changed to be identifi-356

able as Black and personas manually changed to357

be identifiable as conservative (see Appendix Table358

A.1 for example personas of each group). We then359

use these persona groups to annotate subsets of the360

SINGLE-LABEL DATASET that are identified as361

anti-Black or as AAE by Sap et al. (2022), again362

soliciting annotations on the 5-point Likert scale363

introduced above.364

5 Results365

The following sections present the results of the366

experiments described above. All results can be re-367

produced using the code made available upon publi-368

cation together with the publicly available datasets369

shared by Sap et al. (2022) and Ge et al. (2024). 3370

5.1 Study 1371

In Study 1, we start with establishing the increased372

diversity and the consistency of LLM annotations373

in the persona-prompting approach.374

Diversity When we examine the alignment of an-375

notation runs with and without persona descriptions376

used in the prompt with the human majority vote la-377

bels represented by the SINGLE-LABEL DATASET,378

the first thing to notice is the great increase in the379

diversity of alignment levels between the persona-380

prompted LLMs and human annotators. Panels a)381

and c) in Figure 1 show boxplots of the distribu-382

tions of the annotation performances (measured via383

macro-average F1 scores) resulting from prompting384

with the 1,000 sampled personas and from running385

the model 1,000 times without personas.386

For Mistral, the baseline LLM annotations are387

generally better aligned with the majority vote388

human annotations than the persona-prompted389

LLM annotations. More importantly, however,390

persona-prompted annotation runs exhibit signif-391

icantly more fluctuation in the resulting levels of392

alignment to the labels in the SINGLE-LABEL393

DATASET, indicating a higher opinion diversity394

introduced by the persona descriptions.395

For Qwen, we observe that the median persona-396

prompted LLM annotation runs align slightly bet-397

ter with the human majority vote label than the398

median baseline LLM runs. Nonetheless and paral-399

lel to Mistral, we observe a much higher variance400

3For purposes of the review, we make the code available
as part of the submission’s supplementary materials.
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Figure 1: Boxplots of macro-average F1 scores achieved
in 1,000 different persona-based LLM annotation (pers.)
and 1,000 baseline LLM annotation runs (no pers.) for
a) Mistral and c) Qwen, showing the increased diversity
introduced by personas. Boxplots of macro-average F1
scores achieved in 30 additional annotation runs for the
30 personas with min, median and max alignment to the
human majority vote label for b) Mistral and d) Qwen,
showing the consistency of the persona-prompting.

in annotation alignment for the persona-prompted 401

annotations. 402

This initial analysis of the various annotation 403

runs leads to an important conclusion: The intro- 404

duction of personas into LLM prompts broadens 405

the distribution of performances across annotation 406

runs with both models. We confirm this finding 407

through a Levene test for equality of variances, 408

which for both LLMs rejects the null hypothesis of 409

equal variances at significance levels of α = 0.001. 410

In other words, the personalization shifts the LLMs 411

further away from their baseline performance than 412

the typical randomness introduced by the sampling 413

procedure does, showing that the inclusion of per- 414

sonas indeed increases the diversity of LLM anno- 415

tations. 416

Consistency Next, we test whether the effects 417

of persona descriptions are consistent and sta- 418

ble across multiple runs and thus controllable, or 419

whether the personas impact annotations randomly. 420

Each boxplot in panels b) and d) of Figure 1 repre- 421

sents 30 annotation runs with the same persona. For 422

both models, we see how the order of the achieved 423

F1-scores is almost perfectly restored when run- 424

ning each persona multiple times. We take this as 425

confirmation that the annotation differences associ- 426

ated with different personas are not purely contin- 427

gent, but that the same personas consistently push 428

the models into the same perspectives. 429
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This is another important finding for the pro-430

posed persona-based annotation approach, as it es-431

tablishes not just the consistency and stability of432

the persona-based annotation runs, but indicates433

also a degree of control that is required to steer the434

models towards specific annotation perspectives.435

Qualitative Analysis of Annotation Patterns In436

an attempt to identify characteristics of personas437

that lead to particularly weak and strong align-438

ment between persona-prompted LLM annotations439

and the human majority vote labels, we manually440

search for themes and patterns in the descriptions441

of the personas with the minimum and maximum442

alignment levels.443

For Mistral, we find that personas with high444

alignment to the human majority vote labels are445

described as "appreciative", as "interested in" dif-446

ferent questions and topics, as well as "offering" or447

"seeking advice". In contrast, for personas with low448

alignment, the term "competitive" occurs most fre-449

quently in the persona descriptions, together with450

expressions of "being against" something.451

Interestingly, the tendency that personas de-452

scribed as more open and outreaching achieve453

higher alignment than personas defined as funda-454

mentally in opposition to something or someone is455

pretty much inverted for Qwen. There, we find that456

the personas described as "being critical", as "skep-457

tical" or "questioning" of something have higher458

alignment, while the personas that "share" things459

or "seek" and "offer" advice have lower alignment.460

The opposing directions of the effect for the two461

models makes it inherently difficult to meaning-462

fully interpret, but one certain conclusion is that463

character traits and psychological attributes seem464

to be more important for annotation diversity than465

socio-demographic attributes, at least for the ex-466

treme ends of the widened persona distributions.467

5.2 Study 2468

After having established in Study 1 that different469

personas consistently lead to different levels of470

alignment with the human majority opinion, we are471

now taking a systematic look at the label patterns472

associated with different personas.473

Exploratory Analysis of Annotation Patterns474

We select a clustering solution in the persona space475

with 2,180 different clusters, using a similarity476

threshold of 0.6 for cluster formation (see Ap-477

pendix for justification and a basic evaluation of478

Figure 2: Intra- and inter-cluster cosine distances of
persona-space clusters measured in label space resulting
from Qwen annotations. Values are normalized per row.
Lighter-colored cells represent lower average distances
between the respective clusters, the lighter colors along
the diagonal thus indicate that similar personas annotate
alike. The inset zooms in on clusters with IDs from
1,000 to 1,100.

our clustering). Figure 2 shows the intra- and inter- 479

cluster cosine distances in the label space for the 480

annotations of the persona clusters with Qwen, and 481

Appendix Figure A.2 shows the same for the per- 482

sona cluster annotations using Mistral. 483

For both models, we see that the clusters along 484

the diagonal are lighter in color, indicating that 485

personas that ended up in the same cluster based on 486

their descriptions are also relatively close to each 487

other in the label space, i.e., personas with similar 488

descriptions tend to annotate alike. 489

These first indications of a positive association 490

between distances in the persona space and the la- 491

bel space are further confirmed by the pairwise cor- 492

0.2 0.1 0.0 0.1 0.2
0

2500

5000

7500

10000

12500

15000

17500

Mistral

0.2 0.1 0.0 0.1 0.2

Qwen

Figure 3: Histograms of Spearman correlation coeffi-
cients for pairwise distances measured in the persona
and the label space. A single correlation coefficient
represents the correlation between distances from a spe-
cific persona to every other persona in both spaces. The
mostly positive correlations between distances in both
spaces confirms that similar personas annotate alike.
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relation results shown in Figure 3. For both models,493

more than 95% of pairwise Spearman correlation494

coefficients between inter-persona distances mea-495

sured in both spaces are significantly different from496

zero, with 75.5% of these significant correlation497

coefficients being positive for Mistral. For Qwen,498

the number of significantly positive correlation co-499

efficients for pairwise distances in the two spaces500

is with 88.3% even higher.501

This is another central finding for our proposed502

approach, as it establishes that similar persona de-503

scriptions lead to similar annotation outcomes - yet504

another indication that the persona descriptions al-505

low for control of the annotation perspectives taken506

by the model beyond purely random differences.507

Alignment with Human Annotators Next, we508

test whether personas marked as Black and con-509

servative lead to LLM annotations that replicate510

the effects of subjectivity observed in annotations511

produced by real humans as described above. Fig-512

ure 4 shows the mean toxicity level shifts for the513

Black and conservative personas relative to their514

neutral versions across all instances in the AAE515

and anti-Black datasets.516

Note that the observed shifts are relatively small,517

with Wilcoxon rank-sum tests for the theorized518

effects revealing that only the effects for Qwen on519

the anti-Black instances are statistically significant520

at significance levels of α = 0.05. This, however,521

is not too surprising, given that even for human522

annotations the significance of demographic effects523

on annotation patterns is difficult to establish.524

However, we observe for the AAE instances in525

both models shifts in toxicity levels that are in line526

with Effects 2 and 4, i.e., that personas marked527

as conservative tend to perceive these instances528

as more toxic and personas marked as Black as529

less toxic. These effects hold both when compared530

to the neutral personas as well as when compar-531

ing Black and conservative annotations directly.532

For Qwen, the mean (absolute) toxicity level as-533

signed to AAE instances across Black personas is534

µQ;B = 3.39 and µQ;C = 3.43 across conservative535

personas. For Mistral, the values are µM ;B = 2.67536

and µM ;C = 2.76.537

According to Effect 3, we would expect Black538

personas to rate anti-Black instances as more toxic.539

This effect is to a degree confirmed for Qwen,540

where Black personas tend to annotate anti-Black541

posts as slightly more toxic than their neutral coun-542

terparts. Additionally and in line with Effect 1,543

black cons. black cons.
1.0
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0.0

0.5

1.0

AAE Anti-BlackMistral

black cons. black cons.
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0.6 AAE Anti-BlackQwen

Figure 4: Boxplots of shifts in average toxicity labels
assigned to instances in the AAE and anti-Black datasets.
The shifts are on a persona-level and are calculated as
the difference in average toxicity label of the manually
changed black and conservative personas relative to the
original, neutral persona. We see first evidence that
the human annotation effects are replicated through the
personas.

conservative personas tend to annotate the same 544

posts as less toxic than the neutral personas. For 545

Qwen, the mean (absolute) toxicity level assigned 546

to anti-Black instances across Black personas is 547

µQ;B = 4.69 and µQ;C = 4.61 across conserva- 548

tive personas. 549

For Mistral, the shifts caused by the inclusion 550

of markers for Blackness and conservatism are far 551

less pronounced on the anti-Black posts and are, if 552

different from zero at all, shifted in a direction that 553

is not in line with Effects 1 and 3. For Mistral, the 554

mean toxicity level for anti-Black posts from Black 555

personas is µM ;B = 4.51 and µM ;C = 4.58 from 556

conservative personas. 557

Qualitative Analysis of Annotation Patterns 558

While the quantitative shifts are relatively small 559

and not in all settings entirely conclusive, a closer 560

look at some of the instances for which Black and 561

conservative annotators differ in their toxicity anno- 562

tations most strongly is instructive. Table 2 shows 563

the three instances in the AAE dataset for which the 564

differences between the absolute average toxicity 565

level assigned by conservative and Black personas 566

via the Qwen model are the largest. 567

All of the shown instances for which Black anno- 568

tators assigned a (much) lower toxicity level than 569

their conservative counterparts are examples of a re- 570

claimed usage of the n-word and thus examples of 571

an explicitly non-toxic usage of a term usually used 572

as a slur. This finding perfectly mirrors what Sap 573

et al. (2022) observe for human annotators, where 574

"raters who are more conservative tend to score 575

those posts [containing the n-word] as significantly 576

more racist". This indicates that the inclusion of 577

the Black marker in the persona prompt triggers an 578

awareness in the model for the possible use of the 579
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AAE Instance Diff. Anti-Black Instance Diff.
whats up my n*** -2.31 I was raised in Idaho, amazing place. There is a reason they call it whiteaho.

There was 1 single black in my town growing up. He was a halfie and wasn’t
too bad. Though still did the whole poor black me whine. [...]

1.09

ma brotha ma n*** -1.36 I always hated visiting n*** York, but if I’m ever forced to I’ll be sure to pack
all my Confederate clothes and flags and to dance around Central Park! ( I may
need a little protection)

0.69

I don’t even wanna get
married but you know if
my n*** propose to me
imma say yes plz

-1.16 Side note, can anyone explain why racism is necessarily bad? [...] Only on the
last 60 years has it been an issue for the SOME PEOPLE.

0.53

Table 2: AAE and anti-Black instances with largest difference in average toxicity ratings assigned by Black and
conservative personas. Differences calculated as Diff = µQ;B − µQ;C based on Qwen annotations. We replace all
mentions of the n-word and its variants with n*** and mark omissions due to length constraints with [...].

n-word in a reclaimed, colloquial manner, a usage580

that should not be annotated as toxic.581

Table 2 further shows the three instances in the582

anti-Black dataset for which the differences be-583

tween the absolute toxicity level assigned by Black584

and conservative personas were the largest - i.e.,585

those instances, for which Black personas on aver-586

age assigned a higher absolute toxicity level than587

conservative personas did. These instances here588

are blatantly racist, thus confirming that the LLM589

prompted with Black personas has a higher sensi-590

tivity for racist contents and accordingly rates it as591

more toxic than the non-Black personas do. Both592

observations are also true for annotations generated593

via Mistral, as shown in Appendix Table A.4.594

6 Discussion and Conclusion595

In this work we explored the potential of person-596

alizing LLMs through persona-based prompts to597

enhance diversity and control in data annotation598

tasks. By injecting persona descriptions into LLM599

prompts, we observed an increase in the variability600

of model annotations compared to annotation runs601

that did not include persona descriptions, demon-602

strating through various experiments that personas603

can influence model outputs in a consistent and con-604

trollable manner. We show that our persona-based605

approach to LLM data annotations offers a novel606

way to simulate human subjectivity in annotations,607

which can be particularly useful in tasks that re-608

quire diverse and subjective perspectives, such as609

the detection of toxicity.610

Our findings suggest that personas not only in-611

troduce desirable diversity in annotations, but that612

they also enable researchers to guide LLMs toward613

specific annotation behaviors, making them - under614

certain conditions - more aligned with groups of615

human annotators and being successful in replicat-616

ing effects of annotation subjectivity also found in 617

human annotations. 618

7 Limitations 619

Our study is not without limitations. First, we 620

restricted our analysis to two open-source LLMs. 621

While we intended to include other models, such 622

as LLaMA 3.1 and Falcon, different challenges un- 623

connected to our proposed approach made their use 624

for our purpose impossible - for various LLaMA 625

models, the guardrails stopped the model from con- 626

sistently complying with the toxicity annotation 627

task, and for Falcon, the model’s general ability 628

to comply with the prompt instructions was in- 629

sufficient for producing meaningful annotations. 630

While our study establishes that the injection of 631

personas into LLM prompt leads to the same effect 632

of widening the annotation performance distribu- 633

tion across different models, future research could 634

still investigate less complex subjective constructs, 635

constructs that do not depend on potentially harm- 636

ful language (e.g., sentiment detection), as well 637

as additional model families and sizes, including 638

those with (strong) guardrails. 639

Additionally, there are several limitations that we 640

inherit from our use of the Persona Hub (Ge et al., 641

2024) dataset. Importantly, our experimental study 642

was conducted on a sample provided by the authors 643

rather than the full dataset. This limitation may in- 644

troduce sampling biases when certain demographic 645

groups are captured in the sample while others are 646

excluded, thereby potentially reducing the diversity 647

effects observable in our analyses. Furthermore, 648

we cannot guarantee that all persona descriptions 649

included in the sample represent individual humans 650

(rather than groups of individuals or non-human 651

characters like animals or even objects) and are 652

written in English, although we took measures to 653
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filter out any persona descriptions written in lan-654

guages other than English. Importantly, we do not655

have any control over the focus and make up of656

the persona descriptions. While this is not a neces-657

sary condition for our goal of showing that persona658

descriptions increase annotation diversity, we spec-659

ulate that control over the information included in660

the descriptions would probably even lead to more661

significant effects than what we observed. We note662

that many of the personas have professions or hob-663

bies as the most important descriptor, which are664

probably less important dimensions along which665

perceptions of toxicity differ than, e.g., dimensions666

such as race, gender or political ideology. Future re-667

search could explore the annotation effects caused668

by personas that differ along dimensions that are669

known from theory to be important factors for the670

annotation task at hand.671

8 Ethical Considerations672

The successful personalization of LLM annotations673

and the output control that comes with it is not674

without risks. First, there is the risk that bad actors675

could exploit the approach to identify personas cor-676

responding to destructive or abusive perspectives677

and abuse them for the generation of harmful con-678

tent. Second, the control over LLMs that allows to679

tailor their outputs to the preferences of individuals680

includes the risk of abusing this ability, potentially681

allowing bad actors to persuade them into actions682

and reactions possibly harmful to themselves.683
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A Appendix800

This Appendix is organized in sections that pro-801

vide additional details on the Persona Hub dataset802

we use, the LLM prompts designed to collect (per-803

sonalized) annotations from the models, the model804

deployment, as well as the results of the two exper-805

imental studies.806

A.1 Personas807

Ge et al. (2024) use two different approaches to808

automatically create personas from webtext (i.e.,809

large-scale collections of text supposed to represent810

all text on the web); text-to-persona, as described in811

the main part above, as well as persona-to-persona, 812

an approach designed to complete the persona col- 813

lection by leading the persona-generating LLM to 814

consider personas beyond those visible and repre- 815

sented in the web, e.g., children, via their relations 816

to the personas obtained from the text-to-persona 817

approach. Their persona-to-persona prompt asks 818

for any already created persona "who is in close 819

relationship with the given persona" for up to six 820

iterations, thereby enriching and diversifying the 821

initial persona collection. Personas are then de- 822

duplicated based on embedding proximity as well 823

as ngram-overlaps. 824

In our experiments on crowd size and annota- 825

tion diversity, we use the 200,000 personas that are 826

publicly available (as of 03.07.2024). However, we 827

noticed that some of these personas were written 828

in languages other than English. Since we design 829

our experiments assuming that the persona to be in- 830

jected into the prompt is in English and since we do 831

not (explicitly) leverage a multilingual LLM for the 832

annotations, we make an effort to filter out any per- 833

sona descriptions that are not written in English. To 834

do so, we use the langdetect package 4 to get a list 835

of persona descriptions that the classifier labels as 836

primarily written in a language other than English. 837

Since we noticed that the classifier showed a slight 838

tendency of producing false positives, i.e., flagging 839

descriptions written in English as non-English, we 840

manually went through this list and only selected 841

those for removal that were clearly written in a lan- 842

guage other than English. This cleaning process 843

left us with a dataset of 198,039 different personas. 844

During our experiments with the persona collection, 845

we also noticed that some of the descriptions did 846

not describe individual human personas, but groups 847

of individuals or institutions. In one case, we even 848

came across a persona description corresponding 849

to a Brazilian spider. However, given the extremely 850

low prevalence of these non-personas, the difficulty 851

of finding and removing them, as well as the as- 852

sumption that groups of individuals or institutions 853

diversify annotations in a similar manner and direc- 854

tion as the single individuals they represent would 855

do, we accept and acknowledge the inclusion of 856

some non-personas as a limitation of our work. 857

For Study 2, we select and modify neutral per- 858

sonas to isolate and measure the effects associated 859

with different annotator characteristics. Table A.1 860

shows three example personas manually selected 861

4https://pypi.org/project/langdetect/
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Persona ID Neutral Persona with Replacement Token
130831 [ATOKEN] political science professor writing their first book about democracy
164597 [ATOKEN] receptionist at a boutique hotel who hates fake news
82521 An internationally recognized [TOKEN] car restoration expert with a web-based reality show

Table A.1: Persona descriptions selected for their undefined ethnicity and ideology. These descriptions are changed
into Black and conservative personas by replacing [ATOKEN] with "a black" and "a conservative" and [TOKEN]
with "black" and "conservative", respectively.

for being ethnically and ideologically undefined, or862

neutral, as well as versions of the same personas863

that are explicitly marked as Black and conserva-864

tive.865

A.2 LLM Prompts866

This section shows the prompts used for solicit-867

ing the toxicity annotations from the LLMs. In868

each prompt, the [text]-token marks where the text869

to be annotated is inserted into the prompt. In870

prompts that are persona-injected, the [persona]-871

token marks where the persona description is in-872

serted. In Study 1, we were interested in binary873

toxicity labels, using the following prompts for an-874

notations with (Prompt Template 1) and without875

(Prompt Template 2) personas:876

Prompt Template 1877

<TASK> Your task is to annotate the878

post shown below for toxicity, taking on879

the perspective of the following persona:880

[persona]. Respond with ’TRUE’ if this881

post seems toxic/hateful/disrespectful to882

you and ’FALSE’ if this post does not883

seem toxic/hateful/disrespectful to you.884

<POST> [text]. <RESPONSE>885

Prompt Template 2886

<TASK> Your task is to annotate887

the post shown below for toxicity.888

Respond with ’TRUE’ if this post889

seems toxic/hateful/disrespectful to you890

and ’FALSE’ if this post does not891

seem toxic/hateful/disrespectful to you.892

<POST> [text]. <RESPONSE>893

In Study 3, we were interested in levels of toxi-894

city on a 5-point Likert scale, using the following895

prompts for annotations with personas:896

Prompt Template 3897

<TASK> Your task is to annotate the post898

shown below, taking on the perspective899

of the following persona: [persona]. An-900

swer the following question on a scale901

from 1 to 5, where 1 stands for ’Not at all’ 902

and 5 stands for ’Very much so’. How 903

toxic/hateful/disrespectful or offensive 904

does this post seem to you? <POST> 905

[text]. <RESPONSE> 906

A.3 Model Deployment 907

We used the Mistral-7B-Instruct-v0.1 model 5 and 908

the Qwen2-7B-Instruct model 6 via the Python 909

bindings 7 of the llama.cpp framework 8, run- 910

ning them on two separate 40GB partitions of a 911

NVIDIA A100 GPU. We choose to run all exper- 912

iments on two separate models to establish that 913

our approach is not dependent on a specific model, 914

and selected the two models for their good zero- 915

shot performance in the toxicity annotation task as 916

well as their comparably good efficiency and us- 917

ability, fitting on a single 40GB GPU partition.To 918

further decrease the compute workload and stream- 919

line model generations, we make use of the outlines 920

framework 9, effectively restricting the LLM gener- 921

ations to a provided set of response options. Since 922

we are not interested in the LLMs’ abilities to gen- 923

erate open ended responses but in their preferred 924

alternative from a restricted set of options (either 925

binary toxicity labels or the five ordinal options 926

from the 5-point Likert scale for the level of toxi- 927

city), we consider this to be a sensible choice that 928

does not impact the validity of our results. We use 929

the multinomial sampler implemented in Outlines 930

with a temperature of 1 and max_new_tokens of 1 931

across all generations in our studies, in line with 932

our need to only generate integers. 933

A.4 Study 2 Results 934

We set the similarity threshold for cluster formation 935

to 0.6 - in combination with a minimum personas 936

per cluster threshold of 25 - based on a comparison 937

of the resulting clustering solutions using differ- 938

ent similarity thresholds (Table A.2). We settle on 939

5https://huggingface.co/mistralai/Mistral-7B-v0.1
6https://huggingface.co/Qwen/Qwen2-7B-Instruct
7https://github.com/abetlen/llama-cpp-python
8https://github.com/ggerganov/llama.cpp
9https://github.com/outlines-dev/outlines
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Threshold # Clusters # Personas
0.50 1,627 184,761
0.55 2,065 169,382
0.60 2,180 138,519
0.65 1,676 87,653
0.70 702 30,954
0.75 102 3,613

Table A.2: Similarity thresholds resulting in different
clustering solutions in the persona space, together with
the number of resulting clusters and the number of per-
sonas they include. Resulting cluster solution printed in
bold.

this threshold value as it affords a high number of940

different clusters, which we think is necessary to ac-941

count for the heterogeneity of persona descriptions,942

while still including a sufficiently high number of943

personas (70% of all personas).944

Table A.3 provides examples for the three largest945

and three of the smallest clusters of our resulting946

cluster solution.947

As further confirmed in Figure A.1, the resulting948

clusters are internally homogeneous (i.e., small av-949

erage intra-cluster distance in the persona space),950

as indicated by the light colors along the diagonal951

of Figure A.1, as well as heterogeneous across dif-952

Figure A.1: Intra- and inter-cluster cosine distances of
persona space clusters measured in the persona space
shared by both models. Lighter-colored cells represent
lower average distances between the respective clusters.
The bright diagonal indicates successful clustering, with
personas in clusters being more similar to each other
than to personas in other clusters.

Figure A.2: Intra- and inter-cluster cosine distances of
persona space clusters measured in label space resulting
from Mistral annotations. Values are normalized per row.
Lighter-colored cells represent lower average distances
between the respective clusters, the lighter colors along
the diagonal thus indicate that similar personas annotate
alike.. The inset zooms in on clusters with IDs from
1,000 to 1,100.

ferent clusters (i.e., high(er) average inter-cluster 953

distance in the persona space), as indicated by the 954

dark colors everywhere but on the diagonal of Fig- 955

ure A.1. 956

Figure A.2 shows the lighter cell colors along 957

the diagonal as a result of lower inter- than intra- 958

cluster average distances for persona clusters in 959

the label embedding space resulting from Mistral 960

annotations. 961

Table A.4 provides the instances with the high- 962

est absolute difference in average toxicity levels 963

between Black and conservative personas. 964
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Cluster
ID

Cluster
Size

Top 10 TF-IDF Cluster Terms 3 Random Cluster Personas

0 1,393 sports, athlete, player, basket-
ball, professional, coach, tennis,
athletes, sport, football

An athletics coach who focuses on talent development and has
been tracking Alemitu’s career closely.; a freelance sportswriter;
an esports fan who is confused about the appeal of physical
sports.

1 1,349 history, professor, historical,
teacher, historian, literature, uni-
versity, political, figures, spe-
cializing

A person who is fascinated by elaborate schemes and extraor-
dinary behavior in history.; a literature professor at Lancaster
University, United Kingdom.; A professor specializing in the
specific subject area for which the content developer is creating
material.

2 1,292 journalist, political, news, re-
porter, politics, journalism, me-
dia, politician, commentator, re-
porting

a sports journalist for a local newspaper in Gloucester; A public
relations specialist known for damage control in political contro-
versies; An Orlando City SC player who values the journalist’s
support and uses their articles as motivation

... ... ... ...
2177 25 fda, clinical, representative, trial,

approving, drug, evaluating, re-
sponsible, reviewing, efficacy

A pharmaceutical industry regulator responsible for ensuring
compliance with clinical trial protocols; A representative from
the Food and Drug Administration (FDA) responsible for evalu-
ating the safety and efficacy of the DNA sequencing technology;
A representative from the regulatory agency responsible for over-
seeing and approving the use of CRISPR technology

2178 25 friend, close, neighbor, old,
johnson, colleague, dr, dale,
long, longtime

an old friend and neighbor of Visanio Johnson.; a proud wife of
a long-term friend of Dr. Robert Johnson; An old friend and golf
buddy of Peter "Pete" Van Vooren, living in Sioux Falls, SD.

2179 25 spiders, spider, fear, arachno-
phobic, arachnophobia, person,
afraid, arachnophobe, arachnol-
ogist, bug

A homeowner who has a severe arachnophobia and wants to
ensure a spider-free environment; An arachnophobic librarian;
an arachnophobic tour guide in Australia

Table A.3: Cluster size, top ten TF-IDF terms and three randomly selected persona descriptions for the three largest
and three of the smallest persona clusters.

AAE Instance Diff. Anti-Black Instance Diff.
All my n*** wear crowns, all my n***
bossed up, all my n*** got bad bitches
don’t none of us give a fuck.

-1.14 Please save your black weaves for someone who gives a
rat’s ass

1.78

The way these n*** hate I hope they
get a check for it

-1.13 Is it even proven that we looked like big orangutans?
They’re most closely related to orangutans but the split
happened an extremely long time ago, even before the
split between gorillas and humans. Obviousy a large dark
section of the population never made this split!

0.73

N*** rather be known and broke in-
stead of low-key and getting chicken

-1.07 Opps, Under our amazing President, Trump, gang mem-
bers are gone. Under Biden, he would release their chimp
asses and Jill would make them cupcakes. awful ! God
Bless President Trump

0.53

Table A.4: AAE and anti-Black instances with largest difference in average toxicity ratings assigned by Black and
conservative personas. Differences calculated as Diff = µQ;B − µQ;C based on Qwen annotations. We replace all
mentions of the n-word and its variants with n***.
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