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Abstract

In this paper, we study the statistical and geometrical properties of the Kullback-
Leibler divergence with kernel covariance operators (KKL) introduced by Bach
[2022]. Unlike the classical Kullback-Leibler (KL) divergence that involves density
ratios, the KKL compares probability distributions through covariance operators
(embeddings) in a reproducible kernel Hilbert space (RKHS), and compute the
Kullback-Leibler quantum divergence. This novel divergence hence shares parallel
but different aspects with both the standard Kullback-Leibler between probability
distributions and kernel embeddings metrics such as the maximum mean discrep-
ancy. A limitation faced with the original KKL divergence is its inability to be
defined for distributions with disjoint supports. To solve this problem, we propose
in this paper a regularized variant that guarantees that the divergence is well defined
for all distributions. We derive bounds that quantify the deviation of the regularized
KKL to the original one, as well as finite-sample bounds. In addition, we provide
a closed-form expression for the regularized KKL, specifically applicable when
the distributions consist of finite sets of points, which makes it implementable. Fur-
thermore, we derive a Wasserstein gradient descent scheme of the KKL divergence
in the case of discrete distributions, and study empirically its properties to transport
a set of points to a target distribution.

1 Introduction

A fundamental task in machine learning is to approximate a target distribution q. For example, in
Bayesian inference [Gelman et al., 1995], it is of interest to approximate posterior distributions of the
parameters of a statistical model for predictive inference. This has led to the vast development of
parametric methods from variational inference [Blei et al., 2017], or non-parametric ones such as
Markov Chain Monte Carlo (MCMC) [Roberts and Rosenthal, 2004], and more recently particle-
based optimization [Liu and Wang, 2016, Korba et al., 2021]. In generative modelling [Brock et al.,
2019, Ho et al., 2020, Song et al., 2020, Franceschi et al., 2023] only samples from q are available and
the goal is to generate data whose distribution is similar to the training set distribution. Generally, this
problem can be cast as an optimization problem over P(Rd), the space of probability distributions
over Rd, where the optimization objective is chosen as a dissimilarity function D(·|q) (a distance
or divergence) between probability distributions, that only vanishes at q. Starting from an initial
distribution p0, a descent scheme can then be applied such that the trajectory (pt)t≥0 approaches q.
In particular, on the space of probability distributions with bounded second moment P2(Rd), one
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can consider the Wasserstein gradient flow of the functional F(p) = D(p||q). The latter defines a
path of distributions, ruled by a velocity field, that is of steepest descent for F with respect to the
Wasserstein-2 distance from optimal transport.

This approach has led to a large variety of algorithms based on the choice of a specific dissimilarity
functional F , often determined by the information available on the target q. For example, in Bayesian
or variational inference, where the target’s density is known up to an intractable normalizing constant,
a common choice for the cost is the Kullback-Leibler (KL) divergence, whose optimization is tractable
in that setting [Wibisono, 2018, Ranganath et al., 2014]. When only samples of q are available, it
is not convenient to choose the optimization cost as the KL, as it is only defined for probability
distributions p that are absolutely continuous with respect to q. In contrast, it is more convenient
to choose an F that can be written as integrals against q, for instance, maximum mean discrepancy
(MMD) [Arbel et al., 2019, Hertrich et al., 2024b], sliced-Wasserstein distance [Liutkus et al., 2019]
or Sinkhorn divergence [Genevay et al., 2018]. However, sliced-Wasserstein distances, that average
optimal transport distances of 1-dimensional projections of probability distributions (slices) over an
infinite number of directions, have to be approximated by a finite number of directions in practice
[Tanguy et al., 2023]; and Sinkhorn divergences involve solving a relaxed optimal transport problem.
In contrast, MMD can be written in closed-form for discrete measures thanks to the reproducing
property of positive definite kernels. The MMD represents probability distributions through their
kernel mean embeddings in a reproducing kernel Hilbert space (RKHS), and compute the RKHS
norm of the difference of embeddings (namely, the witness function). Moreover, the MMD flow
with a smooth kernel (e.g., Gaussian) as in Arbel et al. [2019] is easy to implement, as the velocity
field is expressed as the gradient of the witness function, and preserve discrete measures. However,
due to the non-convexity of the MMD in the underlying Wasserstein geometry [Arbel et al., 2019],
its gradient flow is often stuck in local minimas in practice even for simple target as Gaussian q,
calling for adaptive schemes tuning the level of noise or kernel hyperparameters [Xu et al., 2022,
Galashov et al., 2024], or regularizing the kernel [Chen et al., 2024]. MMD with non-smooth kernels,
e.g., based on negative distances [Sejdinovic et al., 2013], have also attracted attention recently, as
their gradient flow enjoys better empirical convergence properties than the previous ones [Hertrich
et al., 2024a,b]. However, their gradient flow does not preserve discrete measures; and their practical
simulation rely on implicit time discretizations [Hertrich et al., 2024a] or slicing [Hertrich et al.,
2024b].

In contrast to the MMD with smooth kernels, the KL divergence is displacement convex [Villani,
2009, Definition 16.5] when the target is log-concave (i.e., q has a density q ∝ e−V with V convex),
and its gradient flow enjoys fast convergence when q satisfies a log-Sobolev inequality [Bakry et al.,
2014]. In this regard, it enjoys better geometrical properties than the MMD. Moreover, the KL
divergence is equal to infinity for singular p and q, which makes its gradient flow extremely sensitive
to mismatch of support, so that the flow enforces the concentration on the support of q as desired. On
the downside, while the Wasserstein gradient flow of KL divergences is well-defined [Chewi et al.,
2020], its associated particle-based discretization is difficult to simulate when only samples of q are
available, and a surrogate optimization problem usually needs to be introduced [Gao et al., 2019,
Ansari et al., 2020, Simons et al., 2022, Birrell et al., 2022a, Liu et al., 2022]. However, it is unclear
whether this surrogate optimization problem preserves the geometry of the KL flow.

Recently, Bach [2022] introduced alternative divergences based on quantum divergences evaluated
through kernel covariance operators, that we call here a kernel Kullback-Leibler (KKL) divergence.
The latter can be seen as second-order embeddings of probability distributions, in contrast with
first-order kernel mean embeddings (as used in MMD). In Bach [2022], it was shown that the KKL
enjoys nice properties such as separation of measures, and that it is framed between a standard KL
divergence (from above) and a smoothed KL divergence (from below), i.e., a KL divergence between
smoothed versions of the measures with respect to a specific smoothing kernel. Hence, it cannot
directly be identified to a KL divergence and corresponds to a novel and distinct divergence. However,
many of its properties remained unexplored, including a complete analysis of the KKL for empirical
measures, a tractable closed-form expression and its optimization properties. In this paper, we tackle
the previous questions. We propose a regularized version of the KKL that is well-defined for any
discrete measures, in contrast with the original KKL. We establish upper bounds that quantify the
deviation of the regularized KKL to its unregularized counterpart, and convergence for empirical
distributions. Moreover, we derive a tractable closed-form for the regularized KKL and its derivatives
that writes with respect to kernel Gram matrices, leading to a practical optimization algorithm. Finally,
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we investigate empirically the statistical properties of the regularized KKL, as well as its geometrical
properties when using it as an objective to target a probability distribution q.

This paper is organized as follows. Section 2 introduces the necessary background and the regularized
KKL. Section 3 presents our theoretical results on the deviation and finite-sample properties of the
latter. Section 4 provides the closed-form of regularized KKL for discrete measures as well as the
practical optimization scheme based on an explicit time-discretisation of its Wasserstein gradient flow.
Section 5 discusses closely related work including distances or divergences between distributions
based on reproducing kernels. Finally, Section 6 illustrates the statistical and optimization properties
of the KKL on a variety of experiments.

2 Regularized kernel Kullback-Leibler (KKL) divergence

In this section, we state our notations and previous results on the (original) kernel Kullback-Leibler
(KKL) divergence introduced by Bach [2022], before introducing our proposed regularized version.

Notations. Let P(Rd) the set of probability measures on Rd. Let P2(Rd) the set of probability
measures on Rd with finite second moment, which becomes a metric space when equipped with
Wasserstein-2 (W2) distance [Villani, 2009].

For p ∈ P(Rd), we denote that p is absolutely continuous w.r.t. q using p ≪ q, and we use dp/dq
to denote the Radon-Nikodym derivative. We recall the standard definition of the Kullback-Leibler
divergence, KL(p||q) =

∫
log(dp/dq)dp if p≪ q, +∞ else.

If g : Rd → Rr is differentiable, we denote by Jg : Rd → Rr×d its Jacobian. If r = 1, we denote by
∇g the gradient of g and Hg its Hessian. If r = d, ∇ · g denotes the divergence of g, i.e., the trace of
the Jacobian. We also denote by ∆g the Laplacian of g, where ∆g = ∇ · ∇g. We also denote I the
identity matrix or operator.

For a positive semi-definite kernel k : Rd × Rd → R, its RKHS H is a Hilbert space with inner
product ⟨·, ·⟩H and norm ∥ · ∥H. For q ∈ P2(Rd) such that

∫
k(x, x)dq(x) < ∞, the inclusion

operator ιq : H → L2(q), f 7→ f is a bounded operator with its adjoint being ι∗q : L2(q) → H, f 7→∫
k(x, ·)f(x)dq(x) [Steinwart and Christmann, 2008, Theorem 4.26 and 4.27]. The covariance

operator w.r.t. q is defined as Σq =
∫
k(·, x)⊗ k(·, x)dq(x) = ι∗qιq, where (a⊗ b)c = ⟨b, c⟩Ha for

a, b, c ∈ H. It can also be written Σq =
∫
Rd φ(x)φ(x)

∗dq(x) where ∗ denotes the transposition in H
(recall that for u ∈ H, uu∗ : H → H denotes the operator uu∗(f) = ⟨f, u⟩Hu for any f ∈ H).

Kernel Kullback-Leibler divergence (KKL). For p, q ∈ P(Rd), the kernel Kullback-Leibler
divergence (KKL) is defined in Bach [2022] as:

KKL(p||q) := Tr(Σp log Σp)− Tr(Σp log Σq) =
∑

(λ,γ)∈Λp×Λq

λ log

(
λ

γ

)
⟨fλ, gγ⟩2H. (1)

where Λp and Λq are the set of eigenvalues of the covariance operators Σp and Σq, with associated
eigenvectors (fλ)λ∈Λp

and (gγ)γ∈Λq
. The KKL (1) evaluates the Kullback-Leibler divergence

between operators on Hilbert Spaces, that is well-defined for any couple of positive Hermitian
operators with finite trace, at the operators Σp and Σq. From Bach [2022, Proposition 4], if p and
q are supported on compact subset of Rd, and if k is a continuous positive definite kernel with
k(x, x) = 1 for all x ∈ Rd, and if k2 is universal [Steinwart and Christmann, 2008, Definition 4.52],
then KKL(p||q) = 0 if and only if p = q. In Bach [2022], it also was proven that the KKL is
upper bounded by the (standard) KL-divergence between probability distributions (see Proposition 4
therein) and lower bounded by the same KL but evaluated at smoothed versions of the distributions,
where the smoothing is a convolution with respect to a specific kernel (see Section 4 therein). Thus,
the KKL defines a novel divergence between probability measures. It defines then an interesting
candidate as to compare probability distributions, for instance when used as an optimization objective
over P(Rd), in order to approximate a target distribution q.

Definition of the regularized KKL. A major issue that the KKL shares with the standard Kullback-
Leibler divergence between probability distributions, is that it diverges if the support of p is not
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included in the one of q (1). Indeed, for the KKL(p||q) to be finite, we need Ker(Σq) ⊂ Ker(Σp).
This condition is satisfied when the support of p is included in the support of q. Indeed, if f ∈
Ker(Σq), then ⟨f,Σqf⟩H =

∫
Rd f(x)

2dq(x) = 0, and so f is zero on the support of q, then also on
the support of p. Hence, the KKL is not a convenient discrepancy when q is a discrete measure (in
particular, if p is also discrete with different support than q). A simple fix that we propose in this
paper is to consider a regularized version of KKL which is, for α ∈]0, 1[,

KKLα(p||q) := KKL(p||(1−α)q+αp) = Tr(Σp log Σp)−Tr(Σp log((1− α)Σq + αΣp)). (2)

The advantage of this definition is that KKLα is finite for any distribution p, q. It smoothes the
distribution q by mixing it with the distribution p, to a degree determined by the parameter α. This
divergence approximates the original KKL divergence without requiring the distribution p to be
absolutely continuous with respect to q for finiteness. Moreover, for any α ∈]0, 1[, KKLα(p||q) = 0
if and only if p = q. As α → 0, we recover the original KKL (1), and as α → 1, this quantity
converges pointwise to zero.

Remark 1. The regularization we consider in (2) has also been considered for the standard KL
divergence [Lee, 2000]. These objects, as well as their symmetrized version, were also referred to
in the literature as skewed divergences [Kimura and Hino, 2021]. The most famous one is Jensen-
Shannon divergence, recovered as a symmetrized skewed KL divergence for α = 1

2 , that is defined as
JS(p||q) = KL(p|| 12p+

1
2q) + KL(q|| 12p+

1
2q).

3 Skewness and concentration of the regularized KKL

In this section we study the skewness of the regularized KKL due to the introduction of the parameter
α, as well as its concentration properties for empirical measures.

Skewness. We will first analyze how the regularized KKL behaves with respect to the regularization
parameter α. First, we show it is monotone with respect to α in the following Proposition.

Proposition 2. Let p≪ q. The function α 7→ KKLα(p||q) is decreasing on [0, 1].

Proposition 2 shows that the regularized KKL shares a similar monotony behavior than the regularized,
or skewed, (standard) KL between probability distributions, as recalled in Appendix A.1. The proof
of Proposition 2 can be found in Appendix B.1. It relies on the positivity of the KKL divergence, and
the use of the identity [Ando, 1979]

Tr(Σp(log Σp − log Σq)) =

∫ +∞

0

Tr
(
Σp(Σp + βI)−1

)
− Tr

(
Σq(Σq + βI)−1

)
dβ, (3)

where I is the identity operator, that is used in all our proofs. We now fix α ∈]0, 1[ and provide a
quantitative result about the deviation of the regularized (or skewed) KKL to its original counterpart.

Proposition 3. Let p, q ∈ P(Rd). Assume that p≪ q and that dp
dq ⩽ 1

µ for some µ > 0. Then,

|KKLα(p||q)−KKL(p||q)| ⩽
(
α

(
1 +

1

µ

)
+

α2

1− α

(
1 +

1

µ2

))
|Tr (Σp log Σq) |. (4)

Proposition 3 recovers a similar quantitative bound than the one we can obtain for the standard KL
between probability distributions, see Appendix A.2; and state that the skewness of the regularized
KKL can be controlled by the regularization parameter α, especially when the latter is small. However,
the tools used to derive this inequality are completely different by nature than for the KL case. Its
complete proof can be found in Appendix B.2, but we provide here a sketch.

Sketch of proof. Let Γ = αΣp+(1−α)Σq . We write KKL(p||q)α−KKL(p||q) = TrΣp log Σq −
TrΣp log Γ that we write as (3). In order to upper bound this integral we use the operator equalities,
for two operators A and B, A−1 − B−1 = A−1(B − A)B−1 = A−1(B − A)A−1 − A−1(B −
A)B−1(B−A)A−1 which we apply to A = Γ+βI and B = Σq +βI . We then use the assumption
µΣp ≼ Σq and carefully apply upper bounds on positive semi-definite operators, using the matrix
inequality results from Appendix A.3, to conclude the proof.
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Statistical properties. We now focus on the regularized KKL for empirical measures and derive
finite-sample guarantees.

Proposition 4. Let p, q ∈ P(Rd). Assume that p ≪ q with dp
dq ⩽ 1

µ for some 0 < µ ⩽ 1 and
let α ⩽ 1

2 . We remind that φ(x) is the feature map of x ∈ Rd in the RKHS H. Assume also that
c =

∫ +∞
0

supx∈Rd⟨φ(x), (Σp+βI)−1φ(x)⟩2Hdβ is finite. Let p̂, q̂ supported on n, m i.i.d. samples
from p and q respectively. We have:

E|KKLα(p̂||q̂)−KKLα(p||q)| ⩽
35√
m ∧ n

1

αµ
(2
√
c+ log n)

+
1

m ∧ n

(
1 +

1

µ
+
c(24 log n)2

αµ2
(1 +

n

m ∧m
)

)
. (5)

Remark 5. It is possible to calculate a similar bound for the above proposition which does not
require the condition p≪ q. This bound, which can be found at the end of Appendix B.3.3, worsens
as α approaches 0 because it scales in O( 1

α2 ) instead of O( 1
α ) above.

The latter proposition extends significantly Bach [2022, Proposition 7] that provided an upper bound
on the entropy term only, i.e., the first term in (1):

E[|Tr(Σp̂ log Σp̂)− Tr(Σp log Σp)|] ⩽
1 + c(8 log n)2

n
+

17√
n
(2
√
c+ log n). (6)

Our bound (5) is explicit in the number of samples n,m for p̂, q̂, and for n = m we recover similar
terms as (6). Our contribution is to upper bound the cross term, i.e., the second term in (1), involving
both p and q. We do so by closely follow the proof of [Bach, 2022, Proposition 7] in order to bound
the cross terms difference. In consequence, our proof involves technical intermediate results, among
which concentration of sums of random self-adjoint operators, and estimation of degrees of freedom.
The proof of Proposition 4 can be found in Appendix B.3, but we provide here a sketch.

Sketch of proof. We denote Γ̂ = αΣp̂ + (1 − α)Σq̂ and Γ its population counterpart. In order to
bound the cross term we write TrΣp̂ log Γ̂ − TrΣp log Γ using (3). We split the integrals in three
terms, with respect to two parameters 0 < β0 < β1 that we introduce: (a) one for β between 0 and
β0, (b) one for β between β1 and infinity and (c) an intermediate one. The β0 quantity is chosen to
be dependent of m and n, so that it converge to zero as n and m go to infinity. This way, for (a)
the integral between 0 and β0 we simply have to bound TrΣp(Γ + βI)−1 and TrΣp̂(Γ̂ + βI)−1 by
constant or integrable quantities close to 0. Then, for (b), β1 is chosen so that it goes to infinity when
n and m go to infinity and (b) is bounded by 1/β1. Finally we upper bound finely enough (c) to
compensate for the fact that the bounds of the integrals tend towards 0 and infinity.

4 Time-discretized regularized KKL gradient flow

In this section, we show that the regularized KKL can be implemented in closed-form for discrete
measures, as well as its Wasserstein gradient, making its optimization tractable.

regularized KKL closed-form. We first describe how to compute the regularized KKL for (any,
not necessarily empirical) discrete measures in practice. This will be useful for the practical imple-
mentation of regularized KKL optimization coming next. We provide a closed-form for the latter,
involving kernel Gram matrices between supports of the discrete measures.
Proposition 6. Let p̂ = 1

n

∑n
i=1 δxi and q̂ = 1

m

∑m
j=1 δyj two discrete distributions. Define Kp̂ =

(k(xi, xj))
n
i,j=1 ∈ Rn×n, Kq̂ = (k(yi, yj))

m
i,j=1 ∈ Rm×m, Kp̂,q̂ = (k(xi, yj))

n,m
i,j=1 ∈ Rn×m. Then,

for any α ∈]0, 1[, we have:

KKLα(p̂||q̂) = Tr

(
1

n
Kp̂ log

1

n
Kp̂

)
− Tr (IαK log(K)) ,

where Iα =

(
1
αI 0
0 0

)
and K =

 α
nKp̂

√
α(1−α)

nm Kp̂,q̂√
α(1−α)

nm Kq̂,p̂
1−α
m Kq̂

 . (7)
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Proposition 6 extends non-trivially the result of Bach [2022, Proposition 6] that only provided a
closed-form for the entropy term Tr(Σp̂ log(Σp̂)), that corresponds to our first term in Equation (7).
Its complete proof can be found in Appendix B.4 but we provide here a sketch.

Sketch of proof. Our goal there is to derive a closed-form for the cross-term in p̂, q̂ of the KKL,
that is Tr(Σp̂ log(αΣp̂ + (1− α)Σq̂)). It is based on the observation that if we define ϕx =

(φ(x1), . . . , φ(xn))
∗ , ϕy = (φ(y1), . . . , φ(ym))∗ and ψ the concatenation of

√
α
nϕx and

√
1−α
m ϕy ,

then the covariance operators write Σp̂ = ψT Iαψ and αΣp̂ + (1−α)Σq̂ = ψTψ. Then, the matrices
Kp̂ and K write Kp̂ = ψIαψ

T and ψψT = K. Finally, we apply an intermediate result (Lemma 12)
to obtain the expression of log(αΣp̂ + (1− α)Σq̂) as a function of logK.

Gradient flow and closed-form for the derivatives. We now discuss how to optimize p 7→
KKLα(p||q) for a given target distribution q. For a given functional F : P2(Rd) → R+, a Wasserstein
gradient flow of F can be thought as an analog object to a Euclidean gradient flow in the metric
space (P2(Rd),W2) [Santambrogio, 2017], which defines a trajectory (pt)t≥0 in P2(Rd) following
the steepest descent for F with respect to the W2 distance. It can be characterized by a continuity
equation:

∂tpt +∇ · (pt∇F ′(pt)) = 0, (8)
where F ′(p) : Rd → R is the first variation of F at p ∈ P2(Rd). We recall that the first variation
at p ∈ P2(Rd) as defined in Ambrosio et al. [2005, Lemma 10.4.1] is defined, if it exists, as the
function F ′ : Rd → R such that

lim
ϵ→0

1

ϵ
F(p+ ϵξ)−F(p) =

∫
F ′(p)(x)dξ(x), (9)

for any ξ = q − p, q ∈ P2(Rd). To optimize KKLα, it is then natural to consider its Wasserstein
gradient flow and discretize it in time and space. Since KKLα is well-defined for discrete measures
p̂, q̂, we directly derive its first variation for this setting. Our next result yields a closed-form for the
first variation of the regularized KKL.

Proposition 7. Consider p̂, q̂ and the matrices Kp̂, K as defined in Proposition 6. Let g(x) = log x
x .

Then, the first variation of F = KKLα(·||q̂) at p̂ is, for any x ∈ Rd:

F ′(p̂)(x) = 1 + S(x)T g(Kp̂)S(x)− T (x)T g(K)T (x)− T (x)TAT (x), (10)
where

S(x) =

(
1√
n
k(x, x1), . . . ,

1√
n
k(x, xn)

)
, T (x) =

(√
α

n
k(x, x1), . . . ;

√
1− α

m
k(x, y1), . . .

)
,

and A =

n+m∑
j=1

∥aj∥2

ηj
cjc

T
j +

∑
j ̸=k

log ηj − log ηk
ηj − ηk

⟨aj ,ak⟩cjcTk ,

where (cj)j are the eigenvectors of K, and (aj)j the vectors of first n terms of (cj)j .

The proof of Proposition 7 can be found in Appendix B.5, we provide a sketch below.

Sketch of proof. Our proof deals separately with the entropy and the cross term, writing F = F1+F2.
Starting from the definition (9), we denote ∆ = εΣξ. For F1, we write F1(p̂ + εξ) − F1(p̂) =∑n

i=1 f(λi(Σp̂ +∆))− f(λi(Σp̂)). To write this term, we use the residual formula, which can be
used to differentiate eigenvalues of functions. Indeed, we can write, for an operator A with finite
number of positive eigenvalues,

∑
λ∈Λ(A) f(λ) =

∮
γ
f(z) Tr

(
(zI −A)−1

)
dz where γ is a loop in

C surrounding all the positive eigenvalues of A. Applying this to our case, if we choose γ such that it
surrounds both the eigenvalues of Σp̂ and of Σp̂+∆, we obtain

∑n
i=1 f(λi(Σp̂+∆))−f(λi(Σp̂)) =

1
2iπ

∮
γ
f(z) Tr

(
(zI − Σp̂ −∆)−1

)
− f(z) Tr

(
(zI − Σp̂)

−1
)
dz. Using the identity A−1 −B−1 =

A−1(B−A)A−1+o(B−A), the previous quantity becomes
∑n

i=1 f(λi(Σp̂+∆))−f(λi(Σp̂)) =
1

2iπ

∮
γ

∑n
k=1

f(z)
(z−λk)2

dzTr(f∗kfk∆)+ o(ε). Under the integral we recognise a holomorphic function
with isolated singularities and we can therefore apply the residue formula again. Concerning F2, we
proceed in the same way, with the difference that as we have a cross term, eigenvectors will appear in
the calculation and in the final result.
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Leveraging the analytical form for the first variation given by Proposition 7, the Wasserstein gradient
of F = KKLα(·||q̂) at p is given by ∇F ′(p) : Rd → Rd by taking the gradient with respect to x in
Equation (10). Notice that the latter only involves derivatives with respect to the kernel k, and can
be computed in O((n+m)3) due to the singular value decomposition of the matrix K defined in
Proposition 6.

Starting from some initial distribution p0, and for some given step-size γ > 0, a forward (or explicit)
time-discretization of (8) corresponds to the Wasserstein gradient descent algorithm, and can be
written at each discrete time iteration l ≥ 1 as:

pl+1 = (Id−γ∇F ′(pl))#pl (11)

where Id is the identity map in L2(pl) and # denotes the pushforward operation. For discrete
measures µn = 1/n

∑n
i=1 δxi , we can define F (Xn) := F(pn) where Xn = (x1, . . . , xn), since the

functional F is well defined for discrete measures. The Wasserstein gradient flow of F (8) becomes
the standard Euclidean gradient flow of the particle based function F . Furthermore, Wasserstein
gradient descent (11) writes as Euclidean gradient descent on the position of the particles.

5 Related work

Divergences based on kernels embeddings. Kernels have been used extensively to design useful
distances or divergences between probability distributions, as they provide several ways to represent
probability distributions, e.g., through their kernel mean or covariance embeddings. The Maximum
Mean Discrepancy (MMD) [Gretton et al., 2012] is maybe the most famous one. It is defined
as the RKHS norm of the difference between the mean embeddings mp :=

∫
k(x, ·)dp(x) and

mq :=
∫
k(x, ·)dq(x), i.e., MMD(p∥q) = ∥mp −mq∥H. When k is characteristic, MMD(p∥q) = 0

if and only if p = q [Sriperumbudur et al., 2010]. MMD belongs to the family of integral probability
metrics [Müller, 1997] as it can be written as MMD(p∥q) = supf∈H,∥f∥H≤1 Ep[f(X)]−Eq[f(X)].
Alternatively, it can be seen as an L2-distance between kernel density estimators. It became popular
in statistics and machine learning through its applications in two-sample test [Gretton et al., 2012], or
more recently in generative modeling [Bińkowski et al., 2018].

However, kernel mean embeddings are not the only way (and maybe not the most expressive) to
represent probability distributions. For instance, MMD may not be discriminative enough when the
distributions differ only in their higher-order moments but have the same mean embedding. For this
reason, several works have resorted to test statistics that incorporate the kernel covariance operator
of the probability distributions. For instance, Harchaoui et al. [2007] construct a test statistic that
resembles and regularizes the MMD(p∥q) by incorporating covariance operators (more precisely,
∥(Σ p+q

2
+ βI)−1(mp −mq)∥H) yielding in some sense a chi-square divergence between the two

distributions. This work has been recently generalized in Hagrass et al. [2022] to more general
spectral regularizations, and in Chen et al. [2024] with a different covariance operator. A similar
regularized MMD statistic is employed by Balasubramanian et al. [2021], Hagrass et al. [2023] in the
context of the goodness-of-fit test.

Kernel variational approximation of the KL. An alternative use of kernels to compute probability
divergences is through approximation of variational formulations of f -divergences [Nguyen et al.,
2010, Birrell et al., 2022b] of which KL-divergence is an example. Indeed, the KL divergence between
p and q writes supg∈Mb

∫
gdp−

∫
egdq whereMb denotes the set of all bounded measurable functions

on Rd. For instance, Glaser et al. [2021] consider a variational formulation of the KL divergence
restricted to RKHS functions, namely the KALE divergence:

KALE(p||q) = (1 + λ)max
g∈H

∫
gdp−

∫
egdq − λ

2
∥g∥2H. (12)

Recently, Neumayer et al. [2024] extended the latter work and studied kernelized variational formula-
tion of general f -divergences, referred to as Moreau envelopes of f-divergences in RKHS, including
the KALE as a particular case. They prove that these functionals are lower semi-continuous, and that
their Wasserstein gradient flows are well defined for smooth kernels (i.e., the functionals are λ-convex,
and the subdifferential contains a single element). However, the KALE does not have a closed form
expression (in constrast to the kernelized variational formulation of chi-square, which writes as a
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regularized MMD, see [Chen et al., 2024]). For discrete distributions p and q supported on n atoms,
the KALE divergence can be written a strongly convex n-dimensional problem, and can be solved
using standard Euclidean optimization methods. Still, this makes the simulation of KALE Wasserstein
gradient flow (e.g., gradient descent on the positions of particles) computationally demanding, as it
requires solving an inner optimization problem at each iteration. This inner optimization problem
is solved calling another optimization algorithm. Glaser et al. [2021] use various methods in their
experiments, including Newton’s method (that scales as O(n3) due to the matrix inversion), or less
computationally demanding ones such as gradient descent (GD) or coordinate descent. For large
values of the regularization parameter λ, using plain GD works reasonably well, but for small values
of λ, the problem becomes quite ill-conditioned and GD needs to be run with smaller step-sizes.
Moreover, as KALE (and its gradient) are not available in closed-form, they cannot be used with fast
and hyperparameter-free methods, such as L-BFGS [Liu and Nocedal, 1989] which requires exact
gradients. This contrasts with our regularized KKL divergence and its gradient, which are available
in closed-form. In our experiments, we will investigate further the relative performance of KALE and
KKL.

6 Experiments

In this section, we illustrate the validity of our theoretical results and the performance of gradient
descent for the regularized KKL. In all our experiments, we consider Gaussian kernels k(x, y) =
exp
(
−∥x−y∥2

σ2

)
where σ denotes the bandwith. Our code is available on the github repository

https://github.com/clementinechazal/KKL-divergence-gradient-flows.git.

0 250 500 750 1000
number of particules

0

2

4

6

8

KK
L

(p
||q

)

=  1e-06
=  1e-05
=  0.0001
=  0.001
=  0.01
=  0.1
=  0.5

Figure 1: Concentration of empirical KKLα

for d = 10, σ = 10, p, q Gaussians.

Illustrations of skewness and concentration of
the KKL. We first illustrate our results of Proposi-
tion 3 and Proposition 4, i.e. the skewness and con-
centration properties of KKLα. We investigate these
properties for various settings of p, q two fixed prob-
ability distributions on Rd, varying the choice of α,
dimension d, and distributions p, q. We consider em-
pirical measures p̂, q̂ supported on n i.i.d. samples
of p, q (in this section we take the same number of
samples for both distributions, i.e., n = m in the
notations of Section 3), and we observe the concen-
tration of KKLα(p̂, q̂) around its population limit as
the number of samples n (particles) go to infinity.

Each time, we plot the results obtained over 50 runs,
randomizing the samples drawn from each distribu-
tion. Thick lines represent the average value over
these multiple runs. We represent the dependence
in α and n in dimension 10 in Figure 1, for p, q anisotropic Gaussian distributions with different
means and variances. Alternative settings and additional results are deferred to the Appendix C,
such as different distributions (e.g. a Gaussian p versus an Exponential q) , as well as the dimension
dependence for a fixed α. We can clearly see in Figure 1 the monotony of KKLα with respect to
α (as stated in Proposition 2) and the concentration of the empirical KKLα around its population
version, which happens faster for a larger value of α, as predicted by our finite-sample bounds in
Proposition 4.

Sampling with KKL gradient descent. Finally, we study the performance of KKL gradient
descent in practice, as described in Section 4. We consider two settings already used by Glaser et al.
[2021] for KALE gradient flow, reflecting different topological properties for the source-target pair: a
pair with a target supported on a hypersurface (zero volume support) and a pair with disjoint supports
of positive volume. Alternative settings, e.g. Gaussians source and mixture of Gaussians target that
are pairs of distributions with a positive density supported on Rd, are deferred to Appendix C. We
also report there additional plots related to the experiments of this section.

We have treated α as a hyperparameter here, and in this section for simplicity of notations we refer to
KKL as the objective functional. As both KKL and its gradient can be explicitly computed, one can
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implement descent either using a constant step-size, or through a quasi-Newton algorithm such as
L-BFGS [Liu and Nocedal, 1989]. The latter is often faster and more robust than the conventional
gradient descent and does not require choosing critical hyper-parameters, such as a learning rate,
since L-BFGS performs a line-search to find suitable step-sizes. It only requires a tolerance parameter
on the norm of the gradient, which is in practice set to machine precision. In contrast, as said in the
previous section, the KALE and its gradient are not available in closed-form.

The first example is a target distribution q supported (and uniformly distributed) on a lower-
dimensional surface that defines three non-overlapping rings, see Figure 2. The initial source
is a Gaussian distribution with a mean in the vicinity of the target q. We compare Wasserstein gradient
descent of KKL, Maximum Mean Discrepancy [Arbel et al., 2019] and KALE [Glaser et al., 2021],
using the code provided in these references. For each method, we choose a bandwith σ = 0.1,
and we optimize the step-size for each method, and sample n = 100 points from the source and
target distribution. Our method is robust to the choice of α and generally performs very well on this
example, as shown in Figure 2. We can notice that since MMD is not sensitive to the difference of
support between p and q, the particles may leave the rings; while for the regularized KKL flow, as
for KALE flow, the particles follow closely the support of the target distribution.

The second example consists of a source and target pair p, q that are supported on disjoint subsets,
each with a finite, positive volume, in contrast with the previous example. The source and the target
are uniform supported on a heart and a spiral respectively. We again run MMD, KALE and KKL
gradient descent. In this example, both KKL and KALE recover the spiral shape, much before the
MMD flow trajectory; but both have a harder time recovering outliers, disconnected from the main
support of the spiral.

KALE

T=0 T=2 T=30 T=60

MMD

KKL

Figure 2: MMD, KALE and KKL flow for 3 rings target.

kale_0001

T=0 T=10 T=30 T=60 T=99

MMD

target

KKL

Figure 3: Shape transfer

7 Conclusion

In this work, we investigated the properties of the recently introduced Kernel Kullback-Leibler (KKL)
divergence as a tool for comparing probability distributions. We provided several theoretical results,
among which quantitative bounds on the deviation from the regularized KKL to the original one, and
finite-sample guarantees for empirical measures, that are validated by our numerical experiments.
We also derived a closed-form and computable expression for the regularized KKL as well as its
derivatives, enabling to implement (Wasserstein) gradient descent for this objective. Our experiments
validate the use of KKL as a tool to compare discrete measures, as its gradient flow is much better
behaved than the one of Maximum Mean Discrepancy which relies only on mean (first moments)
embeddings of probability distributions. It can also be computed in closed-form, in contrast to the
KALE divergence introduced recently in the literature, and can benefit from fast and hyperparameter-
free methods such as L-BFGS.

While our study has advanced our understanding of the KKL divergence, several limitations must be
acknowledged. Firstly, theoretical guarantees for the convergence of the KKL flow remain unestab-
lished. Secondly, reducing the computational cost is crucial for practical applications. Investigating
the use of random features presents a promising avenue for making the computations more efficient.
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A Additional Background

A.1 Monotonicity of the KLα divergence

Proposition 8. The function α 7→ KL(p||αp+ (1− α)q) is decreasing on [0, 1].

Proof. Let 0 < α′ < α < 1,

KL(p||αp+ (1− α)q)−KL(p||α′p+ (1− α′)q)

=

∫
(log(q + α′(p− q))− log(q + α(p− q)))dp

=

∫
(log(q + α′(p− q))− log(q + α(p− q)))(αdp+ (1− α)dq)

+ (1− α)

∫
(log(q + α′(p− q))− log(q + α(p− q)))(dp− dq)

We have
∫
(log(q + α′(p− q)) − log(q + α(p− q)))(αdp + (1 − α)dq) = −KL(αp + (1 −

α)q)||α′p + (1 − α′)q) ⩽ 0. For the second term, note that because of the increasing nature
of the log, for the points for which p − q > 0, log(q + α′(p− q)) ⩽ log(q + α(p− q)) and vice
versa. Hence

(1− α)

∫
(log(q + α′(p− q))− log(q + α(p− q)))(dp− dq) ⩽ 0.

This concludes the proof.

A.2 Skewness of the KLα divergence

Proposition 9. Suppose that dp/dq ⩽ 1
µ ,

|KL(p||αp+ (1− α)q)−KL(p||q)| ⩽
(
α

(
1 +

1

µ

)
+

α2

1− α

(
1 +

1

µ2

))∫
log qdp

Proof. First, we have

|KL(p||αp+ (1− α)q)−KL(p||q) ≤
∫

|(log q − log(q + α(p− q)))| dp.

Now, we remind the following identity which is the real-valued analog of Equation (3). Let x, y > 0,

log x− log y =

∫ ∞

0

(
1

y + β
− 1

x+ β

)
dβ.

Hence,

log q − log(q + α(p− q)) =

∫ +∞

0

(
1

q + α(p− q) + β
− 1

q + β

)
dβ

=

∫ +∞

0

(
(q + β)2

(q + β)2(q + α(p− q) + β)
− (q + α(p− q) + β)(q + β)

(q + β)2(q + α(p− q) + β)

)
dβ

=

∫ +∞

0

(
−α(p− q)(q + β)

(q + β)2(q + α(p− q) + β)

)
dβ

=

∫ +∞

0

(
−α2(p− q)2 − α(p− q)(q + α(p− q) + β)

(q + β)2(q + α(p− q) + β)

)
dβ

= α2

∫ +∞

0

(
p− q

q + β

)2
1

q + α(p− q) + β
dβ − α

∫ +∞

0

p− q

(q + β)2
dβ.

(13)
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The first term in (13) can be bounded as∣∣∣∣α ∫ +∞

0

p− q

(q + β)2
dβ

∣∣∣∣ ≤ α

∫ +∞

0

p

(q + β)2
dβ + α

∫ +∞

0

q

(q + β)2
dβ

≤ α

∫ +∞

0

1

µ(q + β)
dβ + α

∫ +∞

0

1

(q + β)
dβ

≤ α

(
1

µ
+ 1

)
log q.

where the penultimate inequality uses q ⩾ µp for the first term. The second term in (13) can be
bounded similarly as:

α2

∫ +∞

0

(
p− q

q + β

)2
1

q + β + α(p− q)
dβ ⩽ α2

∫ +∞

0

p2 + q2

(q + β)2
1

q + β + α(p− q)
dβ

⩽
α2

1− α

(
1

µ2
+ 1

)
log q.

Finally,

|KL(p||αp+ (1− α)q)−KL(p||q)| ⩽
(
α

(
1 +

1

µ

)
+

α2

1− α

(
1 +

1

µ2

))∫
log q dp.

A.3 Background operator monotony

We recall here results about matrix and operator monotony, that we extensively use
in all our proofs. These are set out in the blog post https://francisbach.com/
matrix-monotony-and-convexity/, see [Bhatia, 2009] for a more complete reference. For
2 operators A and B in H, we denote A ≼ B the operators inequality in the sense : ∀x ∈ H,
x∗Ax ⩽ x∗Bx. Let S being the set of symmetric operators and S+ the set of symmetric positive
operators. We have

i) If A,B ∈ S,X another operator in H, A ≼ B ⇒ X∗AX ≼ X∗BX .

ii) If A,B ∈ S, M ≽ 0, A ≼ B ⇒ Tr(AM) ⩽ Tr(BM).

iii) If B is invertible, A ≼ B ⇒ B−1/2AB−1/2 ≼ I .

iv) If B ∈ S, B∗B ≼ I ⇒ BB∗ ≼ I .

v) If A,B ∈ S+, A ≼ B ⇒ A1/2 ≼ B1/2.

vi) If A,B ∈ S+ and are invertible, A ≼ B ⇒ B−1 ≼ A−1.

B Proofs

B.1 Proof of Proposition 2

Let 0 < α′ < α. We have:

KKLα(p||q)−KKLα′(p||q)
= TrΣp log (Σq + α′(Σp − Σq))− TrΣp log (Σq + α(Σp − Σq))

= Tr (αΣp + (1− α)Σq) log (Σq + α′(Σp − Σq))− Tr (αΣp + (1− α)Σq) log (Σq + α(Σp − Σq))

+ (1− α) Tr(Σp − Σq) [log(Σq + α′(Σp − Σq))− log(Σq + α(Σp − Σq))] . (14)

For the first term in (14), we recognize

Tr(αΣp + (1− α)Σq) log(Σq + α′(Σp − Σq))−Tr(αΣp + (1− α)Σq) log(Σq + α(Σp − Σq))

= −KKL(αp+ (1− α)q||α′p+ (1− α′)q) ⩽ 0.
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For the second term in (14), we write

(1− α) Tr(Σp − Σq) [log(Σq + α′(Σp − Σq)) 9 log(Σq + α(Σp − Σq))]

=(1− α)

∫ +∞

0

Tr(Σp − Σq)
(
(Σq + βI + α(Σp − Σq))

−1 − (Σq + βI + α′(Σp − Σq))
−1
)
dβ

=(1− α)(α′ − α)×∫ +∞

0

Tr(Σp − Σq)(Σq + βI + α(Σp − Σq))
−1(Σp − Σq)(Σq + βI + α′(Σp − Σq))

−1dβ,

where the last equality uses A−1 −B−1 = A−1(B −A)B−1. The term under the integral writes as
(AX)TAX , where A = (Σq + βI + α(Σp − Σq))

−1 and X = Σp − Σq , hence it is positive. Then,
knowing that (1− α)(α′ − α) ⩽ 0, we conclude that the second term in (14) is negative. Finally,

KKLα(p||q)−KKLα′(p||q) ⩽ 0.

B.2 Proof of Proposition 3

This proof makes repeated use of the results about matrix monotony, some of which we recall in
Appendix A.3. The reader may refer to Appendix A.2 for analog computations in the KL case. We
denote Γ = αΣp + (1− α)Σq = Σq + α(Σp −Σq). We write using direct integration [Ando, 1979]

KKL(p||q)−KKLα(p||q) = TrΣp log Σq − TrΣp log Γ

=

∫ +∞

0

(
TrΣp(Γ + βI)−1 − TrΣp(Σq + βI)−1

)
dβ

= α

∫ +∞

0

TrΣp(Σq + βI)−1(Σq − Σp)(Σq + βI)−1dβ

− α2

∫ +∞

0

TrΣp(Σq + βI)−1(Σq − Σp)(Γ + βI)−1(Σq − Σp)(Σq + βI)−1dβ

:= (a)− (b).

We will first upper bound (a) in absolute value, since it is not necessarily positive. We first bound

(Σq + βI)−1Σq(Σq + βI)−1 ≼ (Σq + βI)−1 and (Σq + βI)−1Σp(Σq + βI)−1 ≼
1

µ
(Σq + βI)−1,

where we used for the second term the matrix inequalities Σp ≼ 1
µΣq . Hence, we have

|TrΣp(Σq + βI)−1(Σq − Σp)(Σq + βI)−1| = |TrΣ
1
2
p (Σq + βI)−1(Σq − Σp)(Σq + βI)−1Σ

1
2
p |

⩽ TrΣ
1
2
p (Σq + βI)−1Σq(Σq + βI)−1Σ

1
2
p +TrΣ

1
2
p (Σq + βI)−1Σp(Σq + βI)−1Σ

1
2
p

⩽ TrΣ
1
2
p (Σq + βI)−1Σ

1
2
p +

1

µ
TrΣ

1
2
p (Σq + βI)−1Σ

1
2
p

=

(
1 +

1

µ

)
TrΣp(Σq + βI)−1.

We can then upper bound |(a)| as:∣∣∣∣α ∫ +∞

0

TrΣp(Σq + βI)−1(Σq − Σp)(Σq + βI)−1dβ

∣∣∣∣ ⩽ α

(
1 +

1

µ

)
|TrΣp log Σq|.

We now turn to (b) which we can upper bound without absolute value since it is a positive term.
Since Γ ≽ (1− α)Σq , α ∈ [0, 1] and we are dealing with p.s.d. operators, we can bound the inverse
as (Γ + βI)−1 ≼ 1

1−α (Σq +
β

1−αI)
−1 ≼ 1

1−α (Σq + βI)−1 and so, using Tr(AM) ≤ Tr(BM) for
A ≼ B and M ≽ 0, we have:

TrΣp(Σq + βI)−1(Σq − Σp)(Γ + βI)−1(Σq − Σp)(Σq + βI)−1

⩽
1

1− α
TrΣp(Σq + βI)−1(Σq − Σp)(Σq + βI)−1(Σq − Σp)(Σq + βI)−1.
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We will split the r.h.s. of the previous inequality in four terms, involving twice Σq, two cross terms
(bounded similarly) with Σp,Σq and twice Σp. We have for the first one:

TrΣ
1
2
p (Σq + βI)−1Σq(Σq + βI)−1Σq(Σq + βI)−1Σ

1
2
p ⩽ TrΣ

1
2
p (Σq + βI)−1Σq(Σq + βI)−1Σ

1
2
p

⩽ TrΣp(Σq + βI)−1.

For the cross-term we have:

−TrΣp(Σq + βI)−1Σp(Σq + βI)−1Σq(Σq + βI)−1 ⩽ 0.

and for the last term we have:

TrΣp(Σq + βI)−1Σp(Σq + βI)−1Σp(Σq + βI)−1 ⩽
1

µ2
TrΣp(Σq + βI)−1.

Finally, combining our bounds for the terms in (b) and integrating with respect to β, we get

α2

∫ +∞

0

TrΣp(Σq + βI)−1(Σq − Σp)(Γ + βI)−1(Σq − Σp)(Σq + βI)−1dβ

⩽
α2

1− α

(
1 +

1

µ2

)
TrΣp log Σq.

Adding the bounds on (a) and (b) concludes the proof.

B.3 Proof of Proposition 4

B.3.1 Intermediate result 1: Concentration of sums of random self-adjoint operators

Lemma 10. Assume the conditions of Proposition 4 hold. Denote Γ̂ = αΣp̂ + (1 − α)Σq̂ and
Γ its population counterpart. Let β > 0, D = (Γ + βI)−

1
2 (Γ̂ − Γ)(Γ + βI)−

1
2 and C(β) =

supx∈Rd⟨φ(x), (Σp + βI)−1φ(x)⟩H . Then, for 0 < u < 1,

P(λmax(D) > u) ⩽
2

µ
C(β)

(
1 +

48

u4(m ∧ n)

(
C(β)

µ
+
u

6

)2
)
exp

(
− (m ∧ n)u2

8(C(β)
µ + u

6 )

)

where λmax(D) is the maximal eigenvalue of (D2)1/2.

Proof. Denoting

Xi = (Γ+ βI)−1/2φ(xi)φ(xi)
∗(Γ + βI)−1/2 and Yj = (Γ+ βI)−1/2φ(yj)φ(yj)

∗(Γ + βI)−1/2,

we have (Γ + βI)−1/2Σp(Γ + βI)−1/2 = E[X], (Γ + βI)−1/2Σq(Γ + βI)−1/2 = E[Y ] and so
(Γ + βI)−1/2Γ(Γ + βI)−1/2 = αE[X] + (1− α)E[Y ]. We can thus write

D =
α

n

n∑
i=1

(Xi − E[X]) +
1− α

m

m∑
j=1

(Yj − E[Y ]).

However, for two operators A and B we have ∥A + B∥op ⩽ ∥A∥op + ∥B∥op which means that
λmax(A+B) ⩽ λmax(A) + λmax(B). Then,

λmax(D) ⩽ λmax

(
1

n

n∑
i=1

αXi − E[αX]

)
+ λmax

 1

m

m∑
j=1

(1− α)Yj − E[(1− α)Y ]

 ,

which is equivalent to

λmax(D) ⩽ λmax

(
α(Γ + βI)−

1
2 (Σp̂ − Σp)(Γ + βI)−

1
2

)
+ λmax

(
(1− α)(Γ + βI)−

1
2 (Σq̂ − Σq)(Γ + βI)−

1
2

)
.
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The quantities λmax (Dp) := λmax

(
α(Γ + βI)−

1
2 (Σp̂ − Σp)(Γ + βI)−

1
2

)
and λmax (Dq) :=

λmax

(
(1− α)(Γ + βI)−

1
2 (Σq̂ − Σq)(Γ + βI)−

1
2

)
are positive so

P (λmax(D) > u) ⩽ P
(
λmax (Dp) >

u

2

)
+ P

(
λmax (Dq) >

u

2

)
.

Then Bach [2022, Lemma 2] can be applied twice to φ̃(x) =
√
α(Γ + βI)−1/2φ(x) and to

˜̃φ(y) =
√
(1− α)(Γ + βI)−1/2φ(y).

For the term with Dp,

∥φ̃(x)∥2H = ∥
√
α(Γ + βI)−1/2φ(x)∥2H = α⟨φ(x), (Γ + βI)−1φ(x)⟩H

⩽ ⟨φ(x), (Σp + βI)−1φ(x)⟩H ⩽ C(β),

where we used Γ ≽ αΣp and define C(β) = supx∈Rd⟨φ(x), (Σp + βI)−1φ(x)⟩H. Using the same
inequality, we also obtain

Tr(Γ + βI)
−1/2

αΣp(Γ + βI)−1/2 ⩽ Tr(Σp + βI)
−1/2

Σp(Σp + βI)−1/2

= TrΣp(Σp + βI)−1

=

∫
⟨φ(x)(Σp + βI)−1φ(x)⟩Hdp(x) ⩽ C(β),

and
λmax((Γ + βI)−1/2αΣp(Γ + βI)−1/2) = ∥(Γ + βI)−1/2αΣp(Γ + βI)−1/2∥op ⩽ 1.

Then,

P
(
λmax (Dp) >

u

2

)
⩽ C(β)

(
1 +

48

u4n2

(
C(β) +

u

6

)2)
exp

(
− nu2

8(C(β) + u
6 )

)
.

For the term with Dq, using the matrix inequalities Γ ≽ (1 − α)Σq and Σq ≽ µΣp, with similar
computations we get

∥ ˜̃φ(y)∥2H ⩽
1

µ
C(β), Tr(Γ + βI)

−1/2
(1− α)Σq(Γ + βI)−1/2 ⩽

1

µ
C(β),

and λmax

(
(Γ + βI)−1/2(1− α)Σq(Γ + βI)−1/2

)
⩽ 1.

Then,

P
(
λmax (Dq) >

u

2

)
⩽
C(β)

µ

(
1 +

48

u4m

(
C(β)

µ
+
u

6

)2
)
exp

(
− mu2

8(C(β)
µ + u

6 )

)
.

We can combine both results on Dp and Dq and use µ ≤ 1 to get

P (λmax(D) > u) ⩽
2

µ
C(β)

(
1 +

48

u4(m ∧ n)2

(
C(β)

µ
+
u

6

)2
)
exp

(
− (m ∧ n)u2

8(C(β)
µ + u

6 )

)
.

B.3.2 Intermediate result 2: Degrees of freedom estimation

The Proposition below adapts the proof of Bach [2022, Proposition 15] to bound the cross terms
between the empirical covariance operators of p and αp+ (1− α)q.
Proposition 11 (Estimation of skewed degrees of freedom). Assume the conditions of Proposition 4
hold. Denote Γ̂ = αΣp̂ + (1− α)Σq̂ and Γ its population counterpart. We have:∣∣∣E [TrΣp(Γ + βI)−1 − TrΣp̂(Γ̂ + βI)−1

]∣∣∣
⩽

(
12

αµ
n exp

(
− m ∧ n
16C(β)

)
+

6

µ

√(
1

n
+

1

m

))
C(β) +

28

αµ2

(
1

n
+

1

m

)
C(β)2. (15)

where C(β) = supx∈Rd⟨φ(x), (Σp + βI)−1φ(x)⟩H is supposed to be inferior to µ(m∧n)
24 .
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Proof. We will denote

A := TrΣp(Γ + βI)−1 − TrΣp̂(Γ̂ + βI)−1

= Tr(Σp − Σp̂)(Γ + βI)−1 +TrΣp̂(Γ + βI)−1(Γ− Γ̂)(Γ̂ + βI)−1. (16)

In expectation, the first term in (16) can be upper-bounded as follows, using that
Tr
(
(Σp − Σp̂)(Γ + βI)−1

)
is the sum of zero-mean random variables:

|ETr(Σp − Σp̂)(Γ + βI)−1| ⩽
√
E[(Tr(Σp − Σp̂)(Γ + βI)−1)2]

=

√
1

n
Var[⟨φ(x), (Γ + βI)−1φ(x)⟩H]

⩽

√
1

n
E[⟨φ(x), (Γ + βI)−1φ(x)⟩2H]

⩽
1

µ(1− α)

√
1

n
E[⟨φ(x), (Σp +

β

µ(1− α)
I)−1φ(x)⟩2H]

⩽

√
1

n

1

µ(1− α)
C

(
β

µ(1− α)

)
⩽

√
1

n

2

µ
C(β), (17)

where the third inequality uses Γ ≽ (1− α)Σq ≽ µ(1− α)Σp and the fourth uses the definition of
C(β) for β > 0. The last inequality is due to the facts that α ⩽ 1

2 and so 1
1−α ⩽ 2, and also that µ ⩽ 1

so β
µ(1−α) ⩾ β and because β 7→ C is non increasing on ]0,+∞[, we have C

(
β

µ(1−α)

)
⩽ C(β).

These simplifications are used many times in this proof.

The second term in (16) can be written as follows. Consider D = (Γ + βI)−
1
2 (Γ− Γ̂)(Γ + βI)−

1
2

defined in Lemma 10 and consider the case where λmax(D) ⩽ u < 1. Then D ≺ I . Using the
identity D(I −D)−1 = D(I −D)−1(D + I −D), as in the proof of [Rudi and Rosasco, 2017], we
can write

B := TrΣp̂(Γ + βI)−1(Γ− Γ̂)(Γ̂ + βI)−1

= TrΣp̂(Γ + βI)−
1
2D(I −D)−1(Γ + βI)−

1
2

= TrΣp̂(Γ + βI)−
1
2D(I −D)−1D(Γ + βI)−

1
2 +TrΣp̂(Γ + βI)−

1
2D(Γ + βI)−

1
2 . (18)

We have for the first term in (18), using Γ̂ ≽ αΣp̂:

TrΣp̂(Γ + βI)−
1
2D(Γ + βI)−

1
2 = TrD

1
2 (Γ + βI)−

1
2Σp̂(Γ + βI)−

1
2D

1
2

⩽
1

α
TrD

1
2 (Γ + βI)−

1
2 Γ̂(Γ + βI)−

1
2D

1
2 ,

and, by the definition of D above,

−λmax(D)I ≼ (Γ + βI)−
1
2 (Γ− Γ̂)(Γ + βI)−

1
2 ≼ λmax(D)I

where λmax(D) is the absolute value of the maximal eigenvalue of (D2)
1
2 . So

(Γ + βI)−
1
2 Γ̂(Γ + βI)−

1
2 ≼ (λmax(D) + 1)I. (19)

In this case,
1

α
TrD

1
2 (Γ + βI)−

1
2 Γ̂(Γ + βI)−

1
2D

1
2 ⩽

1 + λmax(D)

α
TrD. (20)
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Still considering that λmax(D) < 1 we have for the second term in (18):

TrΣp̂(Γ + βI)−
1
2D(I −D)−1D(Γ + βI)−

1
2

⩽ ∥(Γ + βI)−
1
2Σp̂(Γ + βI)−

1
2 ∥op Tr

(
D2(I −D)−1

)
⩽

1 + λmax(D)

α
∥(I −D)−1∥op TrD2

=
1 + λmax(D)

α(1− λmax(D))
TrD2, (21)

where in the second inequality we used Σp̂ ≼ 1
α Γ̂ and (19). Let 0 < u < 1. Combining (17), (20)

and (21), we have:

|A| = 1λmax(D)>u|A|+ 1λmax(D)⩽u|A|

⩽ 1λmax(D)>u|A|+ 1λmax(D)⩽u

(
1 + u

α(1− u)
TrD2 +

1 + u

α
TrD +

√
1

n

2

µ
C(β)

)

⩽ 1λmax(D)>u|A|+
1 + u

α(1− u)
TrD2 +

1 + u

α
TrD +

√
1

n

2

µ
C(β). (22)

We now bound the first term of (22) by upperbounding, going back to the formula given in (16). Using
Γ ≽ µ(1−α)Σp, the term TrΣp(Γ+βI)

−1 is bounded by 1
µ(1−α)C

(
β

µ(1−α)

)
⩽ 2

µC(β) ⩽
n∧m
12 by

hypothesis. And with Γ̂ ≽ 1
αΣp̂, we have both TrΣp̂(Γ̂ + βI)−1 ⩽ 1

α TrΣp̂(Σp̂ +
β
αI)

−1 ⩽ n
α and

TrΣp(Γ+βI)−1 ⩽ 1
(1−α)µC(β) ⩽

2
µC(β) ⩽

n∧m
12 . Then, almost surely, |A| ⩽ max

{
n
α ,

n∧m
12

}
⩽

2n
α . Then, (22) becomes:

E|A| ⩽ P(λmax(D) > u)
2n

α
+ E

[
1 + u

α(1− u)
TrD2 +

1 + u

α
TrD

]
+

√
1

n

2

µ
C(β).

With Lemma 10 we have

P(λmax(D) > u) ⩽
2

µ
C(β)

(
1 +

48

u4(m ∧ n)2

(
C(β)

µ
+
u

6

)2
)
exp

(
− (m ∧ n)u2

8(C(β)
µ + u

6 )

)
.

Using the hypothesis that C(β) ⩽ µ(n∧m)
24 ,

E|A| ⩽ 4n

µα
C(β)

(
1 +

48

u4(m ∧ n)2
(m ∧ n

24
+
u

6

)2)
exp

(
− (m ∧ n)u2

8(C(β)
µ + u

6 )

)

+ E
[

1 + u

α(1− u)
TrD2 +

1 + u

α
TrD

]
+

√
1

n

2

µ
C(β). (23)

We now turn to bounding E[TrD]. We have

E[TrD] ⩽

√
E[(Tr(Γ + βI)

− 1
2 (Γ− Γ̂)(Γ + βI)−

1
2 )2] (24)

and denoting

Xi = Tr(Γ + βI)
− 1

2 (Γ− φ(xi)φ(xi)
∗)(Γ + βI)−

1
2 ,

Yj = Tr(Γ + βI)
− 1

2 (Γ− φ(yj)φ(yj)
∗)(Γ + βI)−

1
2 ,

we have

E[(Tr(Γ + βI)−
1
2 (Γ− Γ̂)(Γ + βI)−

1
2 )2] =

α2

n2

n∑
i,k=1

E[(E[X]−Xi)× (E[X]−Xk)]

+
(1− α)2

m2

m∑
j,l=1

E[E[Y ]− Yj)(E[Y ]− Yl)] +
α(1− α)

nm

∑
i,j

E[(E[X]−Xi)(E[Y ]− Yj).
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The variables X1, ..., Xn, Y1, ..., Ym are independent so we get

E[(Tr(Γ + βI)
− 1

2 (Γ− Γ̂)(Γ + βI)−
1
2 )2]

=
α2

n2

n∑
i,k=1

E[XiXk] +
(1− α)2

m2

n∑
j,l=1

E[YjYk] +
α(1− α)

nm

n∑
i,j=1

E[XiYj ]

=
α2

n
E[X2] +

α2(n− 1)

n
E[X]2 +

(1− α)2

m
E[Y 2] +

(1− α)2(m− 1)

m
E[Y ]2

+ 2α(1− α)E[X]E[Y ]

=
α2

n
(E[X2]− E[X]2) +

(1− α)2

m
(E[Y 2]− E[Y ]2) + (αE[X] + (1− α)E[Y ])2

=
α2

n
Var[X] +

(1− α)2

m
Var[Y ].

The last equality is due to E[αφ(x)φ(x)∗ + (1− α)φ(y)φ(y)∗] = 0. We have

Var[X] = Var[Tr(Γ + βI)
− 1

2 (Γ− φ(x)φ(x)∗)(Γ + βI)−
1
2 ]

= Var[Tr(Γ + βI)
− 1

2φ(x)φ(x)∗(Γ + βI)−
1
2 ]

⩽ E[(Tr(Γ + βI)
− 1

2φ(x)φ(x)∗(Γ + βI)−
1
2 )2]

= E[(⟨φ(x), (Γ + βI)−1φ(x)⟩2H]

and the equivalent inequality is also verified for Y . Then,

E[(Tr(Γ + βI)
− 1

2 (Γ− Γ̂)(Γ + βI)−
1
2 )2]

⩽
α2

n
E[⟨φ(x), (Γ + βI)−1φ(x)⟩2H] +

(1− α)2

m
E[⟨φ(y), (Γ + βI)−1φ(y)⟩2H]

⩽
1

µ2(1− α)2
(
α2

n
+

(1− α)2

m
)C

(
β

µ(1− α)

)2

⩽
4

µ2

(
1

n
+

1

m

)
C(β)2,

so we (24) becomes

E[TrD] ⩽
2

µ

√(
1

n
+

1

m

)
C(β).

Using similar calculations, we obtain

E[TrD2] ⩽
4

µ2

(
1

n
+

1

m

)
C(β)2.

Finally, (23) becomes

E|A| ⩽ 4

αµ
n

(
1 +

48

u4(m ∧ n)2
(m ∧ n

24
+
u

6

)2)
exp

(
− (m ∧ n)u2

8(C(β)
µ + u

6 )

)
C(β)

+
1 + u

α(1− u)

4

µ2

(
1

n
+

1

m

)
C(β)2 +

(
1 + u

α

√(
1

n
+

1

m

)
+

√
1

n

)
2

µ
C(β).

Taking u = 3
4 we get the final bound

E|A| ⩽ 4

αµ
n

(
1 +

160

(m ∧ n)2

(
m ∧ n
24

+
1

8

)2
)
exp

(
− 9(m ∧ n)
16(8C(β)

µ + 1)

)
C(β)

+
28

αµ2

(
1

n
+

1

m

)
C(β)2 +

11

2µ

√(
1

n
+

1

m

)
C(β)

⩽

(
12

αµ
n exp

(
−µ m ∧ n

16C(β)

)
+

6

µ

√(
1

n
+

1

m

))
C(β) +

28

αµ2

(
1

n
+

1

m

)
C(β)2.
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B.3.3 Final proof of Proposition 4

From [Bach, 2022, Proposition 7] we already have a bound on the entropy term:

E[|Tr(Σp̂ log Σp̂)− Tr(Σp log Σp)|] ⩽
1 + c(8 log n)2

n
+

17√
n
(2
√
c+ log n). (25)

In the following we will closely follow the proof of [Bach, 2022, Proposition 7] in order to bound the
cross terms difference. We can write with the integral representation in Bach [2022] (Eq 5),

TrΣp̂ log Γ̂− TrΣp log Γ =

∫ +∞

0

TrΣp(Γ + βI)−1 − TrΣp̂(Γ̂ + βI)−1dβ.

We will treat separately the integral part close to infinity, the one close to zero and the central part.
Let β1 > β0 > 0. From β1 to infinity we have∫ +∞

β1

TrΣp(Γ + βI)−1 − TrΣp̂(Γ̂ + βI)−1dβ = TrΣp̂ log
(
Γ̂ + β1I

)
− Σp log(Γ + β1I)

⩽ log(1 + β1)− log β1 ⩽
1

β1
.

From 0 to β0 we have∫ β0

0

TrΣp(Γ + βI)−1dβ ⩽
∫ β0

0

TrΣp((1− α)µΣp + βI)−1dβ

=
1

µ(1− α)

∫ β0

0

TrΣp(Σp +
β

µ(1− α)
I)−1dβ

⩽
1

µ(1− α)

∫ β0

0

sup
x∈Rd

⟨φ(x), (Σp +
β

µ(1− α)
I)−1φ(x)⟩Hdβ ⩽

2

µ

∫ β0

0

C(β)dβ,

where C(β) = supx∈Rd⟨φ(x), (Σp + βI)−1φ(x)⟩H. We also have∫ β0

0

TrΣp̂(Γ̂ + βI)−1dβ ⩽
∫ β0

0

TrΣp̂(αΣp̂ + βI)−1dβ ⩽
1

α
nβ0.

By Proposition 11 we have

E|TrΣp̂ log Γ̂− TrΣp log Γ|

⩽
1

µβ1
+

1

α
nµβ0 +

∫ β0

0

C(β)dβ +

∫ β1

β0

E|TrΣp̂ log Γ̂− TrΣp log Γ|dβ

⩽
1

µβ1
+

1

α
nµβ0 +

∫ β0

0

C(β)dβ +

(
12

αµ
n exp

(
−µ m ∧ n

16C(β0)

)
+

6

µ

√(
1

n
+

1

m

))∫ β1

β0

C(β)dβ

+
28

αµ2

(
1

n
+

1

m

)∫ β1

β0

C(β)2dβ.

We now take β0 such that C(β0) = µ n∧m
24 log(n) . The function β 7→ C(β) being non-increasing on

]0,∞[, the condition of Proposition 11, which is C(β) ⩽ µ(m∧n)
24 , is well satisfied between β0 and

β1 for this choice of β0. We then have

12

αµ
n exp

(
−µ m ∧ n

16C(β0)

)
⩽

12

αµ
n exp

(
−24

16
log(n)

)
⩽

12

αµ

1√
n
⩽

12

αµ

√
1

n
+

1

m
,

and also,
∫ β1

β0
C(β)2dβ ⩽ c. Then,

E|TrΣp̂ log Γ̂− TrΣp log Γ| ⩽
1

µβ1
+

1

α
nµβ0 +

∫ β0

0

C(β)dβ

+
18

αµ

√(
1

n
+

1

m

)∫ β1

β0

C(β)dβ +
28c

αµ2

(
1

n
+

1

m

)
.
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The function β 7→ C(β) is decreasing so, C(β)2 β
2 ⩽

∫ β

β/2
C(β′)2dβ′ ⩽ c and so, C(β) ⩽

√
2c
β .

We also deduce from that

β0 ⩽ 2c

(
24 log(n)

µ(m ∧ n)

)2

. (26)

Hence
1

α
nµβ0 +

∫ β0

0

C(β)dβ ⩽
2c

α
n

(
24 log(n)

µ(m ∧ n)

)2

+
96c log(n)

µ(n ∧m)
.

We now take β1 = β0 + n. We have∫ β1

β0

C(β)dβ ⩽
∫ β0+1

0

C(β)dβ + log
β0 + n

β0 + 1
⩽ log n+ 2

√
c(1 + β0).

Then, plugging the bound on β0 given by (26),

E|TrΣp̂ log Γ̂− TrΣp log Γ| ⩽
1

µn
+

2c

α

×n(24 log n)2

µ(m ∧ n)2
+

96c log(n)

µ(n ∧m)

+
18

αµ

√(
1

n
+

1

m

)
(log n+ 2

√
c(1 +

2c

µ2

(24 log n)2

(m ∧ n)2
)) +

28c

αµ2

(
1

n
+

1

m

)
. (27)

Concatenating with (25), we get

E|KKLα(p̂||q̂)−KKLα(p||q)| ⩽
1 + 1

µ + c(8 log n)2

n
+

2c

µα

n(24 log n)2

(m ∧ n)2
+

17√
n
(2
√
c+ log n)

+
28c

αµ2

(
1

n
+

1

m

)
+

96c log(n)

µ(n ∧m)
+

18

αµ

√(
1

n
+

1

m

)
(log n+ 2

√
c(1 +

2c

µ2

(24 log n)2

(m ∧ n)2
)). (28)

Using increments such that 1 ⩽ log n ⩽ (log n)2, 1
n ⩽ 1

n∧m ⩽ 1√
m∧n

⩽ 1 and α, µ ⩽ 1, we can

upperbound (28) by a simpler bound, while still retaining the main convergence rates in logn√
m∧n

and

in (logn)2

m∧n . This bound is

E|KKLα(p̂||q̂)−KKLα(p||q)| ⩽
35√
m ∧ n

1

αµ
(2
√
c+ log n)

+
1

m ∧ n

(
1 +

1

µ
+ (24 log n)2

c

αµ2
(1 +

n

m ∧m
)

)
. (29)

As mentioned in Remark 5, it is possible to re-write this proof without considering the assumptions
that p≪ q and dp

dq ≤ 1
µ and to derive a bound similar to this one but which scales in O( 1

α2 ) instead
of O( 1

α ). This bound is

E|KKLα(p̂||q̂)−KKLα(p||q)| ⩽
32

α
√
m ∧ n

(2
√
c+ log n)

+
2

m ∧ n

(
1

α
+
c(26 log n)2

α2
(1 +

n

m ∧m
)

)
. (30)

To get this new upper bound, the operator inequality Γ ≽ (1−α)Σq ≽ (1−α)µΣp must be replaced,
each time it is used, by Γ ≽ αΣ. This way, the operator inequality (Γ+βI)−1 ≼ 1

µ(1−α) (Σp+βI)
−1

becomes (Γ + βI)−1 ≼ 1
α (Σp + βI)−1 which explains the additional factor 1

α in the final bound.
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B.4 Proof of Proposition 6

According to [Bach, 2022, Proposition 6] we have that the eigenvalues of Σp̂ (resp Σq̂) are the
same than the ones of 1/nKp̂; and we also have that for an eigenvalue λ of 1/nKp̂ with associated
eigenvector α, the function f =

∑n
i=1 αiφ(xi) is an eigenvector of Σp̂ associated to the same

eigenvalue. Hence, denoting (λi)
n
i=1 the eigenvalues of 1/nKp̂ and as the associated normalized

eigenvectors, the first term in (2) writes:

Tr(Σp̂ log Σp̂) = Tr

(
1

n
Kp̂ log

1

n
Kp̂

)
=

n∑
i=1

λi log(λi).

We now turn to the second term in (2). Let ϕx = (φ(x1), . . . , φ(xn))
∗ , ϕy = (φ(y1), . . . , φ(ym))∗

and ψ =

( √
α
nϕx√

1−α
m ϕy

)
. We have Σp̂ = ψT

(
1
αI 0
0 0

)
ψ and αΣp̂ + (1 − α)Σq̂ = ψTψ. We

also remark that ψψT = K. Knowing that the operator ψTψ and the matrix ψψT have the same
spectrum, we will replace αΣp̂ +(1−α)Σq̂ by K in the expression of KKLα, which we can do with
the following lemma.
Lemma 12. If ψ ∈ Rd×r with d > r, g : R+ → R and ψψT is invertible, then

g(ψTψ) = ψT (ψψT )−
1
2 g(ψψT )(ψψT )−

1
2ψ

Proof. Let ψ = UDiag(S)V T the singular value decomposition of ψ with U ∈ Rr×r and
V ∈ Rd×d orthonormal matrices. We have : ψψT = UDiag(S2)UT and ψTψ = V Diag(S2)V T ,
so, g(ψψT ) = UDiag(g(S2))UT and g(ψTψ) = V Diag(g(S2))V T . And so, g(ψTψ) =

V UT g(ψψT )UV T . Noticing that (ψψT )−
1
2ψ = UV T concludes the proof.

By Lemma 12 we can write the second term in (2) as:

Tr(Σp̂ log(αΣp̂ + (1− α)Σq̂)) = Tr

(
ψT

(
1
αI 0
0 0

)
ψψT (ψψT )−

1
2 log

(
ψψT

)
(ψψT )−

1
2ψ

)
= Tr

((
1
αI 0
0 0

)
K

1
2 log(K)K

1
2

)
= Tr

((
1
αI 0
0 0

)
K log(K)

)
,

where the last equality results from the fact that K
1
2 and logK commute because they have the same

eigenbasis.

B.5 Proof of Proposition 7

We write F = F1+F2 and derive the first variation of each functional in the next two lemmas. Then,
we conclude on the first variation of F .
Lemma 13. Let p̂ as defined in Proposition 6. The first variation of F1 : p̂→ Tr(Σp̂ log Σp̂) at p̂ is,
for x ∈ supp(p̂):

F ′
1(p̂)(x) = Tr(φ(x)φ(x)∗(I + logΣp̂)),

and +∞ else.

Proof. In this proof we use residual formula which is useful to derive spectral functions 1. Indeed,
we can write Tr(Σp̂ log Σp̂) =

∑n
i=1 f(λi(Σp̂)) with f : C\R− → C, z → z log z. Consider a

perturbation ξ ∈ P(Rd), ε > 0 and let ∆ = εΣξ . Let z ∈ C. Using the linearity of p 7→ Σp, we have

Tr((Σp̂+ϵξ) log(Σp̂+ϵξ))− Tr(Σp̂ log Σp̂) = Tr((Σp̂ +∆) log(Σp̂ +∆))− Tr(Σp̂ log Σp̂)

=

n∑
i=1

f(λi(Σp̂ +∆))− f(λi(Σp̂)).

1See https://francisbach.com/cauchy-residue-formula/.
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Let γ be a closed directed contour in C\R− which surrounds all the positive eigenvalues of Σp̂ and
Σp̂ +∆. We have
n∑

i=1

f(λi(Σp̂ +∆))− f(λi(Σp̂)) =
1

2iπ

∮
γ

f(z) Tr
(
(zI − Σp̂ −∆)−1

)
− f(z) Tr

(
(zI − Σp̂)

−1
)
dz

=
1

2iπ

∮
γ

f(z) Tr
(
(zI − Σp̂ −∆)−1 − (zI − Σp̂)

−1
)
dz,

where
(zI − Σp̂ −∆)−1 − (zI − Σp̂)

−1 = (zI − Σp̂)
−1∆(zI − Σp̂)

−1 + o(∥∆∥op).
Hence, denoting Σp̂ =

∑n
i=1 λifif

∗
i the singular value decomposition of Σp̂, we have

Tr((Σp̂ +∆) log(Σp̂ +∆))− TrΣp̂ log Σp̂

=
1

2iπ

∮
γ

f(z) Tr
(
(zI − Σp̂)

−1∆(zI − Σp̂)
−1
)
dz + o(ε)

=
1

2iπ

∮
γ

f(z) Tr

(
n∑

i=1

n∑
k=1

fif
∗
i ∆fkf

∗
k

(z − λi)(z − λk)

)
dz + o(ε)

=
1

2iπ

n∑
k=1

∮
γ

f(z)

(z − λk)2
dzTr(f∗kfk∆) + o(ε).

The residue of h(z) = f(z)
(z−λk)2

= z log z
(z−λk)2

at λk is2 Res(h, λk) = 1 + log λk. Applying again the
residue formula we have

Tr((Σp̂ +∆) log(Σp̂ +∆))− Tr(Σp̂ log Σp̂) =

n∑
k=1

(1 + log λk) Tr(fkf
∗
k∆) + o(ε)

= Tr((I + logΣp̂)∆) + o(ϵ)

= 1 + Tr(log(Σp̂)∆) + o(ϵ)

This concludes the proof by dividing the later quantity by ϵ and taking the limit as ϵ→ 0.

Lemma 14. Let p̂, q̂ as defined in Proposition 6. The first variation of F2 : p̂ →
Tr(Σp̂ log(αΣp̂ + (1− α)Σq̂)) at p̂ is, for any x ∈ supp(p̂):

F ′
2(p̂)(x) = Tr (log(αΣp̂ + (1− α)Σq̂)φ(x)φ(x)

∗)

+ αTr

n+m∑
j=1

hjh
∗
jΣp̂hjh

∗
j

ηj
+
∑
j ̸=k

log ηj − log ηk
ηj − ηk

hjh
∗
jΣp̂hkh

∗
k

φ(x)φ(x)∗

 , (31)

where (ηj , hj)
n+m
i=1 are the eigenvalues and eigenvectors of αΣp̂ + (1− α)Σq̂ .

Proof. Denote Γ̂ = (1− α)Σq̂ + αΣp̂. As for Lemma 13, let ∆ = εΣξ. We have:

Tr(Σp̂+∆ log(αΣp̂+∆ + (1− α)Σq̂)) = Tr(Σp̂ +∆) log
(
Γ̂ + α∆

)
− Tr(Σp̂) log Γ̂

= Tr
(
(Σp̂ +∆) log

(
Γ̂ + α∆

))
− Tr

(
(Σp̂ +∆) log Γ̂

)
+Tr

(
(Σp̂ +∆) log Γ̂

)
− Tr

(
Σp̂ log Γ̂

)
= Tr

(
Σp̂(log

(
Γ̂ + α∆

)
− log Γ̂)

)
+Tr

(
∆ log Γ̂

)
.

The second term on the r.h.s. is already linear in ∆ as desired, hence we focus on the first one. Using
a singular value decomposition of Γ̂ + α∆ and Γ̂ we write: :

Tr
(
Σp̂(log

(
Γ̂ + α∆

)
− log Γ̂)

)
=

Tr

Σp̂

n+m∑
j=1

log ηj(Γ̂ + α∆)h′jh
′∗
j

− Tr

Σp̂

n+m∑
j=1

log ηj(Γ̂)hjh
∗
j

 ,

2Using that if h(z) = f(z)

(z−λ)2
, then Res(h, λ) = f ′′(z) where f(z) = z log(z). Recall that Res(h, λ) =

1
2iπ

∮
γ
h(z)dz where γ is a contour circling strictly λ.
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where (h′j)j are the eigenvectors of positive eigenvalues of Γ̂ + α∆. Let γ a loop surrounding all the
eigenvalues ηj(Γ̂ + α∆) and ηj(Γ̂), then,

n+m∑
j=1

log ηj(Γ̂ + α∆)h′jh
′∗
j =

1

2iπ

∮
γ

log(z)(zI − Γ̂− α∆)−1dz

and
n+m∑
j=1

log ηj(Γ̂)hjh
∗
j =

1

2iπ

∮
γ

log(z)(zI − Γ̂)−1dz.

Moreover, we have (zI − Γ̂− α∆)−1 − (zI − Γ̂)−1 = (zI − Γ̂)−1α∆(zI − Γ̂)−1 + o(ε). Hence,

Tr
(
Σp̂(log

(
Γ̂ + α∆

)
− log Γ̂)

)
=

1

2iπ

∮
γ

Tr
(
Σp̂ log(z)(zI − Γ̂)−1α∆(zI − Γ̂)−1

)
dz + o(ε)

=
α

2iπ

∮
γ

log(z) Tr

Σp̂

n+m∑
j,k=1

hjh
∗
j∆hkh

∗
k

(z − ηj)(z − ηk)

 dz

=
α

2iπ

n+m∑
j,k=1

∮
γ

log(z)

(z − ηj)(z − ηk)
dzTr

(
Σp̂hjh

∗
j∆hkh

∗
k

) .

With the residue theorem, for j ̸= k,
∮
γ

log(z)
(z−ηj)(z−ηk)

dz = 2iπ
(

log ηj

(ηj−ηk)
+ log ηk

(ηk−ηj)

)
=

2iπ
log ηj−log ηk

ηj−ηk
, and for k = j,

∮
γ

log(z)
(z−ηj)2

dz = 2iπ
ηj

. We then have:

Tr
(
Σp̂(log

(
Γ̂ + α∆

)
− log Γ̂)

)
= α

n+m∑
j=1

1

ηj
Tr
(
hjh

∗
jΣp̂hjh

∗
j∆
)

+ α

n+m∑
j ̸=k

log ηj − log ηk
ηj − ηk

Tr
(
hkh

∗
kΣp̂hjh

∗
j∆
)
+ o(ε).

We note that if Σp̂ an Σq̂ were diagonalizable in the same eigenbasis, then the previous quantity
would be equal to α

∑n+m
j=1

λj

ηj
Tr
(
hjh

∗
j∆
)
= TrΣpΓ

†∆ where Γ† is the pseudo inverse of Γ. We
conclude again dividing the latter quantity by ϵ and considering its limit as ϵ→ 0.

We can now write the matrix expression for the first variation of F using Lemma 12. We remind

that ϕx =

(
φ(x1)

∗

..
φ(xn)

∗

)
(resp ϕy) and ψ =

( √
α
nϕx√

1−α
m ϕy.

)
, and that ψTψ = αΣp̂ + (1 − α)Σq̂ and

ψψT = K. We remark that Σp̂ = 1√
n
ϕTx

1√
n
ϕx and ϕxϕTx = 1

nKp̂. By Lemma 12, we have

Tr(log(Σp̂)φ(x)φ(x)
∗) = Tr

(
1

n
ϕTx

(
1

n
Kp̂

)− 1
2

log

(
1

n
Kp̂

)(
1

n
Kp̂

)− 1
2

ϕxφ(x)φ(x)
∗

)
= S(x)T g(Kp̂)S(x)

since S(x) = ϕxφ(x). We show the same way that Tr log(αΣp̂ + (1− α)Σq̂)φ(x)φ(x)
∗ =

T (x)T g(K)T (x).

For the third term in the first variation of F = F1 + F2, i.e. the second one in Equation (31), our
goal is to rewrite Tr

(
hkh

∗
kΣp̂hjh

∗
j∆
)

in terms of matrices. We have hk = ψT ck/∥ψT ck∥ (idem j)
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where ck is an eigenvector of K of eigenvalue ηk, and ∥ψT ck∥2 = Kck = ηk. Hence,

Tr
(
hkh

∗
kΣp̂hjh

∗
j∆
)
= Tr

(
ψT cjc

T
j ψψ

T

(
1
αI 0
0 0

)
ψψT ckc

T
k ψ∆

)
/(ηkηj)

= Tr

(
cjc

T
j K

(
1
αI 0
0 0

)
Kckc

T
k ψ∆ψ

T

)
/(ηkηj)

= Tr

(
cjc

T
j

(
1
αI 0
0 0

)
ckc

T
k ψ∆ψ

T

)
= ε

∫
Tr

(
cjc

T
j

(
1
αI 0
0 0

)
ckc

T
k ψφ(x)φ(x)

∗ψT

)
dξ(x).

We have ψφ(x)φ(x)∗ψT = V (x)V (x)T where V (x) =
(
α
nk(x, x1), . . . ,

1−α
m k(x, y1)

)T
, and if

we note cj = (aj , bj)
T :

cjc
T
j

(
1
αI 0
0 0

)
ckc

T
k =

⟨aj ,ak⟩
α

cjc
T
k .

Finally,

Tr
(
Σp̂(log

(
Γ̂ + α∆

)
− log Γ̂)

)
=

ε

∫
Tr

n+m∑
j=1

∥aj∥2

ηj
cjc

T
j +

∑
j ̸=k

log ηj − log ηk
ηj − ηk

⟨aj ,ak⟩cjcTk

V (x)V (x)T . (32)

C Additional Experiments

Skewness and concentration of the KKL. In these examples, we plot KKLα(p̂||q̂) as the number
of n = m samples of two distributions p, q increases. In Figure 4 we plot the KKL for two Gaussians
by varying the dimension d. It can be seen that the larger d is, the less KKL oscillates. We can also
remark that the value of KKL increases with the dimension, reflecting the effect of the constants of
Proposition 4. Figure 5 is the same experiment as in the main text, except that the dimension is 2.
We can also see here that KKLα is monotone in α. We can also see that convergence to the value
of KKL in population is faster in this case than for d = 10. The third experiment in Figure 6 is in
dimension 1 and the distribution of q is an exponential distribution with parameter λ = 1, while p is
a Gaussian distribution. We can notice a few points, such as for example that the values taken by
KKL are smaller and that it varies less with α than in the case of Figure 5.
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3.5
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KK
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d =  3
d =  4
d =  5
d =  10
d =  20

Figure 4: α = 0.01, p, q Gaus-
sians, σ is the square of the mean
of distances between p̂ and q̂.
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Figure 5: α = 0.1, σ = 2.

0 500 1000
number of particules

0.0

0.5

1.0

1.5

2.0

KK
L

(p
||q

)

=  0.0001
=  0.001
=  0.01
=  0.1

Figure 6: p ∼ N (1, 1), q ∼
E(1), α = 0.1, σ = 2.

Sampling with KKL gradient descent on Gaussians and mixtures of Gaussians. We are in-
terested in sampling on Gaussians or mixtures of 2 Gaussians by varying the dimension. Fig-
ure 7 and Figure 8 show the evolution of the KKL value during the gradient descent of different
dimensions d, starting with a Gaussian p and taking q to be a mixture of 2 Gaussians for Fig-
ure 7 and p and q Gaussians distributions for Figure 8. In Figure 7 and Figure 8, the stepsize
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h = 1
n

(∑
i,j ∥xi − yj∥2

)1/2
n−1/(d+4). For each d, we report the average and error bars of our

results for 20 runs, varying the samples drawn from the initialization and the thick lines represents
the average value. We can see that in both cases the convergence is faster for small values of d. On
Figure 9 we observe the evolution of W2(p̂||q̂), the 2 Wasserstein distance, during gradient descent in
dimension d = 10 for various parameters α. The distribution p and q are respectively a Gaussian and
a mixture of 2 Gaussians. The values of W2 at each iteration t is computed as the mean of W2(p̂, q̂)
on 10 runs of the gradient descent where for each the mean of p is drawn at random. We can see
that if the α value is too high, then convergence in 2-Wasserstein is slower, whereas if it is too small,
convergence is faster at the beginning, but does not lead to an optimal value in Wasserstein distance
at the end of the algorithm.
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Figure 7: α = 0.01, p is a Gaus-
sian distribution and q a mixture
of 2 Gaussians, σ is the square of
the mean of distances between p̂
and q̂.
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Figure 8: α = 0.01, p and q
are Gaussians. Bandwidth σ is
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3 rings. Appendix C compares the evolution of the gradient flows of MMD, Kale and KKLα in
terms of Wassertsein distance and Energy distance in the case where optimisation of KKL is done
with L-BFGS linesearch in Figure 2. We observe that both Kale and KKL seem to converge towards
0 in terms of energy distance and Wasserstein distance but KKLα is faster to converge, in term of
number of iterations than Kale. The MMD flow decreases the energy distance but does not converge
to 0 in 2-Wasserstein distance, unlike Kale and KKL, reflecting the fact that some particles are not
supported on the target support. The bandwidth of k is fixed at σ = 0.1 for Kale and MMD and at
σ = 0.3 for KKL. In Figure 13 this time we repeat the experiment but for a simple gradient descent
for KKL with constant step h = 0.01. We see that in this case the speed of convergence in terms of
iterations for KKL is slower than for Kale (there are only about 100 iterations necessary for Kale and
MMD and 300 for KKL) but it ends up obtaining (see Figure 12), in terms of Wassertsein distance, a
similar limit. On the other hand, the execution time of the gradient descent for 300 iterations of KKL
is about the same as for Kale and MMD for 100 iterations.
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Figure 10: L-BFGS, σ = 0.3,
α = 0.01
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Figure 11: L-BFGS, σ = 0.3,
α = 0.01
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Figure 12: Constant step size
h = 0.01, σ = 0.3, α = 0.001
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: the abstract and introduction list our contributions, i.e. introduction of a novel
divergence, theoretical and empirical novel results..
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: we clearly state the limitations of our work, among which the lack of theoretical
guarantees for the convergence of the Regularized KKL gradient flow, and more efficient
numerical implementations resorting on state-of-the-art techniques for kernels matrices
operations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: For each theoretical result, we worked with minimal and justified assumptions,
making all the dependencies of the problem clear. We provide a clear and detailed proof in
the appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: For each experimental result, we provide all the detailed setting including
choice of hyperparameters to reproduce it. We took several example datasets used in papers
that are close to our work.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will provide a link to a public github repository with a Python code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: we specify all details for all our experiments, report the variability of our
experiments over a set of different runs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
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• The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For our experiments we provide averages and error bars for the results over a
set of runs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our experiments run on a standard laptop.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: In our opinion, this papper does not address societal impact directly, and
consider the generic problem of optimization over measures and sampling.

Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: In our opinion the paper does not have direct positive or negative social impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper does not present such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: all original owners of assets are credited, for instance regarding our experi977
ments, we cite the public papers and code that were used as benchmarks for comparison.
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of
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• If assets are released, the license, copyright information, and terms of use in the
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has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: we do not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: our experiments do not involve crowdsourcing.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
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