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Abstract

It is well established that Reinforcement Learning (RL) is very brittle and sen-
sitive to the choice of hyperparameters. This prevents RL methods from being
usable out of the box. The field of automated RL (AutoRL) aims at automatically
configuring the RL pipeline, to both make RL usable by a broader audience, as
well as reveal its full potential. Still, there has been little progress towards this
goal as new AutoRL methods often are evaluated with incompatible experimen-
tal protocols. Furthermore, the typically high cost of experimentation prevents
a thorough and meaningful comparison of different AutoRL methods or estab-
lished hyperparameter optimization (HPO) methods from the automated Machine
Learning (AutoML) community. To alleviate these issues, we propose the first
tabular AutoRL Benchmark for studying the hyperparameters of RL algorithms.
We consider the hyperparameter search spaces of five well established RL methods
(PPO, DDPG, A2C, SAC, TD3) across 22 environments for which we compute
and provide the reward curves. This enables HPO methods to simply query our
benchmark as a lookup table, instead of actually training agents. Thus, our bench-
mark offers a testbed for very fast, fair, and reproducible experimental protocols
for comparing future black-box, gray-box, and online HPO methods for RL.

1 Introduction

Reinforcement Learning (RL) applications have made headlines in the past decade, with break-
throughs in a variety of domains such as game playing [see, e.g., 1–4], robotics [5] or real world tasks
[6, 7]. These demonstrations of the capabilities of RL algorithms have caused a surge of interest. In
spite of such achievements, RL algorithms are still highly sensitive to hyperparameter configurations
and implementation details [8–11]. Additionally, the brittleness of RL [12], i.e. configurations drasti-
cally failing on some seeds while performing very well on others, results in unreliable comparisons of
RL algorithms [13]. Bundled together with a typically high cost of experiments, this makes manual
tuning of RL agents highly error-prone, tedious and requires vast expert knowledge.

The quickly growing field of automated reinforcement learning [AutoRL; 14] aims to tackle these
problems. Still, efficient hyperparameter optimization of RL algorithms remains an open problem.
We argue that this can be largely attributed to the fact that there does not yet exist a commonly
used set of benchmarks on which novel AutoRL methods can be easily, fairly and comprehensively
studied and compared. Without such benchmarks, it is difficult to develop novel HPO methods for
RL, and it is even more challenging to compare fairly to existing HPO methods. Evaluating each
hyperparameter configuration is computationally demanding, as each evaluation requires running an
RL algorithm’s training loop for a sequence of episodes, repeating the process for multiple seeds.

The field of neural architecture search (NAS) in fact had faced very similar issues before the first
tabular NAS benchmark NAS-Bench-101 [15] was released. That benchmark had enormous impact in
enabling reproducible research and democratizing the field, leading to more than 1 000 new papers on
NAS in the last two years alone [16]. Here, we aim at introducing the equivalent of NAS-Bench-101
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for the case of AutoRL. Without such benchmarks, while there has been significant success in other
areas of Machine Learning (ML) for optimizing the hyperparameters of ML algorithms [17], the
RL community has not yet seen many success stories regarding the adoption of HPO methods,
besides notable exceptions such as PBT [18] and PB2 [19].1 In order to facilitate the evaluation of
existing and novel HPO methods for RL, we propose AutoRL-Bench 1.0, a tabular benchmark for
hyperparameter optimization of RL.

AutoRL-Bench 1.0 is the first tabular HPO benchmark for RL and contains reward curves for five
popular model-free RL algorithms across 22 environments. We consider three distinct classes of
environments from OpenAI Gym [20]: Atari [21], Classic Control, and MuJoCo [22] and focus on
five popular RL algorithms: PPO [23], A2C [24], DDPG [25], SAC [26], and TD3 [27]. We evaluate
468 distinct hyperparameter configurations for each environment, resulting in 12 744 total training
runs. In order to allow for the fast evaluation of black-box, as well as gray-box HPO methods for RL,
we provide reward curve information on the performance of different hyperparameter configurations
across the environments. Speaking simply, a researcher can now evaluate a new HPO method by
just querying our pre-computed reward curves without actually running any RL algorithms (i.e. the
evaluation of hyperparameter configuration reduces to O(1)). Further, as dynamic adaptation plays
an important role in deep RL [14], for a subset of algorithms and environments, we evaluate 729
schedules of hyperparameters with distinct switching points on each considered environment, which
allows us to give a head-to-head comparison between online/dynamic and gray-box HPO methods.

Our contributions are as follows: i) To the best of our knowledge, we are the first to provide a tabular
HPO benchmark for RL algorithms. ii) AutoRL-Bench 1.0 is abundant in information, providing
evaluations across 22 environments, as well as learning curve information on the performance of RL
algorithms. iii) We additionally provide a version of the benchmark that considers hyperparameter
schedules with distinct switching points that allow studying dynamic hyperparameter optimization.
iv) We empirically demonstrate the usefulness of our benchmark by evaluating multiple black-box,
gray-box and online HPO methods on it and providing insights into hyperparameter importance for
RL algorithms.

2 Related Work

Tabular Benchmarks Tabular benchmarks have been proposed for other important problems in the
(Auto)ML community where evaluations are expensive. For example, in the field of neural architecture
search [NAS; 28] evaluating the performance of deep learning architectures can quickly become
very resource intensive. Thus, to make novel NAS methods easily and cheaply comparable and
reproducible, tabular benchmarks have become an important tool for NAS research [29]. By now, there
exist various different tabular benchmarks (see, e.g., NAS-Bench-101 [15], NAS-Bench-1Shot1 [30],
NAS-Bench-201 [31], NAS-Bench-301 [32] or NAS-Bench-Suite [33]) all of which provide different
search spaces and target applications. The availability of such benchmarks has allowed rapid
development of NAS methods. Similarly, tabular benchmarks play important roles in the fields of
HPO [34] and multi-fidelity optimization [35, 36] (see, e.g., HPO-B [37] and HPOBench [38]). While
RL is similarly or potentially even more expensive to train and evaluate, to the best of our knowledge,
there have not yet been any tabular benchmarks on which HPO for RL could be studied.

Automated Reinforcement Learning (AutoRL) While there are various parts of the RL pipeline
that could be automated, e.g., the choice of algorithm, architecture or environment components, in
this work we focus on hyperparameter optimization (HPO) for RL2. One of the best understood and
studied hyperparameter of RL is the discounting factor γ. For example, it is known that smaller values
of γ lead to faster convergence but might result in myopic policies [39]. Increasing the discounting
value over time can drastically speed up learning [40]. Further, François-Lavet et al. [40] showed
that simultaneously decreasing the learning rate while increasing γ improves learning speeds even
further. Still, for most algorithms and their hyperparameters it is not clear or understood whether
they are best adapted during training or whether they should stay fixed [14] and how they influence
the learning dynamics in general. Thus, it is common place that RL practitioners use some default
configuration without exploring different types of HPO or AutoRL methods. To alleviate users from
having to manually tune their RL agent, various HPO methods for RL have been proposed (see, e.g.,

1For a more in-depth discussion of related work we refer to Section 2
2For a comprehensive survey on AutoRL we refer to [14]
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[18, 41, 42, 19, 43–45]). Still, HPO and AutoRL methods have not yet found widespread adoption
by the RL community as methods are often not extensively evaluated.

Reproducibility of RL Comparison and reproducibility of RL experiments remain difficult to tackle
problems. RL algorithms’ sensitivity to hyperparameters [8, 12] is exacerbated by implementation
details that can strongly influence an RL agents performance [9–11]. Further, the cost of typical RL
experiments causes studies to often only compare performances on a handful of trials, which is most
often not sufficient for a clear comparison [13].

These issues persist when trying to compare AutoRL methods [14]. Thus, novel AutoRL methods are
often only evaluated on particular search spaces, across a handful of environments and not compared
to existing baselines. Access to cheap-to-evaluate tabular benchmarks can mitigate this issue and
may thus help advance the state-of-the-art in AutoRL and help shed light on when hyperparameters
are best (not) adapted dynamically.

Benchmarks for RL There exists a plethora of benchmarks to evaluate RL algorithms [see, e.g.,
22, 21, 20, 46]. However, these are designed with RL in mind, not HPO for RL or other forms
of AutoRL. These benchmarks provide environments for the agents to interact with and to collect
training examples on. This makes them prohibitive for use in AutoRL experiments as any RL agent
that is being optimized will still have to compute expensive training updates. Our proposed benchmark
differs from RL benchmarks in that it provides precomputed reward curves of already trained agents
for specific hyperparameter configurations, and is tailored towards AutoRL research.

3 Benchmark Description

The benchmark comprises recorded reward-curves for five commonly used RL algorithms (PPO [23],
A2C [24] and DDPG [25]) on 22 environments (see Appendix A Figure 2). For each algorithm,
we consider the static configuration space containing the learning rate and discounting factor, and,
depending on the algorithm, the clipping value or target network updating frequency (see Appendix A,
top half of Table 1). For PPO, SAC, and TD3, we additionally consider a dynamic version in which
hyperparameters can change at discrete time-steps while the agent is training. Our AutoRL-Bench
1.0 contains the recorded reward-curves for all training runs of each agent with all combinations of
hyperparameters in the chosen configuration spaces.

The considered OpenAI Gym [20] environments consist of 15 Atari [21] games, four classic control
problems, and three MuJoCo [22] tasks. Most environments have a discrete action space. Only
the classic control task Pendulum and the MuJoCo environments Ant, Hopper and Humanoid have
continuous action spaces. All 15 Atari games have image-based state representations whereas the
classic control and MuJoCo environments have vector-based state representations. Most environments
have dense reward signals, only the games Bowling, Enduro, Pong, Skiing and Tennis have mostly
sparse reward signals. Finally, all environments were used to compute reward curves with static
configurations. Only the classic control tasks and the Enduro game were used to compute reward
curves for configuration schedules.

Data Collection For the RL algorithms, we used the implementations from stable-baselines3 [47].
To be able to provide uncertainty estimates, we ran each configuration (or schedule) for three seeds on
a compute cluster using rtx2080 GPUs. We trained all agents for 106 steps on each environment and
evaluated the performance for 10 episodes every 104 steps. The total cost of creating the benchmark
amounts to 29 160 GPU hours, or 3.3 GPU years of computational resources. For implementation
details about the data format we refer to Appendix B.

When training PPO, SAC, and TD3 with configuration schedules, to avoid a combinatorial explosion,
we limited the configuration space to two hyperparameters with three values each and used two
discrete switching points after 3 · 105 and 6 · 105 training steps elapsed. This gives rise to a
configuration space of (32)3 = 729 distinct configuration schedules, all of which were evaluated on
five environments for three seeds each. Without this limitation the original PPO configuration space
with two switches would already have required (6 · 6 · 3)3 = 1259 712 evaluations. In the pruned
space, a third switch would already result in (32)4 = 6561 schedules.
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from benchmark_handler import BenchmarkHandler
import numpy as np
benchmark = BenchmarkHandler(data_path, environment="Pendulum-v0", seed=0,

search_space="PPO", static=True)
incumbent_reward, incumbent_config = -np.inf, None
for i in range(100): # 100 iterations of random search

candidate = np.random.randint(low=0, high=len(config_space))
lr, gamma, clip = config_space[candidate]
config_to_query = {"lr":lr, "gamma": gamma, "clip": clip}
queried_data = benchmark.get_metrics(config_to_query, budget=100)
result = queried_data["eval_avg_returns"][-1]
if result > incumbent_reward:

incumbent_reward, incumbent_config = result, config_to_query

Listing 1: Code snippet for querying AutoRL-Bench 1.0 while optimizing with Random Search

API for AutoRL-Bench 1.0 To ease the accessibility to the data for users, we provide an API which
is freely accessible at https://github.com/releaunifreiburg/AutoRL-Bench. Once the data
is downloaded, a few lines of code suffice to query the metrics of a hyperparameter configuration
for a given (environment, search space) combination. An example of querying the benchmark while
optimizing with random search is given in Listing 1. The user can also switch between the dynamic
or static spaces by modifying the respective attribute in the benchmark object. When querying a
dynamic configuration, the user must provide the list of hyperparmeter values that are used in the
schedule, where switches are possible at 300k and 600k training steps (see Listing 2 of Appendix B).
In our GitHub repository, we provide further examples on advanced ways to query the API to avoid
creating an object for every (environment,search space) combination. Moreover, we provide examples
on how to couple its functionality with HPO optimizers.

4 Experiments

Setup To demonstrate how HPO methods for RL or other AutoRL approaches could leverage
our novel benchmark, here we provide a comprehensive comparison of existing HPO methods and
evaluate their usefulness for RL. For a detailed description of the considered baselines we refer to
Appendix C. On the static benchmark, we evaluated RS and SMAC4MF for a budget of 4 full RL
training procedures for each (algorithm, environment, seed) triple. As PBT and PB2 are designed
to optimize hyperparameters dynamically, we only evaluate them on the dynamic version of our
benchmark. We denote these results under the labels D-PBT, and D-PB2. Additionally, to get a better
understanding of the configuration spaces and to facilitate a comparison between multi-fidelity and
dynamic methods, we compare to PBT and PB2 results for real runs on the full configuration spaces.
These results are denoted with the labels PBT and PB2 respectively. Following Parker-Holder et al.
[19] we used a population of 4 members for both PBT and PB2. For all baselines, we report the
average rank of the evaluated methods across environments. For brevity, we group environments
following the description of Section 3. We present group-aggregated results for PPO in the main
paper; qualitatively similar results for all algorithms and additional results on a per-environment basis
are given in Appendix D.

Results In all configuration spaces, we observe that the online HPO methods perform best in
the beginning, but random search (RS) and SMAC4MF find static hyperparameter configurations
that outperform the schedules optimized by PBT and PB2 (see Figure 1 and Figures 5 and 6in
the appendix). In conclusion, PBT and PB2 with 4 workers are efficient in terms of discovering
configurations under limited budgets, however, the SMAC4MF outperforms both on the PPO search
space, when more than about 3 hours of HPO time per environment is available. Such findings indicate
that the community needs novel HPO methods that both converge quickly given a low HPO budget,
but also remain competitive compared to RS when more computing time is available. Moreover, the
results indicate that SMAC4MF, the only multi-fidelity HPO baseline in our collection, is amongst the
best-performing methods across time steps, but it performs worse than PBT and PB2 in the early HPO
phases. Thus, we believe the successive halving mechanism is not optimally suitable for the realm of
RL because reward curves are noisy. Figure 1 (subplot b) shows that running PBT and PB2 on our
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Figure 1: Average ranks for optimizing PPO on the (a) static and (b) dynamic benchmark

benchmark yields very similar results to running the default PBT/PB2 implementations, therefore
validating the correctness of the dynamic benchmark. Overall, the experimental results demonstrated
that tuning the hyperparameters of RL algorithms is an open challenge and we believe this benchmark
and its eventual successors will be the de facto experimental protocol for innovating more efficient
HPO methods for RL, which would enable practitioners to deploy RL in an off-the-shelve manner on
new environments.

Finally, we used our benchmark to evaluate hyperparameter importance for the considered algorithms.
Our results show that the learning rate is of high importance for the considered algorithms. For a
more detailed analysis we refer to Appendix D.

5 Conclusion

We presented the first tabular HPO benchmark for AutoRL. Our tabular benchmark drastically reduces
the computational requirements for evaluating novel AutoRL methods and, in turn, dramatically
lowers the barrier of entry into this field of study. Our benchmark consists of reward curves for
five commonly used RL methods across a diverse set of 22 environments. In particular, counter to
commonly provided tabular HPO benchmarks, our benchmarks allow to study configuration schedules
through the use of distinct switching points. We demonstrated the value of our benchmark by using it
to evaluate commonly used HPO methods both from the AutoML as well as the AutoRL community.
Lastly, we showed how our benchmark can provide insights to RL practitioners about the influence
of hyperparameters on an agent’s performance. We believe that our benchmark opens up the doors
for the study of novel AutoRL methods and will help advance the field in a similar fashion as tabular
benchmarks helped advance research in neural architecture search.
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A Additional Benchmark Details

Acrobot DDV CartPole DDV MountainCar DDV Pendulum DCV

Alien DDI Asteroids DDI BankHeist DDI BeamRider DDI Bowling SDI

Boxing DDI Breakout DDI Enduro SDI Phoenix DDI Pong SDI

RiverRaid DDI SeaQuest DDI Skiing SDI Invaders DDI Tennis SDI

Ant DCV Hopper DCV Humanoid DCV

Figure 2: Used environments. We provide reward, action- and state-space classification. Rewards
are either Dense or Sparse. Action-spaces are either Discrete or Continuous and state-spaces are
either Image based or Vector state-spaces. For example, Pong has a sparse reward (only scoring
points carries reward information), a dense action space and an image based state-representation. For
detailed descriptions of each environment we refer to https://www.gymlibrary.ml
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Table 1: Configuration spaces of the considered RL algorithms
Type of Space Algorithm Hyperparameters Hyperparameter Values

Static

PPO
learning rate (log10) −6,−5,−4,−3,−2,−1
γ 0.8, 0.9, 0.95, 0.98, 0.99, 1.0
clip 0.2, 0.3, 0.4

A2C learning rate (log10) −6,−5,−4,−3,−2,−1
γ 0.8, 0.9, 0.95, 0.98, 0.99, 1.0

DDPG
learning rate (log10) −6,−5,−4,−3,−2,−1
γ 0.8, 0.9, 0.95, 0.98, 0.99, 1.0
τ 0.0001, 0.001, 0.005

SAC
learning rate (log10) −6,−5,−4,−3,−2,−1
γ 0.8, 0.9, 0.95, 0.98, 0.99, 1.0
τ 0.0001, 0.001, 0.005

TD3
learning rate (log10) −6,−5,−4,−3,−2,−1
γ 0.8, 0.9, 0.95, 0.98, 0.99, 1.0
τ 0.0001, 0.001, 0.005

Dynamic PPO learning rate (log10) −5,−4,−3
γ 0.95, 0.98, 0.99

SAC learning rate (log10) −5,−4,−3
γ 0.95, 0.98, 0.99

TD3 learning rate (log10) −5,−4,−3
γ 0.95, 0.98, 0.99

B Data Format and Implementation Details

We store the benchmark data as a set of JSON files, separated in folders per search space and en-
vironment. Every file contains the reward curves for a hyperparameter configuration (or schedule
in the case of the dynamic search space) in a given environment and search space. Specifically, the
JSON file has the following fields: i) returns_train – the reward list returned during training, ii) times-
tamps_train – the timestamp (in seconds) associated with the training reward, iii) timesteps_train – the
time step associated with the reward, iv) returns_eval – the rewards observed during evaluation and
its associated measurements, v) std_returns_eval – the standard deviation of the evaluation reward,
vi) timestamps_eval – the timestamp associated with the evaluation reward, vii) timesteps_eval – the
time step associated with the evaluation reward.

We use the following naming convention for all the files in the benchmark:
%env_name%-%search_space%_random_%hp1%_val1%hp2%_val2_%seed%seedval%eval.json,
where we apply bold fonts for fixed strings. For instance, a filename is:
BeamRider-v0_A2C_random_lr_-6_gamma_0.95_seed0_eval.json.

We trained each configuration and seed tuple on an environment for 106 steps. Every 104 steps, we
evaluated the agent for 10 episodes and recorded the mean and standard deviation of the obtained
evaluation returns.

C Baseline Descriptions

Random Search (RS) is a simple and standard HPO baseline. It selects hyperparameter configura-
tions uniformly at random.

SMAC4MF (SMAC) [48] implements a variant of the multi-fidelity optimizer BOHB [49] which
combines Hyperband [50] with Bayesian optimization [BO; 51]. The Hyperband component allows
to quickly discard under-performing configurations on smaller budgets (i.e., few epochs or number of
training samples), whereas the BO component identifies well-performing regions of hyperparameters
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from benchmark_handler import BenchmarkHandler

bench = BenchmarkHandler(data_path, environment="Pendulum-v0", seed = 0,
search_space="PPO", static=True)

#querying static configuration
config_to_query = {"lr":-6, "gamma": 0.8, "clip": 0.2}
queried_data = bench.get_metrics(config_to_query, budget=50)

#querying dynamic configuration
bench.static = False
config_to_query = {"lr":[-3,-4], "gamma": [0.8,0.99], "clip": [0.2,0.2]}
queried_data = bench.get_metrics(config_to_query, budget=50)

Listing 2: Code snippet for querying AutoRL-Bench 1.0

from which to sample. SMAC4MF differs from the original BOHB by fitting a Random Forest for
the BO component.

Population Based Training (PBT) [18] is an evolutionary method for HPO that allows to dynam-
ically change hyperparameters during training. PBT maintains a population of RL agents. Every
N steps (a user-defined value) the worst members in the population are replaced with the best
ones. Simultaneously the hyperparameters of these replaced agents are perturbed to explore if new
hyperparameter values might improve the performance further. To work well, PBT typically requires
large populations between 40 and 80 members.

Population based bandits (PB2) [19] extends the PBT framework and replaces the random
hyperparameter perturbations with predictions from a time-varying Gaussian process. This change
enables PB2 to perform a more informed search over hyperparameters. As a consequence, PB2
typically requires drastically fewer members (i.e., only 4 to 8) in the population compared to PBT.

D Additional Results

D.1 Hyperparameter Importance for RL Agents

In order to determine the importance of hyperparameters for the considered RL agents, we address
the following questions. i) Which static hyperparameter configurations result in the best final reward
for each considered algorithm? ii) Which hyperparameters are more important, i.e. have a higher
influence on the final reward?

To answer the first question we compute the average rank of all considered static configurations
per environment and for each configuration space separately. Based on these averages, we select
the four best and worst configurations in each configuration space. Figure 3 depicts the results as
box-plot, where lower ranks indicate better final rewards. Generally, lower learning rates result in
better final rewards than configurations with high learning rates. Further, our results indicate that
PPO and A2C configurations are less robust than DDPG ones, i.e. generally poorly-performing
configurations can in some environments result in very good final rewards and vice versa. Contrary to
practitioners’ hopes, there exists no silver bullet hyper-parameter configuration that is clearly optimal
in the vast majority of the environments. The take-home message is that optimal hyperparameters are
environment-specific and must be carefully tuned.

To answer the second question we make use of the fANOVA hyperparameter importance method [52],
which aims to quantify how strongly the change in a hyperparameters value influenced the final
observed reward. fANOVA attributes higher importance to those hyperparameters that have a stronger
influence in the final performance, i.e. reward. In Figure 4 we compute the average rank over
all environments. Our results confirm that the learning rate is instrumental in achieving optimal
performance for the considered algorithms. Furthermore, γ is very influential in the case of PPO.
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Figure 3: Average rank of the final reward across environments (four best and worst configurations)
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Figure 4: Hyperparameter importance per search space (red diamond=mean, red line=median)
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D.2 Regret Plots

We present the regret plots of the experiments presented in the main paper in Figures 7 to 9.

We compute the normalized regret for an observed reward r within an environment as :

normalized regret =
rmax − r

rmax − rmin
(1)

where rmax and rmin are the maximum and minimum reward observed for any algorithm in that
environment.

103 104

Wallclock Time

0.0

0.5

1.0

Av
er

ag
e 

No
rm

al
ize

d 
Re

gr
et ATARI

103 104

Wallclock Time

0.0

0.5

1.0
CONTROL

103

Wallclock Time

0.0

0.5

1.0
MUJOCO

RS SMAC PB2 PBT

Figure 7: Average normalized regret for A2C Search Space

D.3 Rank plots per Environment

Figures 10 to 14 show the average rank of each evaluated HPO method on the individual environments.
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Figure 12: Average Rank for PPO Search Space per Environment
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Figure 13: Average Rank for A2C Search Space per Environment
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E License

We provide Auto-RL Bench 1.0 under an MIT License. OpenAI Gym [53] and Stable-Baselines3 [47]
are also offered under an MIT License.

F Limitations and Future Work

AutoRL-Bench 1.0 provides data that allows for the evaluation of black-box HPO, grey-box HPO, as
well as online HPO methods. However, we only focus on model-free RL algorithms as our search
spaces. This limitation can be lifted by extending the benchmark through increasing the number
of search spaces. Further, by its tabular nature, AutoRL-Bench 1.0 covers exactly the evaluated
configuration spaces but does not allow to reason about algorithmic behaviour outside the covered
space. Still, AutoRL-Bench 1.0 lays the foundation for principled study of AutoRL and in particular
HPO for RL. In future work, similar to trends in benchmarking for NAS [see, e.g., 33], we plan at to
use surrogates models to cover larger configuration spaces while keeping the positive aspects of a
tabular benchmark.

G Societal Impact

The provided benchmark serves the goal of environmental sustainability by, in the long run, reducing
the energy consumption of training RL agents through the help of better AutoRL. Further, the bench-
mark is designed to facilitate research on AutoRL. As AutoRL aims at unlocking the full potential
of RL by making RL algorithms off-the-shelf solution approaches to a variety of problem domains,
there are various potential positive and negative impacts on society. By essentially democratizing RL
this could enable users to employ RL even for nefarious use-cases. Still, the democratization of RL
will ensure that not only a select few with vast amounts of compute are able to employ RL.
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