RLC Workshop on RL4RS 2025

Adaptive PID Control for Setpoint Tracking Using
Reinforcement Learning: A Case Study for Blood-
Glucose Control

Anna Hakhverdyan'?*, Golnaz Mesbahi!>*, Martha White'->*

{hakhverd, mesbahi,whitem}Q@ualberta.ca

'Department of Computing Science, University of Alberta, Canada
2 Alberta Machine Intelligence Institute (Amii)
3CIFAR AI Chair

*Equal contribution

Abstract

Blood-glucose control is a classic example of setpoint tracking, where the controller
must continuously adjust insulin delivery to maintain a desired glucose level. While
simple feedback controllers, like proportional-integral-derivative (PID), are commonly
used, they can not leverage contextual information that could lead to better perfor-
mance. Reinforcement learning (RL) has shown promise for such control problems,
but its use in continual setpoint tracking—where learning happens online during de-
ployment—remains underexplored. In this work, we study how the on-policy RL algo-
rithm PPO performs in blood-glucose control under different observability conditions.
We build a continuing blood-glucose control environment based on the Bergman model
and evaluate PPO in a series of increasingly difficult scenarios: starting with a determin-
istic case, then introducing stochasticity, and finally testing how well learned policies
transfer across different patients. Our results show that standard PPO struggles even in
relatively simple settings, underscoring the need for further research to make RL more
reliable for setpoint tracking. However, we find that modifying PPO’s policy to output
PID gains—effectively using PPO to tune a PID controller—significantly improves sta-
bility and performance, demonstrating a promising direction for RL in process control.

1 Introduction

Reinforcement learning (RL) has been extensively applied to various process control problems
(de Rezende Faria et al., 2022; Yoo et al., 2021; Spielberg et al., 2017; Martinez-Piazuelo et al.,
2020), ranging from wastewater treatment (Chen et al., 2020) to nonlinear processes in continuous
stirred tank reactors (Shah & Gopal, 2016). RL offers potential advantages over traditional control
methods when the environment is stochastic, particularly when there are no explicit presumptions
about the process (Mowbray et al., 2021). However, deploying RL agents for online control in
such settings presents several challenges, including ensuring stability and adaptability in dynamic
environments and achieving robust generalization to new conditions.

Blood glucose control for diabetic patients is an example of a chemical process control problem and
a crucial challenge in healthcare (Bergman et al., 1979). The complexity arises from individual vari-
ability in lifestyle, diet, and physiological responses, making glucose regulation a highly dynamic
task, requiring continuous and online control.

A well-established category of solutions for process control problems consists of classic feedback
control methods, such as proportional-integral-derivative (PID) controllers. These controllers con-
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tinuously adjust their actions according to the difference between the process variable and the de-
sired setpoint. In a blood glucose control setting, a PID controller controls insulin levels in response
to fluctuations in glucose levels, maintaining glucose level to a particular setpoint (Khagan et al.,
2022). While PID controllers are widely used because of their simplicity and stability, they often
struggle with handling time delays and highly dynamic and nonlinear systems (Lee et al., 1999).

Given these challenges in both PID and the process control systems, RL presents a promising ap-
proach (Fox & Wiens, 2019), as it enables adaptive decision-making in uncertain environments
(Tejedor et al., 2020). Previous research has explored various RL approaches for blood glucose
control, including model-free, actor-critic algorithms combined with recurrent neural networks (Fox
et al., 2020). Other works have integrated model-based learning with deep RL techniques to improve
performance and stability (Hettiarachchi et al., 2024). However, many of these solutions still rely
on manual human feedback (Emerson et al., 2025), extensive hyperparameter tuning, and carefully
designed safety-informed reward functions (Zhao et al., 2025).

A promising approach integrates PID with RL, where the RL agent dynamically tunes PID gains
while the PID controller regulates the process (Qin et al., 2018; Dogru et al., 2022; Shuprajhaa et al.,
2022a;b; Adesanya et al., 2024). Several variations of this approach have been explored: one method
parameterizes an RL agent as a PID controller and uses it to adjust PID gains in an offline manner
(McClement et al., 2022); another method augments the RL agent with a PID controller while lever-
aging evolutionary learning techniques to enhance performance (Bloor et al., 2024); a third approach
modifies the learning framework to include episodic updates and rollback mechanisms during early
training stage to mitigate instability (Lakhani et al., 2022). Other solutions incorporated attention
networks with PID actions to guide the RL agent’s decisions in the early stages of training (Lim
etal., 2021).

However, most of these methods operate in an offline setting (Emerson et al., 2023) and do not
account for online learning, potentially limiting adaptation to changing environments. Moreover,
real-world process control applications, such as blood glucose regulation, often involve partial ob-
servability, where the agent lacks access to all environment variables, further complicating adap-
tation (Li et al., 2015; Ni et al., 2021; Hausknecht & Stone, 2015). Therefore, an effective online
agent must continually adapt its learned policies (Zhu et al., 2023) to the new conditions.

This work explores the use of RL algorithms, specifically Proximal Policy Optimization (PPO)
(Schulman et al., 2017), for blood-glucose regulation in an online learning setting. Despite the en-
vironment’s simplicity, standard PPO—and even its recurrent variant—struggle, particularly under
partial observability and stochasticity. To address this, we allow PPO agents to output PID controller
gains instead of direct insulin dosages. Our experiments show that PID-based agents outperform
standard PPO, providing greater stability, lower variability, and improved transfer between patients,
highlighting the robustness of PID-based approaches with on-policy methods like PPO.

2 Blood-Glucose environment

In this paper, we focus on insulin-dependent diabetes, where blood glucose levels are regulated
through insulin injections, diet, and exercise. It is a compelling environment to study, as poor action
choices can have serious consequences: too much insulin can lead to dangerously low blood sugar,
while too little can result in long-term complications like nerve damage, cardiovascular disease,
and kidney failure. An effective controller must, therefore, continuously monitor glucose levels
and maintain them within a safe range around the basal level Gy. Real-world challenges—such as
stochasticity in meal and exercise timings, with delays and noise in glucose measurements—make
this a rich and realistic testbed for RL-based approaches'.

To model blood glucose control as a Markov Decision Process (MDP), we use the Bergman Mini-
mal Model (Bergman, 1989) and its extended variant, the exercise-augmented Bergman Minimal
Model (Roy & Parker, 2007) to define the environment’s dynamics. An MDP is defined by the tuple

ICode is available at https://github.com/anna-ssi/bg-rlpid
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M = (S, A,P,R), where S is the state space, A is the action space, R : S x A x § — R is the
reward function, and P : § x A x § — [0, 1] specifies the transition dynamics. At each time step
t, the agent observes state sy, selects an action ay, transitions to the next state s;4; and receives a
reward 7,41 according to the distribution P(s;y1, 7141 | ¢, at). The agent’s goal is to learn a policy
m(a | s) that maximizes the expected return, defined as the cumulative discounted reward, over time.

The Bergman model is a system of three differential equations that describe the dynamics of glucose
and insulin. It has three core variables: glucose level G, insulin concentration I3, and insulin action
variable X;. The exercise-augmented model expands this framework by introducing six additional
equations, detailed in Appendix C. When we set the added variables to zero, we recover the original
Bergman model. The equations common to both models are:

W
Gir1 =G+ At <_P1Gt - Xi(Gy 4+ Gy) + Dy + (Gproda,t — Galy,t — Gup,t)) )
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where the parts highlighted in blue correspond to the three equations used in the original Bergman
Minimal Model. The parameters without the subscript ¢, such as Py, P, P3, W, along with basal
glucose G, and basal insulin [, among others, are patient-specific and are detailed in Appendix H.

We define the state s; = [Gy, It, X;] to contain the three key variables the Bergman model. The
transition from state s; to sy in the original Bergman model can be expressed as:

Gt —PGy — X (G + Gy) + Dy
i1 = | l+1 | =5 + At —n(I; + 1) + %
1
s ~PX, + Pyl

For the exercise-augmented model, the state s; is expanded to include the additional variables listed
in Equation (2):

St+1 = [Gt-‘rlv It+17 Xt+17 Gprod,t+17 Gup,t+1a Ie,t+1a PVOg?ta—)‘,(-la Ggly,t+17 At+1] .

The action a; represents the insulin dose administered at each time step ¢: for RL agents directly
controlling the process, a; = Uy, while for PID-based agents, a; = [Kp, K;, K;], where K,, K;,
and K4 are the coefficients of the PID controller, which we discuss further in the next section. The
reward is defined as r; = —|G; — G|, penalizing deviations of the glucose level from the basal Gy.

A key variable in this model is D;, which represents system disturbances. It allows us to adjust
the difficulty of the environment by simulating more complex or irregular glucose intake patterns,
which we discuss further in Appendix B.

3 Controlling PID with RL

The PID controller has three components: proportional, integral, and derivative. The proportional
term corresponds to the current error in the system, defined as e; = x; —x}, where z; is the system’s
current state and zf is the desired target. In the case of blood glucose regulation, this corresponds to
the difference between the current blood glucose level G and the basal level Gj. The integral term
accumulates the error over time, helping the system reach x* by correcting for past deviations. The
derivative term anticipates future errors with the rate of change of the process variable, reducing the
output if the system is changing too rapidly. Each term is weighted by its corresponding gain value
- K, K;, and K — serving as its adjustable parameters, as shown below:
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where At is the time step between successive control actions (set to 1 in our experiments). At the
initial time step ¢t = 0, since e;_; is undefined, the derivative term is set to zero.

To enable the agent to adjust the gain variables, we treat

a, the PID controller as part of the environment, as shown

on the left. The RL agent receives the current state s;

a from the environment and outputs the gain values a; =

Al Agent Savionment| (¢ K, K4}, which are then used by the PID controller
to produce the action a;. To accommodate this pipeline,

we augment the state space to include the three key com-
Sie1> Tl ponents of the PID controller: the error term e;, cumula-
tive error ZE:O e;, and derivative error e; —e;_1. The dif-

ferent environment configurations, along with their cor-

responding state and action spaces, are detailed in Appendix F. The algorithmic implementation is
presented in Algorithm 1 below:

d

Algorithm 1 On-policy RL for the PID control

1: Input: RL Algorithm A1lg, total steps 7', trajectory length
2: Initialize: system state x(, setpoint xg, start state s

3: for tin T do

4. dt = (KpaKiaKd) eAlg(st)

50 e xp — X4

6: ay < Equation (1)(K,, K, Kq, e, t)

7:  Take a step in the environment with a;, get r4 11, s¢11, and the system states x; 1, 7,
8 Add (s¢,at, 7441, St+1) to the trajectory

9: ift mod 7 = 0 then

10: Update A1g with the trajectory

11:  endif

12: end for

4 Experiments and results

We conducted a series of experiments in the Blood-Glucose environment with various configura-
tions, including different meal and exercise schedules, levels of observation noise, and observabil-
ity. Although the environment is periodic by nature, where each episode represents a single day,
we focus on the continuing setting, where the state persists without resetting back to the start state,
meaning each new day starts where the previous one left off.

We utilize the PPO algorithm under two observability settings: (1) full observability, where agents
receive all relevant variables from the Bergman model and the PID controller, and (2) partial observ-
ability, where agents observe only the current blood glucose level. We evaluate four agent variants:
PPO, RecurrentPPO, PID-PPO, and PID-RecurrentPPO, utilizing recurrence to improve per-
formance under partial observability (Mnih et al., 2016). PPO and RecurrentPPO agents directly
select the insulin action, while the PID-based agents determine the gains of the PID controller. As a
baseline, we use a PID controller with default values of K, K;, and K provided in (Hansen et al.,
2019). All plots include bootstrapped confidence intervals of 95% calculated over 20 random seeds.
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4.1 Deterministic environment

In this section, we evaluate the performance of the four PPO agents in a deterministic Blood-Glucose
environment where the patient consumes three fixed meals per day. These meals produce three
predictable glucose spikes, with meal times and amounts kept constant. Patient-specific data can be
found in Appendix H.
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Figure 1: Online performance — measured as the average undiscounted reward — of the agents in the
exercise-augmented Blood-Glucose environment with obese disturbance function, evaluated over
500 days. The first two plots show the performance of PPO agents under full observability, with
the second plot showing a zoomed-in view of the PID-based agents. The last two plots present the
agents’ performance under partial observability.

As expected, in Figure 1, RecurrentPPO consistently outperforms the standard PPO agent in partially
observable settings — a trend that also holds in fully observable settings. Notably, RecurrentPPO
maintains similar performance across both observability settings, while standard PPO experiences a
significant decline under partial observability.

Both PID-based agents perform similarly across the fully and partially observable settings. How-
ever, under partial observability, a slight performance gap emerges: PID-RecurrentPPO converges to
baseline-level performance more quickly than PID-PPO. A significant advantage of the PID-based
PPO agents — particularly evident in the zoomed-in view of Figure 1 — is their stability and improved
sample efficiency: even within the first 100 episodes, these agents exhibit notable performance gains.
Ultimately, both PID-based agents reach levels of performance comparable to or better than baseline
PID in all configurations tested, as shown in Appendix H.

In this section, we showed that in the deterministic Blood-Glucose environment, the PID-based
agents outperform standard PPO agents by a significant margin, exceeding the performance of
the baseline PID. These results highlight the stability and efficiency of PID-based PPO agents, even
in partially observable settings where glucose regulation is based solely on glucose measurements
at each time step.

4.2 Stochastic environment

Imposing fixed meal times, portion sizes, and daily exercise routines is an unrealistic constraint that
does not accurately reflect real-world conditions. Additionally, glucose measurement devices are
inherently imprecise, with readings affected by up to 10% noise (Facchinetti, 2016). To better eval-
uate agent performance under more realistic conditions, we extend our environment to incorporate
stochastic elements, including variability in meals, exercise, and sensor noise.

We first evaluate the performance of the four PPO agents under stochastic meal intake and exercise
timing. Although we still assume that the patient exercises daily, we vary the time and duration
of each session by randomly choosing a time from a set range. Similarly, for meal intake, we
randomly choose the timing and glucose intake of the three main meals and introduce the possibility
of snacking, adding more variability to the dynamics of the system, as described in Appendix B.
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Figure 2: The online performance of the agents in the stochastic meal and exercise setting with
the obese disturbance function, evaluated over 500 days. Following the format of the Figure 1, the
first two plots show results under the fully observable setting, while the last two illustrate agent
performance under partial observability.

As shown in Figure 2, the general trend observed in the deterministic experiments persists: standard
PPO struggles in the partially observable setting, and RecurrentPPO consistently outperforms it in
both settings. PID-based agents surpass standard PPO agents and the baseline PID in both fully and
partially observable settings, demonstrating better stability and efficiency.

Interestingly, the added stochasticity appears to benefit the RecurrentPPO agent, resulting in im-
proved performance compared to the deterministic case. However, in the partially observable setting,
this difference is minimal. These findings suggest that the additional stochasticity does not signif-
icantly impair agent performance; on the contrary, it may promote robustness and generalization,
potentially aiding learning under more realistic conditions.

To introduce additional stochasticity to the exercise routine, we allow the patient to skip workouts
randomly. To accommodate this, we integrate both Bergman models: on exercise days, we use the
exercise-augmented model, while on non-exercise days, we revert to the standard three-equation
Bergman model. Since the exercise-augmented model is a strict superset of the standard Bergman
model when the patient skips a workout, we set the intermediate variables to zero on the next day,
retaining only the shared state variables: G, X, and I;.

For this experiment, we focus on the partially observable setting, where the agent receives only
glucose readings. In addition to combining the standard and exercise-augmented environments,
we introduce up to 10% observational noise, reflecting real-world conditions where glucose meters
typically exhibit measurement errors of this magnitude.

As shown in Figure 3, the performance closely
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Figure 3: The online performance of the agents, However, PID-based agents are noticeably af-
evaluated over 500 days, assessed in the integrated  fected by the added stochasticity, with their per-
stochastic environment with the obese disturbance  formance closely mirroring the baseline. De-
function and noisy observations in the partially gpite this, they exhibit lower variance and better
observable setting. stability than the baseline PID, suggesting that

while they struggle to achieve a clear advantage

in the noisy setting, they remain reliable. An-
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other notable effect is the reduction in sample efficiency: unlike in previous experiments, the PID-
based agents no longer reach strong performance within the first 100 episodes. Nevertheless, they
outperform all non-PID agents, further reinforcing the stabilizing benefits of PID-based control in
glucose regulation.

In this section, we observed that with added stochasticity, standard PPO agents struggle, especially in
partially observable settings, while RecurrentPPO consistently outperforms them. PID-based agents
surpass baseline PID, demonstrating more stable and efficient performance when stochasticity is
introduced in meal and exercise schedules. Even with noisy glucose readings, these agents maintain
performance comparable to the baseline while exhibiting lower variance. Overall, despite increased
uncertainty, PID-based agents demonstrate greater robustness and stability compared to their
non-PID counterparts in the stochastic Blood-Glucose environment, highlighting their potential
reliability in real-world scenarios.

4.3 Online transfer between patients

The ability to transfer learned knowledge is essential for real-world deployment, allowing agents to
adapt to new situations by leveraging prior experience without performance degradation. To assess
this capability, we evaluate agents across 12 patients with varying body compositions (obese and
normal-weighted). Patient order is randomized, and agents interact with each patient sequentially
for 100 days. The final patient is the one used in all of the previous experiments. We consider the
same two partially observable settings used in the last section. Detailed information about the 12
new patients is provided in Appendix E, while Appendix H contains the data for the patient used in
all previous experiments.

Stochastic meals/exercise Stochastic meals/exercise + noise
0 ' . — 0 y
i — N ~
> =”—:f _/ =\ e
o 200 i § ~ -200 \/_\ -
= i | / = /
g 1 1
@ -400 [ = -400 U k
& R =
) L :
©  -600 [N R e -600
g PPO
< s00] — RecurrentPPO 800
—— PID-PPO
PID-RecurrentPPO
-1000 -1000
0 200 400 600 800 1000 1200 0 200 400 600 800 1000 1200
Days Days

Figure 4: The online performance of the agents was evaluated across 12 patients in the partially ob-
servable stochastic environments introduced in the previous section. Each agent was given 100 days
to administer insulin per patient, with transitions between patients indicated by dotted vertical lines.
Additionally, both plots include a zoomed-in view of the patient used in all previous experiments.

In Figure 4 (left), we observe the same trend in the online transfer setting as in the previous stochas-
tic environment experiments: standard PPO continues to struggle, while RecurrentPPO effectively
adapts to new patients, achieving performance comparable to PID-based agents.

In Figure 4 (right), when we introduce noise to the agent’s observations, we see an interesting shift
in performance. RecurrentPPO, which previously matched the performance of PID-tuned agents,
now behaves more like standard PPO rather than its PID-based counterparts. While it still exhibits
some learning, as evidenced by the performance gap between the two non-PID agents, it ultimately
failed in the last 100 days. It is a drastic shift from its performance in the previous experiment
(Figure 3). These results suggest that the recurrent component, while beneficial for handling partial
observability by maintaining a memory of past observations, becomes vulnerable in the transfer
setting under noisy conditions, likely due to the accumulation of errors from different patients in the
hidden state over time.

A key observation is the learning pattern of PPO agents in both the stochastic and stochastic + noisy
settings: their performance patterns are almost identical. Consistent with earlier experiments, stan-
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dard PPO continues to struggle in stochastic environments—this is particularly evident in the final
100 days of the plots, which correspond to the patient evaluated in prior sections. This result indi-
cates that, despite appearing to perform well at times, the PPO agents fail to learn. The fluctuations
in performance primarily reflect variability in the reward signal, driven by minor setpoint deviations
in normal-weight patients, rather than genuine improvements in the agent’s policy.

As for the PID-based agents, they transfer more effectively between patients, gradually improving
their performance, as seen in the last 100 days. However, with added noise, PID-RecurrentPPO
struggles more compared to its performance in the stochastic meal and exercise setting, where it
previously outperformed the other agents. This further suggests that noise acts adversarially in the
transfer setting.

In summary, we examined how agents transfer across patients in the partially observable stochastic
environment with and without noisy observations. As expected, standard PPO struggled, while Re-
currentPPO gradually improved, though its performance degraded significantly with noisy inputs.
PID-based agents transferred most effectively, maintaining stability and consistently outper-
forming standard PPO agents. However, added noise also impacted PID-RecurrentPPO, suggest-
ing that accumulated noise in the memory reduces generalization and learning across patients.

5 Conclusion

In this paper, we investigated the performance of reinforcement learning (RL) algorithms in the con-
text of blood glucose regulation, where the objective is to maintain stable glucose levels through
insulin administration. Despite the environment’s relatively simple structure, it presented substan-
tial challenges for PPO agents, particularly under stochastic glucose spikes, meal intake, exercise
patterns, and noisy observations.

Building on prior work, we modified PPO agents to output PID controller gains instead of directly
selecting insulin dosages. Our experiments in both deterministic and stochastic environments re-
vealed that these PID-based agents consistently outperformed standard PPO agents, offering greater
stability and reduced performance variability. In some cases, the learned PID controllers even sur-
passed the performance of a fixed baseline PID. This advantage also extended to online transfer
across patients, highlighting the robustness of PID-based systems when combined with on-policy
methods, like PPO. These findings underscore the potential of integrating classical control strate-
gies with reinforcement learning. Furthermore, the consistent shortcomings of standard PPO agents
emphasize the value of this environment as a benchmark for investigating partial observability and
stochasticity in process control systems.
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A Details on experimental design

We implemented PPO and its recurrent variant using the Stable-Baselines3 package (Raffin et al.,
2021). Since our focus is on online learning, all PPO agents were trained in a single-environment
setting. For the standard PPO, we used the default hyperparameters. However, for the recurrent
PPO, initial experiments showed limited learning with default settings, so we adopted hyperparam-
eters from the Pendulum environment, which shares a similar reward structure, action space, and
observation space with our task. We kept the PPO hyperparameters unchanged, as they are also the
defaults for the Pendulum environment. For the PID controller, we used the default hyperparameters
provided in Hansen et al. (2019).

PID Values PPO Values RecurrentPPO Values
K, 2 Learning rate 3e-4 Learning rate le-3
K; 0.05 Discount (v) 0.99 Discount (v) 0.9
Ky 50 Hidden layers 2 Hidden layers 2
- Hidden units per layer 64 Hidden units per layer 64
Batch size 64 Recurrent network type  LSTM
GAE A\ 0.95 Recurrent network size 64
PPO clip € 0.2 Batch size 128
Value loss coefficient 0.5 GAE A\ 0.95
Entropy coefficient 0.0 PPO clip € 0.2
Gradient clip 0.5 Value loss coefficient 0.5
Update epochs 10 Entropy coefficient 0.0
Trajectory length 2048 Gradient clip 0.5
Normalize observations  True Update epochs 10
Normalize rewards True Trajectory length 1024
Normalize observations  True
Normalize rewards True

Table 1: Hyperparameter values used for PID, PPO and RecurrentPPO agents.

B Details on the disturbance functions

Normal-weighted disturbance simulates the effect of meals on blood glucose levels by incorporat-
ing an exponential decay, capturing the natural reduction of glucose over time. Each meal introduces
a sharp increase in blood glucose levels, after which the function decays, gradually reducing the ef-
fect over time as the glucose metabolizes. This behavior is represented mathematically as:

Dt _ Fg . e—0.0S(t—tm)

where t,, is the time of the meal, and I, represents the glucose contribution of the meal. The decay
factor 0.05 ensures that the glucose disturbance gradually diminishes, mimicking the body’s natural
glucose regulation process.

Obese disturbance follows the same structure as the normal disturbance function but introduces
a scaling factor of 1.2x to amplify the glucose response. This adjustment reflects physiological
differences in glucose metabolism for obese individuals, where meal-induced glucose spikes tend to
be more pronounced or prolonged. The disturbance function is defined as:

Dt —1.2. Fg . 670.()5(t7tm)
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where I, represents the meal’s glucose contribution, and ,,, is the meal time. The increased scaling
factor accounts for the reduced insulin sensitivity commonly observed in obesity, leading to higher
and more persistent postprandial glucose levels.

C Exercise-augmented Bergman Minimal Model

The exercise-augmented Bergman Minimal Model extends the original three-equation Bergman
model by introducing additional variables to capture the physiological dynamics of exercise. Key pa-
rameters include G (glucose concentration), the glucose availability for energy, and I; (insulin con-
centration), which regulates glucose uptake by tissues. The model tracks glucose dynamics through
parameters like Gproq,: (glucose production) and Gy, ¢ (glucose uptake), as well as the depletion and
recovery of glycogen stores (Ggy,:), Which provide backup energy during exercise. Insulin, influ-
enced by factors such as U; (insulin injection), which is the control action, and n (insulin clearance),
plays a crucial role in glucose uptake into cells, and P; governs the rate of glucose consumption.
The intensity of exercise, A;, influences metabolic processes such as X; (exercise metabolism),
with intense expenditure leading to increased glucose utilization and energy usage, tracked by I,
(energy expenditure). Additionally, the model incorporates PV O3} representing maximal oxygen
consumption that influences both glucose production and uptake. The equations for the exercise-
augmented Bergman Minimal Model are presented below, with blue highlighting the equations of
the original model.

W
Giy1 =G + At <P1GL — Xi(Gy + Gy) + Dy + —(Gproat — Gaty,t — Gup,t)) )

Va
t

U,
It+1—It+At< ﬂ[f+I[) V Ie,t)y
1

X1 = Xi + At (— P X + PsIh),

Gprod,t+1 - Gprod t+ At (alpv max a2Gpr0d.,t) )
Gup,t+1 = Gup ¢+ At (a3PVOmaX af4Gup,t) ,
max (2)
Topyr = Iey + At (%PVO —agley),

PVORE, = PVORY™ + At (0.8(uex,t — PVO5YX))

0, Ay < Arn,
Ggly,t+1 = Ggly,t + At x k» At > ATH7
G
- 7gli1t ,  Uex,t = 0.

Uex,t > 0,

A1 = Ay + At x { ex: ~0

0.001) Uext
D Ablation study on state representation

In the main paper, we define the state s; of PID-based PPO agents to include the components of the
PID controller, as we explicitly model the PID as part of the environment and need to account for its
existence. In this section, we analyze how each component influences agent performance and assess
whether all parts of the state are necessary for effective decision-making.

We analyze agent’s performance in both deterministic and stochastic environments under different
state representations to assess the necessity of each component. The Full state includes all model
variables along with PID components, while 3-variable consists of only G, I, X, the shared vari-
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ables across exercise and non-exercise models. The Glucose+PID state retains only glucose and
PID components, whereas Glucose provides only glucose measurements. Finally, the PID state
contains only the PID components, isolating their contribution to decision-making.

Stochastic meal/exercise + noise

Deterministic

— Full
s 3-variables
—— Glucose+PID
Glucose
PID

Average Reward

0 100 200 300 400 500 0 100 200 300 400 500

Days Days

Figure 5: The performance of the PID-PPO
agent in the deterministic (left) and stochastic
meal/exercise + noise (right) environments with
five state representations, evaluated over 500 days.

In Figure 5, we compare the performance of
the PID-PPO agent across five state representa-
tions in both deterministic (left) and stochastic
meal/exercise + noise (right) environments. In
the deterministic setting, agents perform simi-
larly when provided with either the full envi-
ronment state or the PID components but strug-
gle with glucose-only inputs. In particular, in-
cluding only the three PID components give the
agent enough information to effectively tune
the gain values of the controller, even without
having direct access to the glucose value. A
similar pattern emerges in the stochastic setting,
where augmenting glucose readings with PID
components improves performance over glu-
cose alone, suggesting that PID-based agents

benefit from incorporating PID components into the state, leading to better control.
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Figure 6: The performance of the PPO and RecurrentPPO agents in the deterministic (first,second)
and stochastic meal/exercise + noise (third,fourth) environments with different state representations,

evaluated over 500 days.

We test whether augmenting standard PPO agents with

the error terms improves performance. As shown in Fig-
ure 6, adding PID components has little to no effect on
standard PPO in either setting. In fact, in the stochas-
tic environment, the additional error terms seem to nega-
tively impact PPO’s performance. However, the recurrent
variant of PPO benefits significantly from this augmenta-
tion in both settings, suggesting that the error terms help

to construct a more informative hidden state.

We now assess whether the additional error terms im- 0
prove RecurrentPPO’s performance to compete with the
PID-based methods. As shown in Figure 7, while Re-
currentPPO almost reaches the baseline PID with the ad-
dition of the error terms, it still falls short of PID-PPO
agent in both performance and stability, exhibiting higher

variability.
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Figure 7: The performance of the PID-
PPO, RecurrentPPO agents and PID
baseline in the deterministic environ-
ment, evaluated over 500 days.

In summary, we demonstrate that PID-based agents ben-
efit significantly from incorporating PID components into their state space, particularly in partially
observable and stochastic settings. While adding error terms had little effect on standard PPO,
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RecurrentPPO improved with the additional information, outperforming its counterpart that relied
solely on environment variables. However, despite these gains, RecurrentPPO still falls short of
PID-based agents in both overall performance and stability, exhibiting greater variability.

E Data for the online transfer learning

In most of our experiments — particularly in the deterministic and stochastic settings discussed in
Section 4.1 and Section 4.2 — we relied on data from a single patient, originally provided in Roy
& Parker (2007). To broaden the scope of our evaluation, we incorporated data for 12 additional
patients from the original Bergman Minimal Model study (Bergman, 1989), as detailed below. How-
ever, the original model differs significantly from the one used in this work, so we applied additional
formulas to derive the parameters required for our experimental setup.

# |Gy | I | Go | Io | n | Po | P, | Ps(107%) |IBW% | Vi | Sex
1] 94 | 17298 | 333|023/ 00296 | 0.0186 6.51 101 877 | M
2191 [ 9]276] 69 | 0.18 ] 0.0192 | 0.0262 14.7 100 869 | M
3198 | 4206 50 [0.22] 00136 | 0.0341 17.3 97 843 | M
4 197 | 3 |248] 15 [ 022] 00151 | 00313 9.7 88 765 | M
s 1936|271 14 [ 01100217 | 00292 19.1 98 851 | M
6 | 110 26]256 ] 99 |0.13 | 0.018 | 0.0108 2.29 142 995 | F
7 199 [ 21| 217 ]225] 014 ] 00113 | 0.0034 0.97 148 | 1037 ] F
8 | 92 [ 20224 ] 185 0.11 | 0.0113 | 0.0240 4.89 130 911 | F
9 | 102 | 81258337 ]0.13 | 0.0246 | 0.0069 0.55 138 967 | F
10 | 109 | 37 | 267 | 248 [ 0.13 | 0.01 | 0.0166 2.02 172 | 1205 ] F
11| 104 | 68 | 242 | 20 | 0.13 | 0.0071 | 0.0125 1.58 206 | 1444 | F
1213216254 ] 16 | 0.13 ] 0.0093 | 0.02 7.78 153 | 1072 ] F

Table 2: Patient data with various parameters, including body metrics, physical attributes, and health
indicators such as obesity status and gender.

As the paper only provided Ideal Body Weight IBW) percentages along with information about the
sex of the patients, we estimated the weights and V; (the volume of distribution of insulin) from
the patients’ weights. To calculate the body weight of the patients, we assumed their heights to be
the average height in the US, where the data was collected: 175.26 cm (5’9 inches) for males and
162.56 cm (5°6 inches) for females. Using the Hamwi formula, we first calculated the Ideal Body
Weight (IBW) for each patient.

BW — 48.0 + 2.7 x (Height in inches — 60), for men
] 45.5 + 2.2 x (Height in inches — 60), for women

Then, using the following formula, we were able to approximate the weight of each patient based
on their IBW and IBW percentage:

IBW x IBW %
Body Weight (kg) = (Xo)

100

This allowed us to estimate the actual weight of each patient based on the provided IBW percentage.
With this data, we can now approximate the value of V1 (the volume of distribution of insulin) for
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the Bergman Minimal Model, using the relationship between body weight and insulin distribution
in the model.

V1 = 0.12 * Body Weight (kg)

This equation is a rough approximation of the values, based on clinical and physiological data for
the human body, particularly in the context of insulin dynamics or glucose metabolism (Bergman
etal., 1979).

For the exercise-augmented Bergman Minimal Model, we used the confidence values introduced in
Roy & Parker (2007) as a basis to randomly select values for the individuals. The values and ranges
used for the exercise model variables are summarized below:

Parameter | Distribution

ar ~ U(0.00013,0.0019)
as ~ U(0.0441, 0.0679)
g3 ~ U(0.0015,0.0024)
a4 ~ U(0.0355,0.0617)
as ~ U(0.001,0.0015)

ag ~ U(0.0588,0.0912)
k ~ U(0.0085, 0.0131)
T ~ U(1.86,10.14)

For the online transfer section, we pre-shuffle all patients and use this shuffled order for sequential
transfer. The final sequence is as follows: 12 (Obese), 1 (Not obese), 13 (Obese), 18 (Obese), 16
(Obese), 2 (Not obese), 8 (Not obese), 6 (Not obese), 14 (Obese), 15 (Obese), and 7 (Not obese),
where each number corresponds to the specific patient in the Appendix E.

F Design choices for the environment

In this paper, we consider two environments: PIDBG, where the agent tunes the parameters for the
PID controller, and BG, where the agent directly selects the insulin injection action. The key distinc-
tion between these environments is that, from the agent’s perspective, the PID controller in PIDBG
is part of the environment, fundamentally altering the dynamics the agent interacts. Additionally, we
incorporate the exercise-augmented Bergman Minimal Model, as well as combined versions of BG
and exercise-augmented BG: BGExercise, PIDBGExercise, BGCombined, and PIDBGCombined.
The different environments, along with their action and observation spaces, are summarized in the
following table:

Environment Observation space Action space
BG R3
BGExercise RY {a € R0 <a <50}
BGCombined R?
PIDBG RS
PIDBGE-xercise R!2 {aeR?|0<a; <100, 0 < ag, a3 <10}
PIDBGCombined R!?

Table 3: Overview of observation and action spaces for different environments, with dimensions and
value ranges. The action spaces for similar environments are grouped for clarity.
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G Stochasticity in the environment

To introduce stochasticity in meal and exercise data, random perturbations are applied to meal ef-
fects, making the environment more dynamic and realistic. These perturbations influence both the
magnitude of the glucose spike and the rate of decay, capturing individual differences in glucose
metabolism. In stochastic cases, these variations are applied at the start of each episode or day,
causing meal times and glucose intake levels to fluctuate daily, better reflecting real-world eating
patterns. We use random number generators to vary glucose intake levels () and meal timing,
with all values perturbed by a uniform distribution. Additionally, a snack is introduced with a 50%
probability, further increasing unpredictability. For exercise, timing is also randomized uniformly,
ensuring it does not overlap with meal times. In some experiments, we randomly decide whether the
patient will exercise on a given day. This stochastic approach ensures a more realistic simulation of
irregular human eating and activity patterns.

Meal Glucose (F'g) Time (minutes) Duration (minutes)
Breakfast 6.0 +4/(—2,10) 60 + U/(—100, 200) —

Lunch 9.0+ U(-2,10) 360 + U(—100, 200) —

Dinner 12.0 + U(-2,10) 660 + U(—100, 200) —

Snack 3.0+ U(-2,10) 900 + U (—50, 150) —
Exercise — random meal + U (—30, 30) 30+ U(0, 30)

Table 4: A detailed summary of stochastic variations in meal and exercise data, where I/ corresponds
to the uniform distribution.

H Additional experiment results

Deterministic environment

Full observation - obese Partial observation (only glucose) - obese
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Figure 8: The online performance, the average return, of the four agents and the tuned PID baseline
in the original BGEnv with an obese disturbance function, evaluated over 500 days.
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Figure 9: The online performance, measured as the average return, of the four agents and the tuned
PID baseline in the original BGEnv with an normal disturbance function, is evaluated over 500
days.

Average Reward

-200

—400

—600

—800

—1000

Full observation - normal
0

0

Partial observation (only glucose) - normal

P =
-20 —200 —-20
‘(; 400 F_AN//’__\_;:/
-40 / —-40 [
( 600 PID
-60 —60 —— PID-PPO
_800 —— PID-RecurrentPPO
-80 -80 PPO
1000 —— RecurrentPPO
0 100 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500
Days Days Days Days

Figure 10: The online performance, measured as the average return, of the four agents and the tuned
PID baseline in the exercise-augmented BGEnv with an normal disturbance function, is evaluated
over 500 days.
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Figure 11: The online performance of the agents in the randomized meal intake and exercise setting
with the normal disturbance function, evaluated over 500 days.
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Figure 12: The online performance of the agents in the randomized meal intake and exercise setting
with the normal disturbance function, evaluated over 500 days.
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Figure 13: The online performance of the four agents, evaluated over 500 days, assessed in the
integrated stochastic + noise environment with the normal disturbance function.
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Figure 14: The online performance of the four
agents with the normal disturbance function in
the integrated stochastic environment, evaluated
over 500 days.
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agents with the obese disturbance function in
the integrated stochastic environment, evalu-
ated over 500 days.
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Variable Units Description Values
Gy mg/dL Plasma glucose concentration above basal value —
I mU/L Plasma insulin concentration above basal value —
X min~—! Proportional to plasma insulin concentration in —
the remote compartment
D, mg/(dL min) Meal glucose disturbance —
Uy mU/min Exogenous insulin infusion rate —
Gy mg/dL Basal glucose concentration 81
I mU/L Basal insulin concentration 15
i L Insulin distribution volume 12
n min~! Fractional disappearance rate of insulin 5/54
Fa mg/min Rate of exogenously infused glucose —
Vo dL Glucose distribution space 117 - 136
=l min~! Glucose removal rate independent of insulin 0 or 0.028
P min—! Insulin removal rate from the remote compart- 0.025
ment
P3 L/(mU min) Insulin appearance rate in the remote compart- 5.3% 1076
ment
w kg Patient’s weight 62 - 81
Ueg,t min Exercise starting time —
T min Time it takes for glycogen levels to return to 1.86 - 10.14
basal levels
k mgkg™! min™2 | Rate of glycogen depletion when glycogen | 0.0085 - 0.0131
stores become close to depleted
ay mg kg ™! min~? | Percentage of the maximum oxygen consump- | 0.0013 - 0.0019
tion rate
as min ! Glucose release rate from the liver 0.0441 - 0.0679
as mg kg ™! min~? | The glucose absorption rate caused by exercise | 0.0015 - 0.0024
ay min~* The removal rate of absorbed glucose 0.0355 - 0.0617
as mU L™! min~? | Influences the insulin production rate due to ex- | 0.0010 - 0.0015
ercise
ag min~! Insulin removal rate due to exercise 0.0588 - 0.0912

Table 5: Description of variables and parameters in the original and exercise-augmented Bergman
Minimal Models used in deteremnistic and stochastic experiments.



