NavRAG: Generating User Demand Instructions for Embodied Navigation
through Retrieval-Augmented LLM

Anonymous ACL submission

Abstract

Vision-and-Language Navigation (VLN) is an
essential skill for embodied agents, allow-
ing them to navigate in 3D environments fol-
lowing natural language instructions. High-
performance navigation models require a large
amount of training data, the high cost of man-
ually annotating data has seriously hindered
this field. Therefore, some previous methods
translate trajectory videos into step-by-step in-
structions for expanding data, but such instruc-
tions do not match well with users’ communica-
tion styles that briefly describe destinations or
state specific needs. Moreover, local navigation
trajectories overlook global context and high-
level task planning. To address these issues,
we propose NavRAG, a retrieval-augmented
generation (RAG) framework that generates
user demand instructions for VLN. NavRAG
leverages LLM to build a hierarchical scene de-
scription tree for 3D scene understanding from
global layout to local details, then simulates
various user roles with specific demands to re-
trieve from the scene tree, generating diverse
instructions with LLM. We annotate over 2 mil-
lion navigation instructions across 861 scenes
and evaluate the data quality and navigation
performance of trained models. The model
trained on our NavRAG dataset achieves SOTA
performance on the REVERIE benchmark.

1 Introduction

Vision-and-Language Navigation (VLN) (Ander-
son et al., 2018; Krantz et al., 2020; Qi et al., 2020;
Zhu et al., 2021) requires the agent to understand
natural language instructions and navigate to the
described destination in 3D environments. The
immense semantic space and diverse forms of lan-
guage instructions require massive data to train a
VLN agent capable of generalizing across differ-
ent scenarios. However, the high cost of manual
annotation has seriously hindered this field, driv-
ing efforts to develop instruction generators for
automating data generation.
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(b) User demand instruction generation through retrieval-augmented LLM.

Figure 1: The comparison of previous navigation in-
struction generation methods (a) and NavRAG (b).

As shown in Figure 1 (a), many previous ap-
proaches train a navigation instruction generator
that takes video or images from Web or simula-
tors as input and produces step-by-step instructions.
Leveraging large-scale generated navigation data,
this strategy has delivered outstanding results in
some navigation tasks using trajectory-based in-
structions, such as R2R (Anderson et al., 2018) and
REVERIE (Qi et al., 2020). However, such instruc-
tion generators still remain some shortcomings: 1)
These instruction generators are trained on small-
scale and domain-specific datasets, the generated
instructions lack diversity; 2) Such step-by-step
instructions are limited to local navigation trajecto-
ries overlooking the global context and high-level
task planning; 3) These instructions don’t match
well with users’ natural expressions that describe
destinations or state specific needs.

To tackle these challenges, this work proposes
NavRAG, an instruction generation method lever-
aging retrieval-augmented LLM, as illustrated in
Figure 1(b). Specifically, for each 3D scene,
NavRAG constructs a scene description tree in a
bottom-up manner for hierarchical scene represen-
tations. This hierarchical tree comprises multiple
layers of language descriptions: the instance layer
captures descriptions, attributes, and functionalities



of individual instances; the view layer summarizes
spatial relationships within a view; the viewpoint
layer integrates multiple views into a panoramic
environmental description; the zone layer clusters
viewpoints within the same functional area (e.g., a
bedroom or kitchen); and finally, the scene-level
description provides an overview of all zones and
their connectivity.

After establishing the environmental context
with the scene tree, the generated navigation in-
structions are expected to meet the user demands.
Therefore, unlike previous instruction generators
that were only used to describe navigation trajec-
tories, NavRAG set up several different user roles
(with varying ages, genders, occupations, lifestyles
and demands to navigation agent) to simulate and
record the instructions sent to navigation agent dur-
ing one day of this role. Meanwhile, to balance
generation quality and cost, our framework ini-
tially generates the coarse instruction only through
the overview of the scene, then uses retrieval-
augmented LLM to perform top-down, layer-by-
layer retrieval of the best destination and relevant
texts from the scene tree, and finally refines the
coarse instruction into a more detailed and accurate
refined instruction using retrieval-augmented LLM.

In summary, our contributions are as follows:

* This work proposes an approach for automati-
cally constructing scene description trees and
generating user demand navigation instruc-
tions using retrieval-augmented LLM.

* We annotate over 2 million high-quality navi-
gation instructions across 861 3D scenes for
training and evaluation.

* The VLN models trained on our NavRAG
dataset achieve superior performance on VLN
benchmarks, validating the effectiveness of
the proposed method.

2 Related Work

Vision-and-Language Navigation (VLN) (Ander-
son et al., 2018; Krantz et al., 2020; Qi et al.,
2020; Zhu et al., 2021) enables embodied agents
to navigate to the destination described by the
language instructions. Early VLN researches fo-
cus on discrete environments within 90 scenes of
Matterport3D (Chang et al., 2017), which uses a
predefined navigation graph, the agent observes
panoramic RGB and depth images, teleporting be-
tween graph nodes to follow natural language in-

structions. Under this setting, the datasets include
the step-by-step instruction dataset R2R (Anderson
et al., 2018), the multilingual instruction dataset
RxR (Ku et al., 2020) with longer trajectories, the
Remote Embodied Visual Referring Expression
(REVERIE) (Qi et al., 2020) dataset, and the Sce-
nario Oriented Object Navigation (SOON) (Zhu
et al., 2021) task. Although efficient for train-
ing in discrete environments, these datasets lack
real-world applicability. To address this, R2R-
CE (Krantz et al., 2020) introduce continuous en-
vironments (Savva et al., 2019) with instructions
from the R2R dataset, where agents navigate freely
in 3D spaces using low-level actions (e.g., turn
15°, move 0.25m) in the Habitat simulator (Savva
et al., 2019). In this work, we focus on generating
large-scale, high-quality navigation instructions,
for simplicity and efficiency, our NavRAG is cur-
rently validated in the discrete environments, while
the annotated data remains easily transferable to
continuous settings.

Navigation Instruction Generation is an effec-
tive approach to addressing the scarcity of train-
ing data for VLN. Speaker-follower (Fried et al.,
2018) and Env-Drop (Tan et al., 2019) use the
LSTM-based instruction generator to generate the
offline augmented instructions. VLN-Trans (Zhang
and Kordjamshidi, 2023) propose a translator mod-
ule that enables the navigation agent to generate
more concise sub-instructions, leveraging recogniz-
able and distinctive landmarks. AutoVLN (Chen
et al., 2022a), MARVAL (Kamath et al., 2023) and
ScaleVLN (Wang et al., 2023c) leverage multiple
foundation models (Cheng et al., 2022; Radford
et al., 2019; Zhao et al.; Koh et al., 2023) and use
more 3D scenes to annotate instructions, such as
HM3D (Ramakrishnan et al.) and Gibson (Xia
etal., 2018). Recently, more works focus on design-
ing more powerful instruction generator, such as a
joint structure for instruction following and gener-
ation (Wang et al., 2023a), Knowledge enhanced
speaker (Zeng et al., 2023), LLM instruction gener-
ator with chain of thought prompting (Kong et al.,
2025), and LLM instruction generator with BEV
perception (Fan et al., 2025). However, these meth-
ods are limited to identifying landmarks in naviga-
tion trajectories and generating low-level instruc-
tions, making it difficult to integrate global con-
text, match user demands, and plan high-level tasks.
NavRAG will generate navigation instructions bet-
ter tailored to the application scenario by consider-
ing the global context and user demands through



scene description trees and retrieval-augmented
LLM.

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) was initially introduced to enhance
LLMs by retrieving relevant document chunks,
thereby providing domain-specific knowledge for
better answer. Over time, several innovations have
expanded on this idea, including techniques like it-
erative knowledge retrieval (Shao et al., 2023), and
the incorporation of knowledge graphs (Edge et al.,
2024). Furthermore, adapting RAG to the field
of robotics, some works (Xie et al., 2024; Booker
et al., 2024) attempt constructing non-parametric
memory or scene graphs for 3D scenes, and utilize
retrieval-augmented LLM for question answering
or navigation. However, traditional RAG meth-
ods for scene graph retrieval struggle to balance
global context with local details and interpret the
environment layout. NavRAG leverages the scene
description tree and hierarchical retrieval strategy,
achieve better scene understanding.

3 Method

3.1 Navigation Setups

In the vision-and-language navigation (VLN) set-
ting, the navigation connectivity graph G = {V, £}
is provided by the Matterport3D simulator (Chang
etal., 2017), where V represents navigable nodes
and &£ denotes the edges connecting them. The
agent is equipped with RGB cameras and a GPS
sensor. Starting from a starting node and follow-
ing natural language instructions, the agent must
explore the navigation connectivity graph G and
move to the destination node. The instruction is
represented by a sequence of word embeddings
W = {w;}£ |, where L is the number of words. At
each time step ¢, the agent can perceive a panoramic
RGB observation R; = {r . }2| at current node
V4, consisting of K view images. The RGB ob-
servation of nodes can be obtained through the
Matterport3D simulator, so each annotated navi-
gation sample only needs a navigation instruction
and an optimal path from the starting node to the
destination node for training or evaluation.

3.2 Constructing the Scene Description Tree

Before generating instructions, it is essential to
first represent and understand the environment. As
illustrated in Figure 2, we propose a bottom-up,
hierarchical approach for constructing a scene de-
scription tree. At the view and object levels, each

object is described with fine-grained details, in-
cluding its category, attributes, functionality. The
spatial relations among objects is summarized in
view-level description. The viewpoint level aggre-
gates multiple views surrounding each navigable
viewpoint and summarize the spatial layout around
this viewpoint. The zone level integrates multiple
viewpoints to define large functional areas (e.g., a
bedroom) within the 3D scene. Finally, the house
level encompasses multiple zones, offering a high-
level abstraction of the overall spatial layout and
functional partitioning of the whole scene.
Navigation Graph. We introduce 800 training
scenes from HM3D (Ramakrishnan et al.) and
61 training scenes along with 11 validation scenes
from Matterport3D (Chang et al., 2017) for scene
tree construction. Obtaining the navigation graphs
of these scenes is the first step. Although MP3D
already has manually annotated navigation graphs,
the navigation graphs of HM3D still remains to con-
struct. Following ScaleVLN (Wang et al., 2023c),
we use a heuristic method to build high-quality
navigation graphs for HM3D scenes, ensuring high
space coverage, fully traversable edges, and well-
positioned nodes, which samples dense viewpoints
using Habitat Simulator (Savva et al., 2019)’s
navigable position function, ensuring over 0.4m
geodesic separation. The Agglomerative Cluster-
ing (1.0m threshold) is utilized to centralize nodes
and form an initial graph by randomly connecting
viewpoints within 5.0m, capping node edges at five.
Finally, the graph is refined for full connectivity
and traversal, producing graphs for 800 scenes.
View and Object-level Annotation. To capture
detailed information about objects within a specific
viewpoint of the navigation graph, we utilize the
Habitat simulator (Savva et al., 2019) to uniformly
sample six views (each with an image resolution of
480x480) from every viewpoint in the navigation
graph. These views are then input into a multi-
modal LLM (i.e., GPT-40-mini (Hurst et al., 2024))
to generate descriptions of each view, objects, their
attributes, and functionalities.

Viewpoint-level Annotation. Integrating descrip-
tions and object information from multiple views,
the LLM generates a comprehensive description of
the environment surrounding the viewpoint. This
description encompasses the area type, spatial lay-
out, and relationships among objects, providing a
holistic understanding of panorama.

Zone Partitioning and Anneotation. To enhance
the comprehension of the scene’s spatial layout
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Figure 2: Demonstration of the Scene Description Tree. Based on LLM, NavRAG constructs the scene description
tree in a bottom-up manner, progressively constructing from objects to views, viewpoints, zones, and the overall
scene. This hierarchical structure describes environmental semantics and spatial relationships at different levels,
facilitating LLM in understanding 3D environments and retrieving information for instruction generation.

(e.g., room count and connectivity) meanwhile de-
creasing retrieval cost from numerous viewpoints,
we construct zones by merging multiple viewpoints,
as shown in Figure 2. Unlike previous meth-
ods (Xie et al., 2024) using hierarchical cluster-
ing based on spatial positions to construct scene
trees, we propose a new algorithm that incorporates
viewpoint connectivity and environmental seman-
tics for scene partitioning as shown in Figure 3.
Hierarchical clustering based on spatial positions
has two important drawbacks: 1) It overlooks view-
point connectivity, potentially grouping nearby but
wall-separated viewpoints into the same zone. 2)
It ignores environmental semantics, relying solely
on spatial positions cannot accurately recognize
different functional areas of the scene.

To address these issues, our algorithm first se-
lects the viewpoint with the highest connectivity
to initialize a zone and uses LLM to generate its
description. Then, by searching the adjacent view-
points in descending order of connectivity, the al-
gorithm inputs the zone description and the descrip-
tion of adjacent viewpoint into LLM to determine
if the viewpoint belongs to the zone, if yes, this
viewpoint will be added to the zone, and the zone
description is updated. Once all viewpoints for this
zone are identified, all nodes within the zone are
removed from the navigation graph, then the next
zone construction begins.

Scene-level Annotation. To provide an overview

Navigation Graph
i=0

No , Finish

Search the viewpoint with the
highest connectivity

l Initialize the i-th zone with only this viewpoint

Viewpoints and zone
description of the i-th zone

Search the j-th adjacent
viewpoint of i-th zone

Remove all viewpoints
within the i-th zone from
the navigation graph

j=j+1

Add j-th adjacent
viewpoint to i-th zone

LLM determines whether
the j-th adjacent viewpoint
helongs to i-th zone

if none of the adjacent viewpoints belong to i-th zone

Figure 3: Framework of the zone partitioning algorithm
based on connectivity relations and environmental se-
mantics.

of the spatial layout of the entire scene, the
scene-level description primarily includes the
connectivity between various zones (similar to
MapGPT (Chen et al., 2024)), the types of each
zone, a concise summary, and the functionality.

3.3 User Demand Instruction Generation

As shown in Figure 4 and Figure 5, after construct-
ing the scene description tree, NavRAG leverages
the scene-level description, user information, and
demands to generate a rough instruction for the
navigation agent, such as "Walk to the warm hall
and set the wooden table for lunch". Subsequently,
NavRAG performs a top-down, hierarchical re-
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Figure 4: Framework of NavRAG for scene tree construction and navigation instruction generation through

Retrieval-Augmented LLM.

trieval of potential destinations from the scene tree
and integrates the retrieved environmental descrip-
tions at different levels into the LLM, to refine
rough instruction into precise and comprehensive
instruction, such as "Walk to the warm hall fea-
turing elegant wooden accents and set the large
wooden table with candles and napkins for a lovely
dinner ambiance".

User Demands Simulation. To further improve
the diversity of generated instructions and meet the
user demands, NavRAG integrates texts of user in-
formation and demands, enabling the instruction
generator to simulate specific roles to generate tai-
lored instructions. A sample of user profile and
demands is as follows:

{

"Age": 33,

"Gender": "Female",

"Occupation": "Lawyer",

"Lifestyle Description": "You maintain the good habit of
going to bed early and waking up early. Besides working in
the study, you often do yoga and other exercises in the living
room and enjoy cooking your own meals."

}

We manually annotate 20 user profiles for dif-
ferent roles. For each role, the prompt guides the
LLM in simulating the role’s behavior with a given
scene description tree, generating the records of 50
navigation instructions sent to the agent during one
day of this role.

Retrieval-Augmented Generation. As illustrated
in Figure 4, Figure 5 and Figure 6, NavRAG per-
forms layer-by-layer retrieval of texts at different
levels based on the scene description tree, progres-
sively localizes the navigation destination. Initially,

the LLM generates a rough instruction based on
scene-level descriptions, user information, and his-
torical instruction records. It then identifies the
most probable zone containing the navigation des-
tination from the zone-level descriptions. Based
on the viewpoint descriptions within that zone, the
LLM selects the target viewpoint and locates the
view containing the navigation target. By integrat-
ing texts from all different levels, the LLM ulti-
mately refines rough instruction and outputs the
precise and comprehensive instruction.

4 Experiments

Dataset Generated |#Scene  #Instr.  Instr. length
REVERIE (Qi et al., 2020) X 60 10,466 18.64
R2R (Anderson et al., 2018) X 61 14,039 26.33
RxR-en (Ku et al., 2020) X 60 26,464 102.13
SOON (Zhu et al., 2021) X 34 2,780 44.09
Prevalent (Hao et al., 2020) v 60 1,069,620  24.23
Marky (Wang et al., 2022) v 60 333,777 99.45
AutoVLN (Chen et al., 2022a) v 900 217,703 20.52
ScaleVLN (Wang et al., 2023c) v 1289 4,941,710 21.61
NavRAG (Ours) v 861 2,115,019 29.11

Table 1: Statistics of training data on different VLN
datasets.

4.1 Datasets and Evaluation Metrics

Datasets. Table 1 summarizes the main VLN
datasets, including human-annotated data and
model-generated data. The high cost of manual
annotation limits the scale of manual training data,
severely restricting the generalization ability of
VLN models. An effective approach to enhancing
navigation performance is to automatically gener-
ate large-scale navigation data for VLN pretraining,
then fine-tune on manual data. Our NavRAG anno-
tates over 2 million navigation instructions across
861 training scenes, each corresponding to a nav-
igation destination (i.e., target viewpoint). Using



Now, you are a user of a household assistant robot, and your personal information is as follows:
{"Age": 28, "Gender": "Female”, "Occupation": "Graphic Designer", "Lifestyle Description": "You are a creative individual who enjoys working from home. You
spend long hours on your computer designing, and your work environment needs to be tidy and inspiring. You rely on the robot to handle cleaning and organizing

your space while you focus on your projects."}

Your house is divided into several zones, with each zone's connectivity and environmental description provided below:

zone_1 is connected with zone_5, zone_6, zone_11, zone_12, zone_13, zone_15, zone_18, zone_19
zone_2 is connected with zone_9, zone_14, zone_17

{"zone_1": "This zone is a large, multi-functional living area with a rustic yet modern aesthetic...Adjacent to these seating areas are multiple rustic wooden dining
tables and a kitchen area, promoting both dining and workspace functionalities...",

Rough "z0ne_2": "This zone is a rustic multi-functional living area and hallway...",
Instruction
Generation Please simulate the user and record your instructions to the household assistant robot throughout your day, from waking up to going to bed. Record each
instruction in the form of a dictionary (include the time that instruction is given, the ID of the target zone, and the instruction content), an example is as follows:
{'time': '10:00 am’, ‘target zone': ‘zone_5’, ‘instruction’: ‘Go to the bathroom and prepare a bath.'}. Do not include multiple tasks in one instruction. Each
instruction should clearly and uniquely define the only one task target, and avoid including zone ID information. Here are some existing instruction records:
{'time': '9:00 am’, ‘target zone': ‘zone_5’, ‘instruction’: ‘Please head to the stylish bathroom featuring a round vessel sink; make sure to wipe down the stone
countertop and tidy up any items left around the space.’}
{time': '9:30 am’, ‘target zone": 'zone_14, ‘instruction’: Move into the workshop featuring rustic wooden floors and make sure the long workbench is clean and
organized, ready for morning projects.’}
{‘time': '10:40 am’, ‘target zone': ‘zone_13’, ‘instruction’: ‘Head to the rustic loft with a large, soft sofa and arrange the decorative cushions for added comfort."}
Please output the next instruction record, don't output anything other than a correct dictionary.
{'time: '11:00 am’, ‘target zone': ‘zone_1', ‘instruction’: * Walk to the warm hall and set the wooden table for lunch.'}
These are the environmental descriptions of some viewpoints within zone_1 (recorded as a dictionary, with keys as viewpoint_id and values as
descriptions). Which viewpoint is the most likely location of the robot's task target? Please output the string of the viewpoint_id, ensure the viewpoint_id
is correct and in the keys of dictionary and don't output anything other than it:
{ “viewpoint_ his viewpoint is in a rustic interior space that features a combination of a hallway and living area... ",
“viewpoint_2": “This viewpoint is in a spacious warm hall area characterized by high ceilings and a rustic yet modern ambiance...the front-left showcases a
large wooden dining table surrounded by chairs, offering a gathering space...",
“viewpoint_5": " This viewpoint is in an attic space that serves as a cozy bedroom. A large bed with layered bedding is situated against the left wall ... ",
“viewpoint_2"
Hierarchical The following are text descriptions observed from the selected viewpoint_2 in six directions (forward, front-right, back-right, backward, back-left, and
Retrieval front-left), recorded as a dictionary, with keys as direction IDs and values as descriptions. Which direction is most likely to contain the robot's task target?
Please output the string of the direction ID, and don't output anything other than it:
{"forward" :
"back-left" :

{"view_summary": "The picture appears to be a spacious interior room with wooden finishes. There is a large wooden dining table in the center of the room,
with candles and napkins. The room features large windows on one side, providing ample natural light. To the left of the dining table, there is a stairway leading
to an upper level. The area has a cozy ambiance due to the wooden beams and flooring.", "instance_description": {"dining_table_1": "a large rectangular
wooden dining table situated in the center", "staircase_1": "a wooden staircase to the left of the dining table"}, "instance_affordance”: {"dining_table_1": "used
for dining and gathering; placing items for meals”, "staircase_1": "providing access to an upper level of the interior space"}},

L}

“back-left”

Figure 5: Prompt, input and output of the Rough Instruction Generator and Hierarchical Retrieval.

Rough Instruction Generation

Refined
Instruction
Generation

The description of the target zone is: $ZONE. The description of the target viewpoint is: $VIEWPOINT. The description of the target direction within this viewpoint is:
$VIEW. The main instances within this direction are: SINSTANCE, and their functions are: $AFFORDANCE. Please modify your instruction to ensure it is accurate
and clearly specifies only one destination (i.e., does not exist in other zones and different from the destination in previous instructions). You can modify the
description of it, use more diverse objects and spatial relations, use more varied range of sentence structures for better diversity. An example is as follows: {'time’:
'10:00 am', ‘target zone': ‘zone_5', ‘instruction’: ‘Go to the bathroom with a large mirror and fill the white bathtub with hot water for me.’}. The instructions should be
phrased in a natural, concise, conversational tone. Don't output anything other than a correct dictionary, don't use code blocks in Markdown.

{'time": '11:00 am,, 'target zone": 'zone_1!, 'instruction": 'Walk to the warm hall featuring elegant wooden accents and set the large wooden table with candles

and napkins for a lovely dinner ambiance.}

Figure 6: Prompt, input and output of the Refined Instruction Generator. $ZONE, $VIEWPOINT, $VIEW,
$INSTANCE and SAFFORDANCE denote retrieved environmental descriptions at different levels.

a trajectory generator which samples the starting
viewpoint and calculate the shortest path to the
destination, we randomly sample 5 trajectories per
instruction, yielding over 10 million navigation tra-
jectories in total. To evaluate model performance,
we also annotate 7,396 instruction-trajectory pairs
across 11 unseen scenes, forming the NavRAG Val
Unseen benchmark for performance evaluation.

Evaluation Metrics. Four main metrics are used
for navigation: 1) Navigation Error (NE): the mean
of the shortest path distance between the agent’s
final position and the destination. 2) Oracle Suc-
cess Rate (OSR): the percentage that the agent has
reached a position within 3 meters of the destina-
tion. 3) Success Rate (SR): the percentage of the
predicted stop position being within 3 meters from

the destination. (3) Success rate weighted Path
Length (SPL) that normalizes the success rate with
trajectory length.

4.2 VLN Models

To evaluate our NavRAG dataset, multiple VLN
models are used in the experiments, as shown in
Table 2 and Table 3.

DUET (Dual-scale Graph Transformer) (Chen
et al., 2022b) is a VLN model that dynamically
builds a topological map for efficient global explo-
ration while integrating fine-grained local observa-
tions and coarse-grained global encoding through
graph transformers.

HAMT (History Aware Multimodal Trans-
former) (Chen et al., 2021) is a VLN model that



.. NavRAG Val Unseen | REVERIE Val Unseen
Models LLM Training Data NE] OSRT SRT SPLT[NE] OSRT SRT SPLT
DUET X AutoVLN (REVERIE-style) | 13.2 30.2 16.2 10.7 | 6.9 49.7 423 264
DUET X ScaleVLN (REVERIE-style)|11.3 419 174 119 | 6.7 50.2 446 282
DUET X ScaleVLN (R2R-style) 126 31.1 103 42 |90 414 279 11.6
NavGPT GPT-40-mini - 7.7 43.1 282 11.6|9.2 258 202 13.1
MapGPT GPT-40-mini - 7.8 47.7 309 153 |82 374 302 21.6
MapGPT |Llama-3.1-8B (Dubey et al., 2024) - 8.1 442 255 124 |84 358 244 162
HAMT X NavRAG (Ours) 8.3 425 251 20481 403 32.8 21.7
DUET X NavRAG (Ours) 7.7 50.0 30.7 2541]17.6 459 36.1 249

Table 2: Zero-shot performance comparison on NavRAG and REVERIE datasets, reflecting the model’s generaliza-
tion ability. Gray values do not strictly follow the zero-shot setting.

integrates long-horizon history using a hierarchical
vision transformer, which efficiently encodes past
panoramic observations and combines text, history,
and current views to predict navigation actions.
NavGPT (Zhou et al., 2024) is a purely LLM-based
instruction-following navigation agent, which
performs zero-shot sequential action prediction,
demonstrating abilities such as high-level planning,
sub-goal decomposition, commonsense integration,
and navigation progress tracking.

MapGPT (Chen et al., 2024) is a LLM-based VLN
agent that integrates an online linguistic-formed
map to enable global exploration. By incorporat-
ing node information and topological relationships
into prompts, MapGPT understands spatial envi-
ronments and features an adaptive planning mecha-
nism for multi-step path planning.

4.3 Limitations of the Existing Training Data.

Table 2 evaluates the zero-shot performance of mul-
tiple VLN methods on NavRAG and REVERIE
benchmarks, and also shows the performance of
models trained on NavRAG datasets. As shown
in rows 1-3 of Table 2, models trained on previ-
ously generated large-scale datasets (i.e., AutoVLN
and ScaleVLN) perform poorly on the NavRAG
benchmark, whereas LLM-based methods (rows
4-6) demonstrate relatively strong performance.
NavRAG leverages the scene description tree
and retrieval-augmented LLM, resulting in a larger
semantic space of instructions with more diverse
sentence structures, meanwhile, better aligned with
human expression. LLM-based models effectively
comprehend these instructions. In contrast, in-
structions in ScaleVLN and AutoVLN are gener-
ated by a pre-trained instruction generator trained
on a small-scale manually annotated dataset (i.e.
REVERIE and R2R), restricting the semantic space
and diversity, and further hindering the generation
ability. Thus, models trained on them struggle with
NavRAG benchmark and real-world applications.
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Figure 7: Navigation performance with respect to the
number of pre-training scenes in NavRAG dataset.

Notably, the performance of the LLM-based
method on the NavRAG benchmark surpasses the
human-annotated REVERIE benchmark (NE, OSR
and SR metrics), due to NavRAG’s longer, more
detailed, and accurate instructions (shown in Ta-
ble 1). This finding further validates the quality of
instructions generated by our NavRAG.
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4.4 Generalization Ability of NavRAG

As shown in the last two rows of Table 2, the mod-
els trained on the NavRAG dataset achieves com-
petitive performance on both NavRAG Val Unseen
and REVERIE Val Unseen benchmarks, and even
outperforms LLM-based methods (i.e., NavGPT
and MapGPT), showing the ability of NavRAG
dataset to enhance model generalization.

Furthermore, Figure 7 illustrates that NavRAG
consistently improves the performance of the VLN
model as the pre-training data scale increases, un-
derscoring the potential and value of large-scale
generated navigation data.

4.5 Comparison with SOTA Methods

The last row of Table 3 presents the performance
of DUET pre-trained on the NavRAG dataset and
fine-tuned on the REVERIE dataset, which is com-
parable to the SOTA approaches with LLM.
Previous methods use manually annotated object
bounding boxes of REVERIE datasets to extract
visual features for model inputs. However, this
strategy restricts the model’s applicability in real-



REVERIE Val Unseen

Methods LLM |Objects INET OSRT SKT SPLT
HAMT (Chen et al., 2021) X v - 36.8 33.0 30.2
DUET (Chen et al., 2022b) X v 51.1 47.0 33.7
Lily (Lin et al., 2023) X v 537 48.1 344
KERM (Li et al., 2023) X 4 552 504 354
BEVBert (An et al., 2023) X v 56.4 51.8 364
BSG (Liu et al., 2023) X v 58.1 52.1 35.6
GridMM (Wang et al., 2023b) | X v 57.5 514 365
ENP-DUET (Liu et al., 2024a) | X v 547 489 33.8
AutoVLN (Chen et al., 2022a) | X 4 62.1 559 409
ScaleVLN (Wang et al., 2023c) | X v 63.9 57.0 41.8
VER (Liu et al., 2024b) X v 61.1 56.0 39.7
GOAT (Wang et al., 2024) X v - 534 36.7
NaviLLM (Zheng et al., 2024) | v v 51.5 28.1 21.0
MiC (Qiao et al., 2023) v 4 624 57.0 43.6
VLN-Copilot (Qiao et al., 2024)| v v 62.6 57.4 43.6
DUET X X 6.0 50.0 458 325
AutoVLN X X 5.7 61.8 54.3 39.1
ScaleVLN X X 5.7 627 559 40.6
NavRAG (Ours) X X 5.5 707 57.3 42.0

Table 3: Fine-tuning performance comparison on
REVERIE dataset. "Objects" indicates whether visual
features of annotated object bounding boxes are utilized
for training.

world deployment, since the real world does not
have ground-truth object information. NavRAG
removes the reliance on annotated object bound-
ing boxes, making it more suitable for real-world
deployment. For a fair comparison, we also eval-
uate the performance of other generated datasets
after removing the object bounding box informa-
tion from REVERIE, in this setting, NavRAG
shows superior performance. This suggests that,
despite NavRAG having a larger domain gap with
the REVERIE dataset compared to AutoVLN and
ScaleVLN, pretraining on more diverse instruc-
tions of the NavRAG dataset enables the model
to achieve strong generalization, even leading to
better fine-tuning performance surpasses domain-
specific generated data.

4.6 Ablation Study

Training Data | Validation Data ggjlg;g TV glRl%nss;inT
GraphRAG GraphRAG [14.1 414 12.1 8.7
Zone Clustering|Zone Clustering| 9.8 48.9 16.4 11.6
w/o User. w/ User. 94 45.6 18.6 13.7
w/ User. w/o User. 9.1 48.1 20.8 15.7
NavRAG NavRAG 89 46.8 215 154

Table 4: The ablation study of NavRAG, evaluating the
effectiveness of the components. To reduce costs, only
100 scenes are annotated for DUET training.

Retrieval-Augmented Generation: NavRAG vs.
GraphRAG. To validate the superiority of our
scene description tree-based retrieval over tra-
ditional RAG methods (e.g., GraphRAG (Edge
et al., 2024)), we also annotate 100 scenes through
GraphRAG to evaluate instruction quality. Specif-
ically, GraphRAG replaces the scene description
tree with a knowledge graph built from view-level

descriptions. During instruction generation, it re-
trieves relevant text fragments from the knowledge
graph, integrates them into a prompt, and feeds
them to the LLLM to generate instructions and nav-
igation destinations. Comparing the first and last
rows of Table 4 shows that the model trained with
GraphRAG-annotated data performs poorly on its
validation set, indicating low annotation quality.

Zone Partitioning Algorithm. Row 2 of Table 4
evaluates the instruction quality using zones from
hierarchical clustering (Xie et al., 2024). Com-
pared to our proposed zone partitioning algorithm,
hierarchical clustering relies solely on the distance
between different viewpoints, disregarding the spa-
tial layout of the environment (e.g., wall partitions)
and lacking environmental semantic understanding.

Role Simulation and User Demands. To enhance
the diversity of instructions and better match user
demands, we design prompts that guide the LLM to
simulate a user with a specific role profile and gen-
erate instructions to the agent in everyday scenarios.
As shown in rows 3 and 4 of Table 5, we analyze the
impact of role simulation and user demands on the
quality of NavRAG-generated instructions. When
user demands are not utilized for training data gen-
eration, performance significantly decreases in val-
idation data with diverse user demands (Table 5,
row 3). However, if user demands are included in
the training data but removed from the validation
data, the model still maintains strong performance.
The experimental results indicate that enhancing
the diversity of generated instructions by simulat-
ing user roles and incorporating user demands is
feasible. Moreover, more diverse instructions can
provide the model with stronger generalizability
and performance.

5 Conclusion

In this work, we propose NavRAG, a user demand-
oriented navigation data generation method
through retrieval-augmented LLM. Unlike previous
works that use trajectory-based instruction gener-
ators to translate navigation videos into step-by-
step instructions, our NavRAG utilizes the environ-
mental representations from a hierarchical scene
description tree. By retrieving descriptions of dif-
ferent levels in a top-down manner and introducing
the user demands, NavRAG effectively enhances
the quality of instructions generated by the LLM.



6 Limitations

1) Although the strong navigation performance
shows the quality of the NavRAG dataset, no ef-
fective method exists to evaluate the correctness
of generated instructions. Previous approaches
evaluate instruction generators by comparing gen-
erated instructions with human-annotated instruc-
tions (e.g., using metrics like Bleu, SPICE, and
CIDEr). However, our experiments show that
small-scale human annotations lack diversity and
are insufficient for accurately evaluating dataset
quality. 2) The navigation targets annotated by
NavRAG are limited to the viewpoint-level, fail-
ing to precisely locate specific target objects and
their positions, which restricts its applicability in
object-centered tasks such as mobile manipulation.
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