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Abstract001

Retrieval-Augmented Generation (RAG) at-002
tempts to mitigate the issue of outdated knowl-003
edge and hallucinations in large language mod-004
els (LLMs) by retrieving real-time informa-005
tion for LLMs. Nevertheless, we observe that006
the domain of user questions undergoes rapid007
changes over time, resulting in a significant008
decrease in RAG performance. Additionally,009
users have varying expectations for replies.010
However, current RAG approaches generally011
overlook the variations in preferred answer do-012
mains across different users. To this end, we013
propose a method that utilizes both LLM and014
User Feedback (LUF) to improve RAG per-015
formance with shifts in question domains and016
answer domains. With the framework designed017
to extract, identify, and leverage LLM and user018
feedback from classic RAG process, LUF can019
adjust to variations in questions and user prefer-020
ences through updates to the retriever and docu-021
ment database without explicit annotations. Ex-022
periments on two tasks demonstrate that LUF023
significantly improves the accuracy of the re-024
triever and the responses of the LLM. Com-025
pared to baselines, LUF provides more accu-026
rate responses aligned with different user pref-027
erences.028

1 Introduction029

Retrieval-Augmented Generation (RAG) (Lewis030

et al., 2021; Gao et al., 2024) tackles hallucinations031

resulting from the inability to access real-time in-032

formation by employing an additional retriever to033

obtain the latest data. Existing RAG frameworks034

typically involve the following steps: first, an addi-035

tional retriever is used to fetch relevant documents036

from a document database; then, an LLM is utilized037

to rerank and filter irrelevant documents; finally,038

the question is combined with the filtered docu-039

ments and fed into an LLM to generate a response040

(Sachan et al., 2023).041

Previous research (Yoran et al., 2024) has shown042

that LLMs exhibit a notable decrease in answer043

Trained on
R@5 of Retriever/TF-IDF Similarity Tested on

NQ TQA SQuAD

NQ 56.43/100.0 51.91/42.76 55.68/64.64
TQA 60.55/42.76 66.96/100.0 61.67/51.83

SQuAD 58.39/64.64 50.05/51.83 64.23/100.0

Table 1: Accuracy of retriever trained and tested on dif-
ferent datasets and TF-IDF similarity of three datasets.
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Figure 1: Similarity of most searched questions on
Google across years.

accuracy when irrelevant documents are retrieved. 044

Thus, the output of the LLMs is highly dependent 045

on the precision of the retriever and the quality 046

of the document database. Several studies have 047

attempted to improve the performance of RAG re- 048

trieval, including constructing better training data 049

for retriever training (Yu et al., 2023), using data 050

augmentation techniques such as query rewriting 051

or expansion (Wang et al., 2023; Ma et al., 2023), 052

and employing multiple retrievals or active retrieval 053

methods (Borgeaud et al., 2021; Jiang et al., 2023). 054

However, these studies failed to recognize RAG’s 055

real-time potential as their retrievers and document 056

databases were frozen during testing. 057

However, our research shows that domain shifts 058

in questions and answers significantly reduce re- 059

triever performance, even with the same document 060

database. By splitting the questions and answers 061

from different datasets into word sets and calcu- 062

lating the TF-IDF similarity between them, Ta- 063

ble 1 shows that the retriever’s accuracy drops more 064
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when answering questions less similar to those in065

the training set. In reality, as Fig. 1 shows, we066

analyzed the top 100 most searched keywords on067

Google each year and found that people’s search068

interests change rapidly over time, indicating that069

RAG solutions may perform poorly. Moreover,070

current research utilizes the same database to an-071

swer all questions, providing indistinguishable re-072

sponses to different users, who often have varying073

expectations for the domain of the answers. For074

instance, when asking about courses that would075

enhance one’s skills, a computer science student076

would benefit from an answer of studying “Com-077

puter Systems”, yet a biology student would find078

“General Biology” more appropriate.079

Our insight is that feedback from both the LLM080

and the user in the existing RAG process can help081

address the performance decline caused by domain082

shifts in questions and answers. On one hand,083

reranking results from the LLM better align with084

the generation goal, as LLMs—despite lacking di-085

rect knowledge of the answer—can semantically086

analyze and identify which documents are more087

beneficial for generation. Documents retrieved by088

the retriever but filtered out by the LLM can serve089

as hard negative samples. Training with these sam-090

ples can rapidly improve the retriever’s accuracy091

in new question domains (Robinson et al., 2021).092

On the other hand, during interactions between093

the LLM and the user, the user naturally provides094

meaningful feedback regarding both personal pref-095

erences and general facts, assisting the LLM in096

understanding user preferences and learning new097

knowledge. By incorporating this information into098

the LLM’s "memory", LLM can generate future099

responses better aligned with user expectations,100

thereby adapting to shifts in the answer domain.101

With this in mind, we propose the LLM and102

User Feedback-based RAG (LUF), an RAG frame-103

work that autonomously adapts to domain shifts104

in questions and answers based on feedback. LUF105

initially follows the standard procedure of retriev-106

ing, reranking, and generating outputs. It then self-107

updates based on LLM and user feedback during108

user interaction. First, LUF leverages reranking109

feedback from the LLM to guide retriever updates,110

improving the retriever’s accuracy for unseen ques-111

tions and enabling it to find more relevant evidence112

for the LLM. Second, LUF identifies whether user-113

LLM interactions yield meaningful information.114

This information is processed by a specifically115

designed user feedback module, which classifies116

and integrates it into different document databases. 117

User preferences and feedback from the conversa- 118

tions are materialized as documents, enabling the 119

LLM to provide responses in future interactions 120

that align with user expectations. Notably, LUF 121

does not require explicit annotations from the user 122

but relies entirely on implicit feedback within the 123

existing process, allowing it to quickly adapt to 124

rapidly evolving questions and improve the accu- 125

racy of LLM outputs. 126

LUF is compatible with any learning-based re- 127

triever and can be combined with other strategies 128

to enhance RAG performance. Experiments across 129

multiple datasets demonstrate that LUF improves 130

both retriever accuracy and LLM generation in 131

tasks such as question answering and multi-turn 132

dialogues, achieving superior or competitive re- 133

sults compared to other LLM-enhanced baselines. 134

In summary, the contributions of this paper are: 135

• We propose LUF, an RAG framework that 136

self-updates based on feedback, adapts the 137

retriever and LLM output to question and an- 138

swer domain shifts occurs in real scenarios. 139

• We designed a module to analyze user feed- 140

back provided to help the LLM learn user pref- 141

erences. To the best of our knowledge, we are 142

the first to integrate user feedback into RAG. 143

• We conducted experiments using two lan- 144

guage models across two tasks to validate the 145

effectiveness of our approach. Additionally, 146

we explored how LLM and user feedback en- 147

able RAG to acquire new knowledge and align 148

with user preferences. 149

2 Method 150

In this section, we introduce the framework and 151

technical details of our method. 152

2.1 Overview of the Proposed Method 153

The overall architecture of LUF is illustrated in 154

Fig. 2. Compared to other methods where all 155

users share a single document database, we divide 156

documents into two types of databases: a shared 157

database for all users and a personalized database 158

storing information for individual users. Given a 159

user’s question q, LUF follows a widely adopted 160

workflow to generate responses: it retrieves rele- 161

vant documents from both databases, reranks them 162

to filter out irrelevant ones, and passes the results 163

to the LLM for response generation. During this 164
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Figure 2: Framework of LUF, including the widely used RAG workflow and processors for LLM and user feedback.
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Figure 3: Retrieval results on Natural Questions and
Trivia QA, as the rank position increases, the number of
relevant documents decreases rapidly.

process, ranking feedback collected from the LLM165

and textual feedback from users are used to update166

LUF, aligning RAG with the question and answer167

domain. The entire process does not require ex-168

plicit annotations and can be integrated with any169

LLM or learning-based retriever as plug-in.170

2.2 Updates Based on LLM Feedback171

The accuracy of the retriever tends to decline when172

faced with unseen questions, whereas the LLM can173

still assess the relevance between the question and174

the document based on semantics, even without175

knowing the exact answer. LLM reranking exploits176

this characteristic by categorizing the retrieved doc-177

uments into relevant ones D+ and irrelevant ones178

D−. The relevant documents filtered by the LLM179

not only provide the answer but are also very likely180

to contain relevant information that might help the181

LLM generate more diverse responses.182

LUF advances by utilizing the reranked results 183

provided by LLM as pseudo ground truth to update 184

the retriever during testing. To quickly improve the 185

retriever’s accuracy on new questions, we update 186

the model every k questions. Specifically, for every 187

k questions {q} posed by users, we conduct offline 188

training of the retriever based on the feedback from 189

the LLM by the following loss function: 190

L(qi, D
+
i , D

−
i ) =

− log

∑
d∈D+

i
esim(qi,d)∑

d∈D+
i
esim(qi,d) +

∑
d∈D−

i
esim(qi,d)

,

(1) 191

where sim(·, ·) measures the similarity between the 192

question and the document given by the retriever. 193

We emphasize that the ranking feedback used to 194

update the retriever comes from the widely adopted 195

LLM reranking process. LUF does not introduce 196

any additional steps during retrieval and does not 197

delay the time for users to receive a response. 198

2.3 Updates Based on User Feedback 199

In real scenarios, the feedback provided by users is 200

more complex and may even be entirely incorrect. 201

Therefore, we designed a discriminate-and-classify 202

module to effectively utilize user-provided informa- 203

tion. First, information extracted from the dialogue 204

is categorized into two types: common knowledge 205

and user-specific information. Common knowl- 206

edge is appropriate for all users, while user-specific 207

information contains only individual preferences. 208
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These two types of feedback are stored in sepa-209

rate databases: one shared database for common210

knowledge, accessible to all users, and a personal211

database for each user to store individual infor-212

mation, catering to different user preferences for213

answers.214

However, user-provided factual feedback is not215

always reliable, and incorporating incorrect feed-216

back into the database can harm the generation of217

LLMs. Additionally, user feedback can sometimes218

be highly ambiguous, making it difficult to discern219

its correctness. We propose that instead of directly220

determining the correctness of user feedback, com-221

paring user feedback with existing knowledge in222

the document database and LLM is a more reliable223

approach. Specifically, we designed the following224

process: first retrieve existing knowledge: relevant225

documents from the database and LLM’s answer226

without retrieval. Then, we use them as a reference227

to evaluate the correctness of user feedback. User228

feedback is added to the database only if the LLM229

determines it to be correct based on existing knowl-230

edge. Since the knowledge in the LLM and the231

document database provides a foundational refer-232

ence, this process enables more reliable verification233

of user feedback. For feedback about user-specific234

information, we always assume it to be correct235

and add it to the user’s personal database. During236

response generation, all user-specific information237

with similarity above a threshold λ is included as238

auxiliary evidence to ensure the LLM sufficiently239

understands the user’s preferences.240

LUF allows modifications and deletions in the241

document database based on user feedback. If the242

database contains incorrect or outdated informa-243

tion (e.g., Obama being the current U.S. president),244

LUF will update it accordingly. We also set an245

expiration period for time-sensitive information246

(e.g., the user is traveling somewhere this week247

and might need related recommendations), and re-248

move it after the expiration period to ensure the249

timeliness of the documents.250

2.4 Multi-level Reranking251

As shown in Fig. 2, previous methods primarily252

adopt two forms of reranking: single reranking,253

where the LLM evaluates each retrieved document254

individually, and total reranking, which evaluates255

all documents together. Single reranking offers256

higher accuracy but incurs additional token com-257

putation costs, primarily due to the prompt. Con-258

versely, total reranking yields the opposite results.259

NQ TQA SQuAD

Kimi 37.34 60.16 18.93
GPT-4o 59.42 67.33 27.66

Table 2: Accuracy without retrieval of GPT-4o and
Kimi.

We observe that the results of retrieval typically 260

follow a long-tail distribution, where higher-ranked 261

positions have a much higher likelihood of pro- 262

viding relevant documents and thus have greater 263

value compared to lower-ranked positions, as illus- 264

trated in Fig. 3. Therefore, we propose a multi-level 265

reranking strategy, employing different reranking 266

approaches for different positions, as shown in 267

Fig. 2 (a). For higher-ranked positions, we use 268

smaller reranking steps to enhance precision. As 269

the process goes on, we gradually increase the step 270

to reduce token consumption until at least one rel- 271

evant document is found. It is a cost-effective so- 272

lution that balances accuracy and computational 273

overhead, allowing for accurate judgment without 274

incurring excessive computational expenses. 275

3 Experiment 276

3.1 Implementation Details 277

Retriever. We used the pre-trained Contriever 278

(Izacard et al., 2022a) as the retrieval model, which 279

was trained on Wikipedia and CCNet and then 280

tested on the test sets of all five datasets. 281

Base LLMs. We employed two language mod- 282

els: Kimi (Qin et al., 2024), primarily trained 283

on Chinese corpora, and GPT-4o (OpenAI et al., 284

2024), primarily trained on English corpora. Ta- 285

ble 2 shows the accuracy of both models’ answers 286

without any retrieval, Kimi’s accuracy was signifi- 287

cantly lower than that of GPT-4o. We conducted 288

our experiments based on these two models with 289

different knowledge bases, in order to demonstrate 290

the generality of LUF. 291

Datasets. We evaluate the effectiveness of LUF 292

on two tasks that LLMs frequently encounter in 293

real-world applications: 294

Question Answering is a knowledge-intensive task 295

requiring the LLM to provide accurate answers to 296

specific questions. We used four English datasets: 297

Natural Questions (NQ) (Kwiatkowski et al., 2019), 298

TriviaQA (TQA) (Joshi et al., 2017), SQuAD (Ra- 299

jpurkar et al., 2016), and Web Questions (WebQ) 300

(Berant et al., 2013), with articles extracted from 301
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Wikipedia as the initial document database as in302

previous work (Izacard et al., 2022a). Another303

Chinese dataset WebQA (Li et al., 2016), with orig-304

inal document database is used. For this task, we305

evaluate both the precision of the retriever and the306

answers generated by the LLM.307

Multi-turn Dialogue State Tracking requires to308

extract user intents during interactions and provide309

corresponding responses. We use MultiMOZ 2.2310

(Zang et al., 2020) and SGD (Rastogi et al., 2020)311

as our testbed, where the inputs are real dialogues312

between users and assistants which contains real313

user feedback. The LLM is expected to generate314

responses that cover all user requirements. Inspired315

by previous work (Bai et al., 2024), we utilize an-316

other LLM to evaluate whether the generated re-317

sponses satisfy the user intent slots annotated in the318

datasets.319

Our method. To simulate domain shift in ques-320

tions, the retriever used in LUF is pretrained only321

on Wikipedia and CCNET, without training on the322

training set, and is tested directly on the test set.323

The hyperparameter settings of LUF can be found324

in the Appendix A.325

3.2 Baselines326

We compare LUF with several methods that also327

utilize LLMs’ feedback:328

Retrieve and Rerank (R&R) (Zhuang et al.,329

2023): The widely-used approach which involves330

retrieving documents based on the user-provided331

question and then using a LLM to rerank the re-332

sults.333

Query Rewrite (Ma et al., 2023): Query rewriting334

modifies or reformulates the initial user query to335

improve retrieval accuracy. We use the same LLM336

employed as a reranker to perform query rewriting.337

Query2Doc (Wang et al., 2023): Query2Doc first338

transforms a user query into a pseudo-document,339

then concatenates the original query with the340

pseudo-document to serve as a new query. We use341

the same LLM serving as a reranker to generate342

pseudo-documents.343

RaFe (Wu et al., 2024): RaFe is a RAG method that344

also utilizes ranking feedback. Unlike LUF, RaFe345

additionally employs a query rewriter to improve346

retrieval accuracy and uses ranking feedback to347

update the query rewriter. To ensure alignment348

with LUF, we adopt the “Online Feedback” settings349

described in the original paper.350

3.3 Improvement of Retriever Accuracy 351

Table 3 shows the retrieval accuracy of different 352

methods before and after LLM reranking. Across 353

all baselines, the performance of GPT-4o surpassed 354

that of Kimi, so we will only show the results 355

achieved with GPT-4o. It is evident that LUF con- 356

sistently achieved superior or comparable perfor- 357

mance on all datasets, both before and after rerank- 358

ing. Notably, there was a significant improvement 359

in R@5, which is particularly advantageous be- 360

cause it matches the standard procedure in RAG, 361

where just a select number of very relevant papers 362

are often presented as evidence to LLM. 363

In general, LUF exhibited more substantial en- 364

hancements on larger datasets due to the fact that 365

smaller datasets, such as Web Questions, offer less 366

feedback information from the LLM. In the case 367

of Web Questions, the retriever was only updated 368

once out of every 1000 questions. However, this 369

update still led to an improvement. 370

LUF also demonstrated consistent improvements 371

across different LLMs. Despite Kimi’s ability to 372

answer less than 20% of the questions correctly 373

on SQuAD, the accuracy increase shown in Ta- 374

ble 3 implies that when Kimi is used, it can still 375

effectively assess the relevance between questions 376

and documents and provide valuable feedback to 377

the retriever through LUF. This suggests that LUF 378

primarily use the LLM for analyzing semantic rele- 379

vance, rather than relying on the LLM’s knowledge 380

for updates, hence showing LUF’s generality. Com- 381

pared to Kimi, GPT-4o has more knowledge and 382

higher reranking accuracy, leading to greater im- 383

provements for the retriever. 384

3.4 Improvement of LLMs’ Response in 385

Question Answering 386

To evaluate how LUF affects LLMs’ outputs, we 387

evaluated the responses generated by LLMs on the 388

NQ, TQA, and SQuAD datasets. Specifically, we 389

simulated real-world scenarios where users pro- 390

vide meaningful feedback. Based on the questions 391

in each dataset, we used GPT-4o to generate di- 392

alogue containing relevant information about the 393

questions to mimic user feedback. For each dataset, 394

40% of the questions were paired with correct feed- 395

back, 40% with incorrect feedback, and 20% with 396

feedback unrelated to the dataset questions, to eval- 397

uate the robustness against varying types of user 398

feedback. All generated user feedback was pro- 399

cessed by LUF. Then, we created two semantically 400
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Method LLM
Natural Questions Trivia QA SQuaD Web Questions WebQA

R@5 R@20 R@5 R@20 R@5 R@20 R@5 R@20 R@5 R@20

R&R Kimi 58.92 70.78 65.88 69.53 57.53 66.11 50.94 59.50 20.04 24.14
R&R GPT-4o 59.86 71.00 67.05 69.84 58.28 66.26 51.67 59.65 20.57 24.37
Query Rewrite GPT-4o 61.00 70.55 67.75 70.52 59.73 67.31 52.07 60.29 21.30 26.36
Query2Doc GPT-4o 59.81 71.61 67.68 70.68 60.33 67.78 52.21 60.24 22.19 26.92
RaFe GPT-4o 61.66 72.49 69.12 70.33 59.67 67.11 51.72 58.89 21.73 26.39
LUF Kimi 62.22 75.29 68.15 71.64 62.82 70.98 52.21 60.33 25.26 30.22
LUF GPT-4o 64.27 76.34 69.35 71.91 63.23 70.91 52.41 59.99 26.65 31.55

Table 3: Retrieval results before and after reranking. The highest results are bolded.

Method
Natural Questions TriviaQA SQuAD

Original Re-Phrased Original Re-Phrased Original Re-Phrased
QA R@5 QA R@5 QA R@5 QA R@5 QA R@5 QA R@5

Kimi+ 37.34 - 37.29 - 60.16 - 57.83 - 18.93 - 17.47 -
R&R 48.37 58.92 44.60 57.81 61.63 65.88 58.01 59.13 36.40 57.53 32.03 52.70

Query2Doc 49.34 61.61 45.15 59.17 61.81 66.37 58.37 60.24 35.84 58.19 31.50 54.76
Query Rewrite 48.39 58.86 44.65 57.34 61.76 66.23 58.54 60.39 36.13 59.35 32.72 56.16

RaFe 49.22 60.39 45.10 59.42 63.01 67.69 59.19 60.95 36.31 58.12 31.69 52.11
LUF w/o UF 50.50 62.22 46.93 60.53 63.58 68.15 59.41 62.10 37.85 62.82 33.47 58.27
LUF w/ UF - - 53.27 66.04 - - 64.63 65.75 - - 42.33 64.53

GPT-4o + 59.42 - 57.42 - 67.33 - 65.35 - 27.66 - 24.75 -
R&R 63.38 59.86 59.42 58.84 64.27 67.05 68.85 59.86 34.95 58.28 35.67 53.02

Query2Doc 64.46 61.00 58.75 59.45 63.89 67.75 68.31 60.91 37.28 59.73 37.02 55.51
Query Rewrite 64.18 59.81 59.47 58.64 64.56 67.68 69.42 60.97 37.09 60.33 37.52 56.09

RaFe 64.57 61.66 59.92 60.28 68.03 69.12 70.21 60.79 37.36 59.67 35.94 54.09
LUF w/o UF 67.31 64.27 62.66 63.80 68.32 69.35 71.61 61.62 40.04 63.23 38.74 56.98
LUF w/ UF - - 68.98 68.37 - - 73.19 65.78 - - 43.82 64.70

Table 4: The accuracy of the answers provided by the LLM, with “QA” representing responses from the LLM that
contain the correct answer. “UF” means incorporating user feedback.

Method NQ TQA SQuAD
Direct 92.02 89.14 87.79
Ours 98.73 98.34 97.71

Table 5: Accuracy of judging the correctness of user
feedback. “Direct” means directly asking the LLM to
make the judgment.

equivalent questions for each original question in401

the datasets to construct re-phrased QA datasets,402

aiming to verify whether LUF accurately extracted403

information from the user feedback. Details of the404

feedback and question simulation are provided in405

Appendix A.1.406

Table 4 presents the performance of all meth-407

ods on both the original and re-phrased datasets,408

with LUF delivering the most accurate responses 409

across all datasets. By incorporating user feedback, 410

LUF significantly improved retrieval and answer- 411

ing accuracy on the re-phrased datasets. This im- 412

provement is attributed to LUF’s ability to extract 413

correct information from user feedback, and add 414

it to the document database, thereby enhancing 415

the accuracy of responses to future questions from 416

other users. Notably, even without incorporating 417

user feedback, LUF ’s superior retrieval accuracy 418

supplied LLMs with more precise evidence, result- 419

ing in better responses on both the original and 420

re-phrased datasets compared to the baselines. 421

Table 5 compares the accuracy of letting LLM di- 422

rectly judge correctness of user feedback and using 423

LUF ’s discriminate-and-classify modules. On all 424
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Method
MultiWOZ 2.2 SGD
JGA AGA JGA AGA

R&R 61.39 93.30 80.23 91.67
Query2Doc 61.73 92.71 80.67 92.19
Query Rewrite 61.85 93.52 80.85 91.63
RaFe 61.45 93.90 79.95 92.29
LUF 62.83 94.67 81.51 92.55

Table 6: The accuracy of the LLM responses in multi-
turn dialogues.

three datasets, LUF correctly judged over 97% of425

the feedback, demonstrating its robustness in lever-426

aging useful user feedback while preventing incor-427

rect information from influencing the databases and428

LLM outputs.429

3.5 Improvement of LLMs’ Response in430

Multi-turn Dialogues431

To evaluate the impact of LUF on LLM outputs432

in dialogue scenarios, we conducted tests on two433

dialog state tracking datasets. The test samples434

are conversations between the user and assistant,435

containing real user feedback. Each test sample436

is paired with an annotated user intents, the LLM437

was required to comprehend all user’s intents and438

provide corresponding responses. We let different439

methods directly generate responses and employed440

another LLM to evaluate whether these responses441

met the annotated user intents. From Table 6, we442

observed that while other methods provided mini-443

mal improvements, LUF-generated responses bet-444

ter satisfied user requirements. This was attributed445

to LUF’s ability to summarize user feedback, store446

user preferences in the RAG document database,447

and use these preferences as auxiliary evidence dur-448

ing response generation. LUF enabled the LLM to449

better understand and retain user preferences.450

The test samples used included complete dia-451

logues, meaning the LLM could directly infer user452

intents from the context. However, the LLM occa-453

sionally forgot certain user requests over turns. Ex-454

perimental results demonstrated that, even within455

the same conversation, LUF could utilize user feed-456

back to concretize user preferences, thereby assist-457

ing the LLM in providing responses aligned with458

user expectations.459

3.6 Multi-level Reranking460

For retrieval results from 500 randomly sampled461

questions, we applied the different reranking meth-462

ods and calculated the average token consumption463
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Figure 4: R@5 of LUF with different reranking accu-
racy.

(both input and output) to achieve a similar R@5. 464

“Single” means each document is individually as- 465

sessed by the LLM, while “Every 5” and “Every 20” 466

refer to a reranking step of 5 or 20 documents, re- 467

spectively. Table 7 shows the result, the multi-level 468

reranking consumes the fewest tokens while achiev- 469

ing similar R@5, can save the resources consumed 470

by reranking. 471

3.7 Further Investigations 472

How Reliable Reranking Feedback is 473

LUF is updated based on reranking results from 474

LLMs, so relies on the accuracy of LLM feedback. 475

We simulated the impact of LLMs’ feedback with 476

different accuracy on the retriever on the NQ and 477

TQA datasets. In Fig. 4, the accuracy refers judging 478

single relevant documents, as there is no significant 479

difference between different LLMs in judging irrel- 480

evant documents. 481

Fig. 4 illustrates that even when the LLM cor- 482

rectly identifies only 60% of relevant samples, its 483

feedback still improves the retriever’s performance, 484

demonstrating LUF is highly robust to feedback 485

accuracy. This robustness comes from LLMs’ 486

high accuracy in filtering out irrelevant samples, 487

the eliminated hard negative samples help the re- 488

triever improve. We tested three widely used LLMs: 489

GPT-4o, Kimi, and DeepSeek-v2 (DeepSeek-AI, 490

2024), all of which achieved reranking accuracy 491

above 70%, suggesting that LUF can be applied to 492

them. 493

How LUF Identifies Feedback 494

The results in Table 5 demonstrate that the de- 495

signed discriminate-and-classify module improves 496

the accuracy of identifying user feedback, ensuring 497

that the document database is not contaminated by 498

erroneous feedback. This section provides two ex- 499

amples of how discriminate-and-classify module 500

works to prevent incorrect feedback from corrupt- 501

ing the whole system’s output. 502

Compare with existing information: In the ex- 503
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Method
Natural Questions TriviaQA SQuAD

R@5 Docs Tokens R@5 Docs Tokens R@5 Docs Tokens

Single 55.75 39 3,257.6 57.64 38 3,313.7 55.09 38 3,174.1
Every 5 54.11 75 5,899.2 57.51 75 5,316.9 54.35 80 5,448.8

Every 20 55.44 80 4,920.1 57.95 80 5,004.3 55.02 80 4,851.9
Multi-level 55.78 40 2,816.4 57.9 40 2,880.9 55.08 40 2,777

Table 7: The number of tokens consumed by different reranking methods.

The information provided by the 

user is correct: Frank G. Jackson 

won reelection for mayor of 

Cleveland.

Frank G . Jackson won the election 

for mayor of Cleveland.

No, the information given by 

user is incorrect. Frank G. 

Jackson did not seek re-election 

in 2021

(a) (b)

LUF

Achieving general AI, is a highly 

ambitious goal …

Not Found

The way to achieve general AI 

must be through autoregression.

It is difficult to determine 

whether the user's feedback is 

correct and can be shared by 

other users, so it should be 

added to the personal database.

LUF

Direct

Figure 5: Examples of LUF’s responses to different
kinds of incorrect feedback.

ample shown in Fig. 5 (a), the evidences from doc-504

ument database and LLM provide a foundational505

reference. If judged directly, the LLM may be mis-506

led and add incorrect information to the database.507

However, by comparing with existing knowledge,508

LLM can identify misinformation and reject it.509

Cautious handle unknown information: When510

faced with feedback that neither the LLM nor the511

document database can evaluate, LUF tends to pri-512

oritize adding such feedback to the user’s personal513

database rather than the shared one, as shown in514

Fig. 5 (b). Although the correctness of such feed-515

back cannot be determined, LUF prefers to add it516

to personal databases to prevent contamination of517

the whole system and other users.518

4 Related Work519

4.1 Retrieval-Augmented Generation520

Research on RAG has advanced rapidly in recent521

years. Sparse retrieval techniques, such as BM25522

(Sparck Jones, 1988), are simple and effective523

(Chen et al., 2024; Jiang et al., 2023; Ram et al.,524

2023). Dense retrieval methods like Dense Passage525

Retriever (DPR) (Karpukhin et al., 2020) demon-526

strate greater flexibility and adaptability (Izacard527

et al., 2022b; Shi et al., 2024; Sachan et al., 2024;528

Siriwardhana et al., 2023).529

Recent studies have proposed various pre-530

retrieval and post-retrieval enhancement strate-531

gies. Pre-retrieval enhancement strategies, such532

as Query2doc (Wang et al., 2023), Hypothetical 533

Document Embedding (HyDE) (Gao et al., 2023), 534

and Query Rewriting (Ma et al., 2023) improve 535

the relevance of retrieval results by reorganizing 536

or expanding queries. Post-retrieval enhancement 537

strategies, such as R2G (Sachan et al., 2023), filter 538

irrelevant information by reranking retrieval results. 539

These methods use static retrievers and overlook 540

the role of feedback. 541

4.2 Feedback for Language Models 542

Feedback has been widely used in NLP and ap- 543

plied to many traditional tasks, such as question 544

answering (Li et al., 2022; Harabagiu et al., 2001), 545

text summarization (Nguyen et al., 2022; Liu et al., 546

2023), and machine translation (Saluja et al., 2012). 547

We note that two recent studies have also at- 548

tempted to improve RAG using feedback too: RaFe 549

(Wu et al., 2024) utilizes feedback to improve query 550

rewriting, while InstructRAG (Wei et al., 2024) em- 551

ploys feedback to train LLMs. Both approaches 552

only utilize feedback from LLMs, whereas LUF 553

also considers user feedback. RaFe focuses more 554

on enhancing query rewriter performance through 555

feedback, while LUF’s motivation is to adapt the 556

entire RAG system to changes in questions and 557

answers, so we adopt the most widely used RAG 558

process without query rewriter. InstructRAG re- 559

quires training the LLM, which is computationally 560

costly and does not fit our use case. 561

5 Conclusion 562

To address the performance degradation of RAG 563

on unseen questions, we propose an framework 564

called LUF based on user and LLM feedback. By 565

updating the retriever and the document database, 566

both the retriever and the LLM adapt to the shifts in 567

question and answer domains, thereby improving 568

their ability to provide responses that align with 569

user preferences. Experiments conducted on two 570

tasks demonstrate the effectiveness of our method. 571
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6 Limitations572

In this work, we primarily conducted evaluations573

on the Question-Answering task, the performance574

of LUF on other tasks such as commonsense rea-575

soning and open-domain summarization remains576

unknown. Besides the LLMs mentioned in the577

paper, we also tested smaller LLMs like Qwen1.5-578

32b-chat. For these models with smaller parame-579

ters, their reranking accuracy was below the min-580

imum threshold required to improve the retriever,581

and LUF did not provide any meaningful enhance-582

ment.583

7 Ethics Statement584

In this study, we utilized publicly available datasets585

that do not contain any personal or private informa-586

tion, ensuring full compliance with ethical guide-587

lines. The prompts used and the outputs gener-588

ated by the LLMs were selected to exclude any589

content that might be discriminatory, violent, or590

otherwise inappropriate. No personal data was col-591

lected throughout the experimental process, and the592

design and execution of the experiments pose no593

negative societal impact. Therefore, this research594

adheres to ethical standards, with no risks of pri-595

vacy infringement or harmful social consequences.596
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A Appendix808

A.1 Prompt809

Frequent LLM calls were required to generate re-810

sponses in our experiment. In this section, we811

present the prompts used to accomplish different812

tasks.813

Prompt A.1.1: Single Document Reranking

Please analyze whether this document can
help answer this question, and provide your
answer using single “yes” or “no” in the
end.
Question:
⟨Question⟩
Document:
⟨Document⟩

814

Prompt A.1.2: Multiple Documents Rerank-
ing

Below is a question, along with
⟨Numof Docs⟩ documents that might
be related to this question. Please judge
if which document(s) are relevant to the
question, and finally provide your answer
using the document number + yes like
“answer:1,yes” or “no”.
Question:
⟨Question⟩
Document 1:
⟨First document⟩
Document 2:
⟨Second ocument⟩
...

815

When performing rerank for a single document816

and multiple documents using LLM, to ensure that817

the LLM’s response adheres to a fixed format suit-818

able for code analysis, we use prompts as shown in819

Prompt A.1.1 and A.1.2.820

Prompt A.1.3: User Feedback Stimulation

Here is a question and the correct answer is
⟨Answer⟩. Please simulate a user’s state-
ment in a conversation, and include the cor-
rect/incorrect information in this statement.
Here is an example for your reference:
Question: Who invented the microscope?
Answer: Zacharias Janssen
Stimulated: I was reading about the history
of scientific inventions, please tell me how
Zacharias Janssen invented the microscope.
Question:
⟨Question⟩
Answer:
⟨Answer⟩
Stimulated:

821

In the experiment in Table 4, we used LLMs 822

to simulate user feedback. Prompt A.1.3 asks the 823

LLM to simulate correct/incorrect user feedback. 824

Prompt A.1.4: User Feedback Summariza-
tion

The following is a conversation between a
user and an LLM. Did the user provide any
meaningful information? If so, please sum-
marize the information given by the user.

825

Prompt A.1.5: User Feedback Discriminate
and Classify

The following are the document from
Wikipedia, the LLM’s answer, and the feed-
back provided by the user in the conversa-
tion with the LLM. Please use the first two
as references to determine whether the in-
formation provided by the user is correct.
There are two databases, one shared by all
users and the other exclusive to the user.
Please decide which database this informa-
tion should be added to. At the end, give
your answer like “correct, shared” or “cor-
rect, personal”.
Document:
⟨Document⟩
LLM answer:
⟨LLM Answer⟩
User feedback:
⟨User Feedback⟩

826

LUF first summarizes the user feedback to ex- 827
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tract valid information, then performs discrimina-828

tion and classification. Prompt A.1.4 is used to829

extract user feedback from the conversation, while830

Prompt A.1.5 simultaneously handles both the dis-831

crimination and classification of the feedback.832

Prompt A.1.6: Get LLM Knowledge

The following is a piece of mate-
rial that may be correct or incorrect.
Please generate a paragraph on the
same topic based on your knowledge.
Material:⟨SummarizedUser Feedback⟩

833

To accurately assess the correctness of user feed-834

back, LUF need to compare it with the knowledge835

from the LLM. We use prompt A.1.6 to retrieve836

knowledge from the LLM.837

Prompt A.1.7: Query Rewrite

Provide a better search query for retriever
to search the given question.
Original question: What 2000 movie does
the song "All Star" appear in?
New question: 2000 movie "All Star" song
Original question:⟨Question⟩
New question:

838

Query rewrite uses the original prompt from839

previous work (Ma et al., 2023) where the LLM840

was used as a rewriter. as shown in Prompt A.1.7.841

Query2doc follows the original prompt in previous842

work (Wang et al., 2023).843

A.2 Additional Experiment Results844

A.2.1 Ablation Study845

To understand the specific roles of different com-846

ponents in LUF, we conducted a series of ablation847

experiments. We tested the improvements brought848

by different strategies within LUF across three re-849

ask datasets, as shown in Table 8.850

After applying different strategies, both retrieval851

and response accuracy improved. Replacing the sin-852

gle reranking with multi-level reranking that con-853

sumes a similar number of tokens, there has been a854

certain improvement retrieval accuracy. LLM Feed-855

back mainly helps the retriever adapt to the shift856

in the domain of questions, while user feedback857

significantly improves the results obtained by the858

retriever and LLM by adding new information to859

the database.860

A.2.2 Time Consumption 861

Table 9 shows the detailed time required by differ- 862

ent methods to answer 3,000 questions, with all 863

results tested on an dual RTX 4090 and Intel Xeon 864

Gold 6430 machine. “Retrieve” refers to the time 865

spent on dense retrieval, “LLM” indicates the time 866

taken for LLM generation, and “Train” represents 867

the time required for model training. For Query 868

rewrite, we adopted the approach from (Wu et al., 869

2024), where the results of two rewritten queries 870

are fused during retrieval. 871

Compared to the simplest R&R process, the ad- 872

ditional time introduced by LUF is within an ac- 873

ceptable range. Moreover, aside from reranking, 874

LUF does not require any preprocessing before re- 875

trieval, meaning the time from when the user asks 876

a question to receiving an answer is the same as in 877

the R&R. The additional time is attributed to sum- 878

marizing user feedback with the LLM and training 879

the retriever , both of which can be performed in 880

parallel with retrieval, thus not adding extra time. 881

A.2.3 Token Consumption 882

Table 10 shows the token consumption of different 883

reranking strategies on Web Questions and WebQA. 884

Compared to other methods, Multi-level reranking 885

used the fewest tokens on the both English and 886

Chinese datasets. 887

A.2.4 Additional Examples 888

Fig. 7 presents two examples of responses provided 889

by LUF. 890

Fig. 7 (a) illustrates how user feedback can assist 891

the LLM in correcting outdated information. For 892

recent events, the LLM’s knowledge may not be 893

promptly updated; however, LUF can prevent giv- 894

ing outdated and incorrect answers by leveraging 895

user feedback. 896

In Fig. 7 (b), the user’s question has multiple cor- 897

rect answers, but the answer directly provided by 898

the LLM was not the one the user desired. Through 899

the first conversation, LUF learned the user’s pref- 900

erences and then provided the answer that met the 901

user’s expectations. 902

B Implementation Details 903

B.0.1 Dataset 904

Table 11 shows the number of questions used 905

for testing and the number of documents in the 906

database across different datasets. For the four En- 907

glish datasets, we used the splited Wikipedia from 908

previous studies (Karpukhin et al., 2020) as the 909

13



Method
Natural Questions TriviaQA SQuAD
QA R@5 QA R@5 QA R@5

R&R 44.18 57.01 57.21 58.45 31.79 52.26
+Multi-level Reranking 44.60 57.81 58.01 59.13 32.03 52.70

+LLM Feedback 47.23 61.69 60.67 60.81 34.32 57.79
+User Feedback 66.04 71.29 72.54 72.48 58.97 77.84

Table 8: Ablation study results.

Method
Time to Retrieve 3,000 Questions (s)
TriviaQA SQuAD

Retrieve LLM Train Retrieve LLM Train
R&R 4,096.4 6,696.8 - 4,077.1 09,706.9 -

Query Rewrite 8,157.2 8,110.0 - 8,134.8 11,321.4 -
Query2Doc 4,092.9 8,931.2 - 4,069.6 11,635.4 -

TENT 8,162.4 6,709.2 66.0 8,138.4 09,704.8 66.0
LUF 4,091.4 7,639.5 65.8 4,069.5 12,261.8 65.6

Table 9: The detailed time required to retrieve 3,000 questions of different methods.

Method
Web Questions WebQA

R@5 Docs Tokens R@5 Docs Tokens
Single 49.16 35 2,853.3 18.68 35 2,069.6

Every 5 47.64 70 5,129.8 18.29 75 2,406.5
Every 20 49.02 80 4,933.5 18.72 60 1,623.9

Multi-level 49.26 40 2,791.6 18.72 40 1,183.0

Table 10: The number of tokens consumed by different
reranking methods on Web Questions and WebQA.

Dataset
Test Set Size

Number of Documents
Kimi GPT-4o

Natural Questions 03,602 03,610 21,015,324
TriviaQA 11,297 11,313 21,015,324
SQuAD 10,554 10,570 21,015,324
Web Questions 02,029 02,032 21,015,324
WebQA 03,024 03,024 000003,024

Table 11: The number of test questions and documents
of different dataset.

document database, while for the Chinese dataset910

WebQA, we used the evidence provided within the911

dataset. Since Kimi was unable to answer a few912

questions, the number of questions tested by Kimi913

is smaller than that tested by GPT-4o.914

B.0.2 Training915

Table 12 presents the training details of different916

datasets. Updating the retriever with more than917

2,000 questions each time results in more signifi-918

cant improvements. The similarity threshold λ for919

retrieving personal user information is set to 0.5.920

Dataset Update Interval Epochs Learning Rate
Natural Questions 2,000 4 5e-06
TriviaQA 4,000 4 1e-05
SQuAD 4,000 4 1e-05
Web Questions 1,000 1 5e-06
WebQA 2,000 3 5e-06

Table 12: Training details on different datasets.

When was the last time anyone was 

on the moon?

When was the most recent occasion 

that someone visited the moon?

What was the date of the last lunar 

landing by humans?

Original Question

Re-Phrased Questions

LLMs

Figure 6: Examples of constructed re-ask dataset.

B.0.3 Construction of Re-phrased Datasets 921

Fig. 6 shows an example of how we constructed 922

the re-ask datasets. We used an LLM to rephrase 923

the original question, generating two new questions 924

with the same meaning but different structures, sim- 925

ulating the scenario where different users ask simi- 926

lar questions. 927
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As of my last update in 2023, the 

Executive Chef for President Joe 

Biden is Cris Comerford ···

Who prepares meals for the 

President of the United States?

First Conversation Second Conversation

Who cooks for the president of the 

United States?

The President of the United States 

is served by Cris Comerford, the 

White House Executive Chef ···

···The identity of the current 

White House Executive Chef may 

change over time, and it would 

be best to check the most recent 

information for the current 

individual in that position ···

+LUF

As far as I know, she has already 

retired. I mean the latest one.

The song "Speechless" is 

performed by Naomi Scott. ···

What’s the lyrics of 'Speechless'?

First Conversation Second Conversation

Who performs the song 

'Speechless'?

The song "Speechless" is 

performed by several artists, but 

the most famous version is by the 

American singer-songwriter Dan 

+ Shay. ···

The song "Speechless" is 

performed by Lady Gaga. It is 

from her 2009 reissue album The 

Fame Monster

+LUF
I mean the Lady Gaga one.

Sorry, the song "Speechless" by 

Lady Gaga is from ···

(a)

(b)

Figure 7: Examples of other LUF reponses.
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