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ABSTRACT

The assessment of the presence of intracranial hemorrhage is a crucial step in the work-up of patients requiring
emergency care. Fast and accurate detection of intracranial hemorrhage can aid treating physicians by not only
expediting and guiding diagnosis, but also supporting choices for secondary imaging, treatment and intervention.
However, the automatic detection of intracranial hemorrhage is complicated by the variation in appearance on
non-contrast CT images as a result of differences in etiology and location. We propose a method using a
convolutional neural network (CNN) for the automatic detection of intracranial hemorrhage. The method is
trained on a dataset comprised of cerebral CT studies for which the presence of hemorrhage has been labeled for
each axial slice. A separate test dataset of 20 images is used for quantitative evaluation and shows a sensitivity
of 0.87, specificity of 0.97 and accuracy of 0.95. The average processing time for a single three-dimensional (3D)
CT volume was 2.7 seconds. The proposed method is capable of fast and automated detection of intracranial
hemorrhages in non-contrast CT without being limited to a specific subtype of pathology.
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1. INTRODUCTION

Intracranial hemorrhage is a deadly condition that can have debilitating consequences for survivors. Hemorrhages
within the cranial vault and surrounding meningeal spaces may among others be caused by traumatic injury,
stroke and underlying pathology, such as tumors and vascular malformations.! Neuroimaging plays a crucial
role for treating physicians, with CT being the most commonly used modality due to its speed and widespread
availability in an emergency setting.? The timely detection and localization of intracranial hemorrhage is essential
for diagnosis, treatment planning and intervention.? The assessment of the presence of hemorrhage is the
fundamental step in the work-up of acute stroke, as the administration of clot-dissolving thrombolytic drugs can
have disastrous consequences in actively bleeding patients.

The appearance of intracranial hemorrhages varies depending on their anatomical origin, location and cause.
Hemorrhages may demonstrate variations of size, irregularity, heterogeneity and diffusion within the cranial cav-
ity. In total five subtypes of intracranial hemorrhage can be identified: intracerebral, intraventricular, epidural,
subdural and subarachnoid as shown in Figure 1. Also, factors such as image noise, signal attenuation and
artifacts may negatively influence their appearance on CT. Automatic detection of such, sometimes very subtle,
pathology may contribute to faster diagnosis and treatment, leading to improved patient outcome.*

Related work has described methods for the automatic segmentation and volumetric analysis of different in-
tracranial hemorrhage subtypes.””” However, as of yet no method dedicated to the fast detection of intracranial
hemorrhage in general exists.
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Figure 1. Examples of different intracranial hemorrhage subtypes indicated by red arrows. Intracerebral hemorrhage (a),
subdural hemorrhage (b), epidural hemorrhage (c), intraventricular hemorrhage (d) and subarachnoid hemorrhage (e).

In recent years, the interest in the use of convolutional neural networks (CNN) for automated image analysis
purposes has shown a rapid increase. CNNs have proven to be capable of producing outstanding results for
image recognition and classification tasks in computer vision.® ! Furthermore, CNNs are not only able to
distinguish between a multitude of labels for image classification, they can do so with speed and accuracy that
surpass human performance.''''? Therefore, the implementation of CNNs for medical image analysis may have
a powerful impact on detection and classification tasks in emergency situations where these factors are of utmost
importance.

In this paper, we propose a method employing a CNN for the fast and automatic detection of intracranial hem-
orrhage in non-contrast CT. The method is evaluated by comparison to a manually labeled reference standard.

2. METHOD
2.1 Data

This study was approved by the institutional ethics committee, and the requirement for informed consent was
waived. Anonymized data was obtained from our clinical image database by retrospectively searching for patients
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that had received a non-contrast CT in the period January 2015 - December 2015. Patients were included in the
positive dataset if the presence of an intracranial hemorrhage was confirmed in the radiologist’s report. Patients
not demonstrating hemorrhage or other pathology were included in the negative dataset. Further exclusion
criteria were the presence of severe motion artifacts or implanted foreign objects, such as clips, drains and coils.
All images were acquired using a 320-row Toshiba Acquilion ONE CT scanner manufactured by Toshiba Medical
Systems Corporation, Otawara, Japan. The average image size was 512 x 512 x 320 voxels with voxel sizes of 0.43
x 0.43 x 0.5 mm. All cases were labeled by a trained observer to indicate the presence or absence of intracranial
hemorrhage for each axial slice.

The total dataset consisted of 95 positive and 95 negative patients, consisting of 13433 positive and 45906 negative

labeled 2D axial slices. These were separated into training, validation and test sets as described in Table 1.

Table 1. Overview of study data. Number of positive and negative patients and labeled 2D axial slices for training,
validation and test sets.

Patients Slices
Positive | Negative | Positive | Negative
Training 75 75 10831 35490
Validation 10 10 1258 5378
Test 10 10 1344 5038
Total 95 95 13433 45906

2.2 Network architecture

A two-dimensional (2D) CNN inspired by recent work is proposed.'®> The CNN makes use of the full image
context for the prediction of the presence of intracranial hemorrhage, as shown in Figure 2.

The input for the CNN consists of a 512 x 512 voxels image. The architecture consists of five repetitions of a
combination of two convolutions of 3 x 3 followed by a rectified linear unit (ReLu) and subsequent max pooling
of 2 x 2 with strides of two in each direction. The number of filters is doubled after each max pooling operation.
The final feature maps pass through two fully connected layers. Batch normalization (BN) is used for each
convolution to normalize the layer’s inputs.'* A softmax function is finally calculated to obtain the probability
of the presence of intracranial hemorrhage in the input image.

16 16 32 32 64 64 128 128 256 256 1024 1024 2
Do) Do) Do SoDn o)

==) 3 x 3 Convolution + BN + ReLU 2 Fully connected layer + BN + RelLU ® 50% Dropout

=) 2 x 2 Max pooling X Fully connected layer + Softmax function

Figure 2. Schematic overview of convolutional neural network architecture. Squares represent feature maps at different
depths. The numbers above arrows represent the number of filters applied. ReLu denotes a rectified linear unit. Batch
normalization (BN) is used for each convolution to normalize the layer’s inputs.

2.3 Training

For each CT study the cranial cavity is segmented using multi-atlas registration and levelset refinement.!® An
equal number of positive and negative training samples are presented to the CNN during training. Axial slices
are randomly extracted with equal probability from all patients in the positive and negative training datasets,
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where the selection is limited to slices depicting part of the cranial cavity. Adam optimization is used to minimize
the cross-entropy loss function with an initial learning rate of 0.001. Dropout of 50% is used before and after
the first fully connected layer for regularization, as shown in Figure 2. Data augmentation consisting of random
rotations within a range of (-15, 15) degrees, random shifts within a range of (-10, 10) voxels in both directions
and mirroring on the horizontal axis were used to enrich the training data. The network was trained for 1000
iterations of 500 samples in batches of 25 axial slices on an NVIDIA GeForce GTX 1080 GPU. The method was
developed using the Theano and Lasagne libraries.'% 17

3. RESULTS

Sensitivity, specificity and accuracy were used as quantitative measures to evaluate the performance of the CNN.
All measures were calculated in comparison to the reference standard. All axial slices depicting part of the
cranial cavity were processed for each test case. True positives, true negatives, false positives and false negatives
were counted and the quantitative measures were calculated over the entire test dataset. The results are shown
in Table 2. Quantitative evaluation shows a high degree of accuracy, with a value of 0.95 for the entire test
dataset. The average processing time for a single 3D CT volume was 2.7 seconds.

Table 2. Overview of quantitative evaluation results. Sensitivity, specificity and accuracy reported for the negative and
positive test sets and entire dataset.

Sensitivity | Specificity | Accuracy
Positive 0.87 0.92 0.91
Negative 1.00 1.00
Full Dataset 0.87 0.97 0.95

The variation in appearance of intracranial hemorrhages and healthy cerebral parenchyma caused the method
to produce several false positive and false negative predictions. Examples of axial slices that the method had
difficulty with and resulted in such false predictions can be seen in Figure 3 and Figure 4.

Figure 3. Examples of axial slices that resulted in false positive predictions. Errors are most likely caused by the presence
of high intensity regions in the cerebral parenchyma (red arrows).
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Figure 4. Examples of axial slices that resulted in false negative predictions. The presence of intracranial hemorrhage is
missed by the method (red arrows).

4. DISCUSSION

We present a 2D CNN for the automatic detection of intracranial hemorrhages in non-contrast 3D CT. This
approach provides enormous speed and a high level of accuracy for a task that necessitates both. We demonstrate
that the proposed method shows promising results without being limited to a specific subtype of pathology.

5. CONCLUSION

The described CNN architecture has shown to produce good results in comparison to the reference standard.
Accurate and fast detection of intracranial hemorrhage is essential in the work-up of emergency room patients
and may aid physicians in diagnosis and guide decisions for treatment and intervention.
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