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Abstract

We present the Benchmark of Information
Retrieval (IR) tasks with Complex Objectives
(BIRCO) to evaluate the ability of IR models
to follow multi-faceted task objectives. We
study the performance of various embedding,
distilled and fine-tuned IR models on BIRCO,
and find them lacking. We provide a unified
framework for investigating the performance of
large language models (LLMs) on these tasks.
The proposed framework consists of 3 modular
components: task-objective awareness; chain-
of-thought reasoning; and task decomposition.
We investigate the effects of these factors on
LLM performance, and identify a simple base-
line model which matches or outperforms ex-
isting approaches and more complex alterna-
tives. No approach achieves satisfactory perfor-
mance on all benchmark tasks, suggesting that
stronger models and new retrieval protocols are
necessary to address complex user needs. !

1 Introduction

Information retrieval (IR) tasks have traditionally
been centered around matching queries with seman-
tically similar passages. However, user objectives
may go significantly beyond retrieving based on
similarity. As a motivating example, consider a
user who wants to find papers that refute a par-
ticular scientific claim. This would not be well-
captured by similarity-driven search, which would
also retrieve papers that support the claim. In addi-
tion, the user may have multiple objectives in their
search. They may be searching for papers that mea-
sure the response of a drug in a specific population,
using a certain set of measurements.

We propose the BIRCO benchmark for eval-
uating the performance of IR systems on tasks
with complex objectives. We curate 5 open-source
datasets (DORIS-MAE (Wang et al., 2023), Ar-
guAna (Wachsmuth et al., 2018), WhatsThatBook

"https://github.com/BIRCO-benchmark/BIRCO.git

(Lin et al., 2023), Clinical-Trial (Koopman and
Zuccon, 2016), and RELIC (Thai et al., 2022)),
which contain paragraph-length queries with multi-
faceted task objectives. This represents a challeng-
ing test bed for methods that aim to address com-
plex user search needs.

IR systems have branched into three primary cat-
egories: pre-trained embedding models, language
models (encoder-decoder and decoder-only) that
have been fine-tuned for IR tasks, and task-agnostic
models based on Large Language Models (LLMs)
like GPT-4. Our research aims to examine the
performance of these models on the BIRCO bench-
mark. We focus on state-of-the-art models from all
categories, investigating their ability to handle the
complex requirements of BIRCO.

In order to study the factors that affect LLM per-
formance on these tasks, we introduce a framework
for constructing retrieval protocols. This frame-
work varies four factors: task-specific descriptions
of the search objective, ranking vs. direct scor-
ing, chain-of-thought reasoning (Wei et al., 2022),
and decomposition of complex tasks into subtasks.
Through this study, we aim to provide a foundation
for advancing IR systems, particularly in the realm
of complex search objectives.

2 Related Work

IR Benchmarks

IR benchmarks such as MS MARCO (Nguyen
et al., 2016), NQ (Kwiatkowski et al., 2019),
LOTTE (Santhanam et al., 2022), BEIR (Thakur
et al., 2021) and BERRI (Asai et al., 2023) con-
sist mostly of sentence-level queries, and their task
objectives, while varying to some degree, focus
on finding semantically similar passages, with one
exception: the ArguAna dataset (Wachsmuth et al.,
2018), which is a counterargument retrieval task.
Complex Query IR Tasks

Several recent datasets (DORIS-MAE, WTB,
Clinical-Trial, RELIC) pose more complex re-
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Figure 1: BIRCO contains 5 IR tasks with complex objectives
MS MARCO| BIRCO NQ |BIRCO BEIRI BIRCO
Models MRR@10 |MRR@10 Models R@20| R@20 Models R@10| R@10
ANCEFirsip 33.0 20.0 ANCEFip 819 | 49.6 E5-L-v2 50.0 | 38.52
SimLM 41.1 18.1 SimLM 852 | 44.6 RankLLaMA 56.6 | 47.42
SPLADE-v2 36.8 17.7 BM25 59.1 | 335 TART 44.8 | 39.48

Table 1: Comparing BIRCO’s difficulty with other IR datasets. Models and metrics are chosen based on availability

of data in the published literature.

trieval tasks (Wang et al., 2023; Lin et al., 2023;
Koopman and Zuccon, 2016; Thai et al., 2022).
In these datasets, the queries are paragraph-length,
and passages should match the queries along multi-
ple dimensions. See Figure 1.

Specialized retrieval models

Pretrained (Greene et al., 2022; Wang et al., 2022;
Gao et al., 2021) and fine-tuned (Liu et al., 2023;
Chuang et al., 2022; Dai et al., 2022; Gao et al.,
2023; Ferraretto et al., 2023; Pan et al., 2023) em-
bedding models have formed the core of most IR
systems due to their speed and simplicity. More re-
cently, there have been methods for fine-tuning lan-
guage models for ranking and retrieval, including
monoT5 (Nogueira et al., 2020) and Rank-Llama
(Ma et al., 2023a). TART (Asai et al., 2023) and
INSTRUCTOR (Su et al., 2023) are trained to fol-
low task-specific instructions during retrieval.
LLM-based IR systems

Recent research has shown that LLMs can be effec-
tively used for the re-ranking stage of IR. Sachan
et al. (2022); Liang et al. (2022) compute a rele-
vance score with output logits, Qin et al. (2023)
use pairwise comparison among passages with
open-source LLMs, Sun et al. (2023); Ma et al.
(2023b) use list-wise comparisons, and Zhuang
et al. (2023) have the LLM assign a 4-way label
to each query/passage pair. These methods have
primarily been evaluated on sentence-level queries.

3 Benchmark Construction

BIRCO is constructed to allow for statistically valid
evaluation of model performance. Four of the five

benchmark datasets do not have previously defined
development set/test set splits. We therefore de-
fine splits for these datasets, ensuring that there is
no overlap between queries or passages across the
splits.

BIRCO is also designed specifically for bench-
marking LLM performance. There are two distinc-
tive issues that arise in this context. First, retrieval
performance can be inflated due to data contami-
nation from pretraining. In order to address this,
we remove queries that GPT-4 can answer without
access to passages. (This is most relevant for WTB
and RELIC.) Second, it is prohibitively expensive
to evaluate LLMs on the entire set of passages for
each query. We therefore define candidate pools for
each query, restricting LLM search to these smaller
pools. This is standard for many other IR tasks,
where it is known as the passage re-ranking stage.

3.1 Candidate Pool Construction

To make BIRCO more tractable for LLM-based
retrieval, we construct candidate pools for each
query using the lexicon-matching algorithm BM25
(Trotman et al., 2014) and state-of-the-art text em-
bedding model ada-002 (Greene et al., 2022). Each
query has a candidate pool of 50 passages. (The
ground-truth passage is inserted when necessary.)
As shown in Appendix Table 4, the difficulty is
comparable to the original datasets for four of five
tasks, and remains challenging for the fifth.

4 A Framework for LLM Re-Ranking

We investigate the effect of several factors on LLM
retrieval performance.
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Figure 2: A framework for integrating LLMs into retrieval tasks

Query

GPT-4 Generated Decision Criteria for Counterargument

~
Defaulting would cause chaos in Greece.

1. Central Topic: ...
Greece ...The passage should directly address this topic.

is about whether defaulting would cause chaos in

There is no good solution for the crisis Greece
finds itself in, only less bad ones. Austerity

2. Opposing Stance: The query argues that defaulting would cause chaos in
|Greece, so the passage should argue the opposite...

measures may currently be causing suffering, -
but it is the least bad option available for the
Greek people. Default would cause the Greek
banking sector to collapse ... [omit 100 words]

3. Specific Point: The query focuses on the potential collapse of the Greek
banking sector ... The passage should focus on the same points but argue
\that these events would lead to economic recovery.

L [4. Refutation: The passage should directly refute the query's stance.... |

\directly state that defaulting would lead to economic recovery, not chaos.

Figure 3: An example query and LLM-generated decision criteria

4.1 Task Objective Awareness

The tasks in BIRCO vary in their objectives, which
can be clearly articulated in prompts to LLMs. Any
model that uses a prompt containing the task de-
scription is suffixed with "O". Alternatively, as a
simpler baseline, LLMs can be prompted to retrieve
semantically similar passages without knowing the
task objective. Prompts used for task objectives
can be found in Appendix C.

4.2 Ranking vs. Scoring

LLMs can find relevant passages by either ranking
them comparatively or by directly scoring them.
Rankgpr (Sun et al., 2023) puts a list of passages in
the LLM prompt, and iteratively filters for the most
relevant passages using a sliding window approach.
LLMs can also score passages one at a time. For
this direct scoring approach, the LLM is prompted
to generate a numerical score from 0-10.

When passages are directly scored by the LLM,
there can be ties in which several passages receive
the same score. By default, we use E5-v2, an em-
bedding model, for tie-breaking.

4.3 Explicit Reasoning

To investigate the role of natural language reason-
ing in complex query retrieval, we compare two
approaches to scoring a query/passage pair. As
shown in Figure 2, the first approach (shown in the
middle of Figure 2, Reason+Ogpr) is to generate a
set of decision criteria for judging whether a query

is relevant to a passage. The LLM is instructed to
follow its own decision criteria step-by-step before
producing a final score. Another approach (top of
Figure 2, Score+Ogpr) is to directly produce a score
given the query, passage, and task objective. The
detailed prompt structure for these two methods is
recorded in Appendix D.

4.4 Task Decomposition

We investigate the effect of task decomposition,
in which the LLM-generated decision criteria are
used to define substasks which are independently
solved by the LLM. The final score is computed by
averaging scores from the subtasks. This strategy,
denoted as Subtask+Ogpr, aims to reduce the com-
plexity of evaluating whether a passage is relevant
to a query.

S Experiments

We use the GPT4-06-13 checkpoint as the LLM via
OpenAl’s APL. See Appendix A for details about
the baseline models, compute requirements, and
additional embedding model experiments.

5.1 Results

Table 1 compares model performance on BIRCO
to other IR benchmarks. Models perform signifi-
cantly worse on BIRCO compared to published
results on MS MARCO (Nguyen et al., 2016),
NQ (Kwiatkowski et al., 2019), and BEIR (Thakur
et al., 2021), validating the difficulty of BIRCO.



Model DORIS-MAE ArguAna WTB Clinical-Trial RELIC
nDCG@10 R@5 nDCG@10 R@5 nDCG@10 R@5 nDCG@10 R@5 nDCG@10 R@5
Embedding Models

ES5-L-v2 720+12 146 +19 435+32 62.0+48 36.6 +£40 399 +48 294 +27 105+17 11.1 £26 149 +34
SIMCSE 70.8 413 144 +18 398 £35 51.1 £51 31.74+40 37.0+50 27.7+27 105+16 129 +25 156 £37

Promptagator 76.0 £ 14 15.6 +1.8 63.0 £33 77.8 +£42 59.1 £42 629 +47 NA NA NA NA

Encoder-Decoder Models

TART 649 +15 102 +1.7 47.6+£3.1 63.7+48 427 +£37 46.1 £49 32.8 +25 108 +13 94 +19 79427
TART+O 496 +18 49+10 23.1+28 280+44 179 +24 207 +41 23.6 £22 7.7+10 143 £23 183 +38
MonoT5 669 +15 124 +18 459 +32 52.04+49 50.8 £42 59.0+49 332 +25 1424+23 13.9+27 119432

Decoder-Only Model

Rank-LLaMA 75.1 +13 18.4 +£20 532 +29 719 +44 63.7+39 69.8 +46 29.7 +£22

98 +1.1 154424 19.0+40

Comparison-based LLM IR Systems

RankGPT
Rank+OGPT

762 +£13 17.5+23 267 +22 17.0+38 79.5+35 859 +34 399 +26 148 +14 40.1 £40 48.0 £5.1
774 +13 17.6 £2.1 544 +32 709 +45 82.1 £33 88.0 32 38.6 £2.8

14.6 £1.5 62.3 +£39 70.1 +£45

Scoring-based LLM IR Systems
Score+Ogpr 799 +12 193 £20 51.6 £2.7 70.0 +46 833 £3.1 909 +28 434 +24 172 +16 541 £33 70.1 +4.6
Reason+Ogpr 749 £13 181 +£23 599429 76.8 +42 749 +36 82.8 £37 457 £3.1 17.0 £1.7 399 £33 51.0£50
Subtask+Ogpr 78.5+12 185 +19 69.5 £30 859 +35 79.6 +35 859 £33 43.5+29 165+ 1.6 53.2 +35 62.9 +438

Table 2: nDCG @10 and Recall@5 for the benchmark datasets. Bold indicates p > 0.05 compared to the highest
numerical value indicated in red. Error bars are standard errors. The notation 4O indicates task objective awareness.

Table 2 shows the results for the strongest em-
bedding models and language models on BIRCO.
Most GPT4-based IR strategies significantly out-
perform embedding or small (<10B) language mod-
els. Among LLM models, Rankgpr performs most
poorly, achieving notably weaker results on Ar-
guAna and RELIC. This is the only model with-
out task objective awareness for which we report
results; other models without task objective aware-
ness performed very poorly on the development
sets, so they were excluded from further analyses
for cost reasons.

Score+Ogpr performs well on 4 out of 5 tasks.
This is one of the simplest LLM models: its prompt
describes the task objective, and the model directly
outputs a score given a query, passage pair, without
performing any reasoning.

The Subtask model, which decomposes the
query into subtasks and evaluates each subtask
separately, has strong performance on all datasets.
However, it only exceeds the performance of other
LLM models on ArguAna.

No model achieves strong performance on
DORIS-MAE (as measured by recall) or Clinical-
Trial.

6 Conclusion

We have introduced BIRCO, a benchmark for IR
tasks with complex objectives. BIRCO includes
scientific, medical, literary, and current-events re-
trieval tasks, and is significantly more challenging

than previous IR benchmarks.

We found that embedding methods and small
(<10B parameters) language models have weak
performance on the BIRCO tasks. Methods that
use LLMs for ranking have stronger performance,
though none achieve strong results across all tasks.

We evaluated several hypotheses regarding LLM
performance. First, providing clear instructions to
the LLMs regarding task objectives was critical to
achieving good performance. Second, we did not
find evidence that ranking by comparing passages
improved performance relative to directly scoring
passages. Third, in contrast to results in many
other NLP domains (Kojima et al., 2022; Huang
et al., 2022), we did not find evidence that chain-of-
thought reasoning improves retrieval performance.
Finally, decomposing queries into subtasks im-
proved performance on only a single dataset.

The results underscore the need to develop IR
methods that go beyond similarity-based retrieval.
Strong performance on BIRCO requires models
that can understand multi-faceted user intents.
While GPT-4-based methods had the strongest per-
formance, even they did not achieve adequate per-
formance across tasks. Furthermore, it is currently
prohibitively expensive to perform inference with
LLMs for all but the smallest IR tasks. The chal-
lenge of complex user objectives will require im-
provements in model abilities and efficiency.



7 Limitations

There are few existing datasets with complex
queries or non-standard search goals. We hope our
work can encourage more research and task cre-
ation in this area, increasing the number of bench-
marked IR tasks with complex objectives.

Furthermore, LLM methods are computationally
expensive and can only be effectively employed in
the passage re-ranking stage of a multi-stage IR
process.

8 Ethical Considerations

No ethical concerns for this work.
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A Experiment Details

Unless otherwise stated, we use the GPT4-06-13
checkpoint as the LLM and access it via OpenAl’s
APIL. Each LLM-based system takes less than 12
hours to run, and costs approximately $500-$1000.
All embedding models have 350M parameters or
less. Encoder-decoder or decoder models have
7B parameters or less, and experiments on these
models can be run on one node of an 8§ NVIDIA
H100 GPU (80G) within one hour.

A.1 Baselines

For pretrained embedding models, we choose sev-
eral recent state-of-the-art models as well as several
that have been extensively benchmarked on other
tasks: E5-v2-Large (Wang et al., 2022), SimCSE-
Large (Gao et al., 2021), SPECTER-v2 (Singh
et al., 2022), ROBERTA-Large (Liu et al., 2019),
SPLADE-v2 (Formal et al., 2021), and SPLADE++
(Formal et al., 2022). There are several encoder-
decoder models specifically trained for information
retrieval: monoT5 (Nogueira et al., 2020), which
is supervised on MS MARCO, and TART (Asai
et al., 2023), which is instruction-tuned and can
incorporate task descriptions. For DORIS-MAE,
ArguAna and WTB, we also report results for E5-
L-v2 fine-tuned using synthetic data generated by
Promptagator (Dai et al., 2022). Additionally, we
evaluate a decoder-only model Rank-LLaMA-7B
(Ma et al., 2023a) trained on MS MARCO.

A.2 Full Experiment Results

See Table 3 for full experiment results with more
embedding models.

B BIRCO Descriptions

We provide a more detailed description for each
dataset in BIRCO. Also see Figure 1.
DORIS-MAE

60 queries that are complex research questions
from computer scientists. The query communicates
specific requirements from research papers. Each
query has a candidate pool sized approximately
110.

ArguAna

100 queries, each with a candidate pool of around
50 passages. Queries and passages are both com-
plex one-paragraph arguments about current af-
fairs. The objective is to find matching counter-
arguments.

Clinical-Trial
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Model DORIS-MAE ArguAna WTB Clinical-Trial RELIC
nDCG@10 R@5 nDCG@10 R@5 nDCG@10 R@5 nDCG@10 R@5 nDCG@10 R@5
Embedding Models

RoBERTa-LL. 66.84+13 12.0+1.6 31.54+36 40.2 £51 14.6+27 16.0£37 259+22 89412 84+22 89427
SPLADE++ 66.8+13 82+12 34.0+34 479450 95+22 89+29 275+22 95+12 11.4+22 139433
SPLADE-v2 679 £14 106 +21 37.8 £3.7 40.7 +50 162 £3.0 202 4+41 223 +23 72+11 10.7+21 11.0+30
SPECTER-v2 714412 13.54+23 37.7+33 49.1 £51 9.8+20 13.0+34 304 +£21 11.24+12 7.7+16 12.0+3.1
ES5-L-v2 720+12 146 +19 435+32 62.0+48 36.6 £40 399 +48 294 +27 105+17 11.1 £26 149 +34
SIMCSE 70.8 413 144 +18 398 £35 51.1 £51 31.74+40 37.0+50 27.7+27 105+16 129 +25 156 £37

Promptagator 76.0 14 15.6+1.8 63.0 £33 77.8 +£42 59.1 +£42 629 +47 NA NA NA NA

Encoder-Decoder Models

TART 649 +15 102+17 47.6+£3.1 63.7+48 427 +37 46.1 £49 328 +25 108 +13 94 +19 79427
TART+O 496 +18 49+10 23.1+28 280+44 179 +24 207 +41 23.6 £22 7.7+10 143 +£23 183 +38
MonoT5 669 +15 124 +18 459 +32 52.04+49 50.8 £42 59.0+49 332 +25 1424+23 13.9+27 11.9+32

Decoder-Only Model

Rank-LLaMA 75.1 +13 18.4 +£20 532 +29 719 +44 63.7+39 69.8 +46 29.7 +£22

98 +1.1 154424 19.0+40

Comparison-based LLM IR Systems

RankGPT
Rank+OGPT

762 +£13 17.5+23 26.7+22 17.0+38 79.5+35 859 +34 399 +26 148 +14 40.1 £40 48.0 £5.1
774 +13 17.6 £21 544 +£32 709 +45 82.1 £33 88.0 32 38.6+28 14.6+15 62.3 £39 70.1 +45

Comparison-based LLM IR Systems

Score+Ogpr
Reason+Ogpr

799 +12 193 +20 51.6 £27 70.0 +46 83.3+31 90.9 +28 434 +24 17.2+16 54.1 £33 70.1 +46
749 +13 181 +23 599 +29 76.8 +42 749 +36 82.8 +£37 45.7 £3.1 17.0+£17 39.9 £33 51.0+50

Subtask+Ogpr 78.5 +£12 185 +19 69.5+30 859435 79.6 +35 859 +33 43.5+29 165 +16 532 +£35 62.9 +48

Table 3: Experiment results for all models. nDCG@ 10 and Recall@5 for the benchmark datasets. Bold indicates
p > 0.05 compared to the highest numerical value indicated in red. The notation +O indicates task objective

awareness.

100 queries that are paragraph-length patient case-
reports. Each query has a candidate pool com-
prising 30-110 passages that are paragraph-length
descriptions of clinical trials. The objective is to
find the most suitable clinical trial for a patient.
WhatsThatBook

100 queries, with each query describing a book in
an ambiguous manner. Each query has a pool of 50
passages, which are book descriptions.

RELIC

100 queries which are excerpts from scholars an-
alyzing classic English-language literature. Pas-
sages are sentences from a novel that have been ex-
tracted from the queries. The objective is to match
a literary analysis with its missing quotations.

C Task Objectives for BIRCO

We report our prompts, which were optimized on a
small-scale development set for each dataset. The
dev set for DORIS-MAE has 40 queries. The dev
set for Clinical-Trial has the rest 9 queries. All the
other datasets have 50 queries in their dev sets.

C.1 Task Objective for ArguAna

"This information retrieval (IR) task has a debate
format where a topic is given, and two directly
opposing sides of arguments about this topic are

formed. A query is an argument that takes one side
of this topic, focuses on a particular point about
this topic, and takes a stance (i.e., opinion, position,
view, perspective) about this particular point. A
passage is an argument that takes the opposing side
of the same topic, focuses on the same particular
point about the same topic, and takes a directly
opposing stance that directly (i.e., no implying or
inferring) refutes and attacks the query’s stance
regarding this particular point. Both query and
passage might have citations in them but these cita-
tions should not be considered in the scope of this
task. The overall goal of this specific information
retrieval IR task is to identify the central topic of
the debate, to articulate the query’s stance, and to
find the passage that takes the opposing stance."

C.2 Task Objective for DORIS-MAE

"The query consists of users’ needs, leading to sev-
eral research questions that span a paragraph. Each
candidate passage is an abstract from a scientific
paper. The objective of this information retrieval
task is to identify the abstract that most effectively
meets the user’s needs in the query."



C.3 Task Objective for WTB

"The query has this format: a user is trying to re-
member the name of a specific book. The user only
remembers some details about the book, such as
places, events, and some characters’ names. Some
of the details are described using informal language.
The passage is a book description or summary of
a specific book. The passage typically describes
the overall storyline of the book and contains some
details about the book. The objective of this in-
formation retrieval IR task is for you to find the
passage that has details or components that holisti-
cally best match, explicitly or implicitly, the details
or components raised in the query. In other words,
you need to find the book description (i.e., the pas-
sage) that is most likely the book the user is looking
for in the query."

C.4 Task Objective for RELIC

"The query is a piece of literary analysis written
by a scholar. In the query (i.e., the excerpt from a
literary analysis), one or more quotations from a
classic English novel is used as evidence to support
the claims made by the literary analysis. Quota-
tions are identified by quotation marks. Now, one
quotation is being intentionally masked from the
literary analysis (i.e., the query), and replaced by
the symbol [masked sentence(s)]. An important
claim is made in the preceding context and another
important point is made in the subsequent context
surrounding the [masked sentence(s)]. The objec-
tive of this information retrieval task is to find the
most suitable passage that can be used to **directly
support** at least one claim made in the query (i.e.,
the claim that is made in the preceding or the claim
subsequent context surrounding the [masked sen-
tence(s)]) and is very natural to be plugged into
the [masked sentence(s)] part of the query. Ob-
viously the most suitable passage should **NOT
REPEAT** or be contained in any part of the query.
It does not make sense to repeat the same or very
similar things twice in literary analysis."

C.5 Task Objective for Clinical-Trial

"The motivation of the Information Retrieval task
is that clinical trials are experiments conducted in
the development of new medical treatments, drugs
or devices, and recruiting candidates for a trial is
often a time-consuming and resource-intensive ef-
fort. A query is a patient case report (either in
the form of electronic patient records or ad-hoc

queries). A passage is a clinical trial. This Informa-
tion Retrieval task is to improve patient recruitment
for clinical trials. The overall goal of this specific
information retrieval IR task is to match eligible
patients (the query) to clinical trials (the passage)
for recruitment."

D Prompt Structure for Score and Reason

Please refer to Figure 4, 5 for the prompts for
Reason+Ogpt and Subtask+Ogpr.

E The Effects of Candidate Pool
Construction

Please refer to Table 4 for the statistics about the
test set and the whole dataset.

F Example (Query, Passage) Pairs from
the Dataset

Please refer to Figure 6, 7, 8, 9, 10 for examples of
query and passage pairs from the datasets.



/In an information retrieval task setting, you have a query and a candidate pool of passages. {task description}

Now, you are presented with a query and a single passage from its candidate pool. Given the above IR task
description, determine the appropriate criteria to make your decision about whether this passage is what the IR task is
looking for. After you have written your decision criteria, you need to follow this decision criteria by thinking step by
step, and then output a single score on a scale of 0-10. A lower score would mean the passage is less likely to be the
passage the IR task wanted, whereas a higher score would mean the passage is more likely to be the passage the IR
task wanted. In addition, after the symbol “QUOTES”, list all *direct quotes*, in a python list, verbatim from the
passage that definitively suggests or supports why this passage is what the IR task is looking for. A high score would
potentially indicate a large amount of supportive quotes from the passage being listed whereas a low score would
potentially indicate no or very few quotes from the passage being listed. | need to parse your answer in a certain
format, so in the end, only output the score in this format. SCORE:

Query: {query}

\Passage: {passage}

Figure 4: Prompt for Reason+Ogpr

rHere is the passage: {passage}

Here is the requirement extracted from the query: {req}

Here is the query: {query}

You are a helpful assistant. A user wants to find a passage that satisfies a particular requirement from a query. You are

shown the query so that you understand this particular requirement’s context, but your objective is to focus solely on the
requirement and the passage. Based on the passage, you will determine whether the requirement is met.

Figure 5: Prompt for Subtask+Ogpr

Dataset Test Set Whole Dataset
E5-v2nDCG@10 E5-v2 R@5 E5-v2nDCG@10 E5-v2 R@5
ArguAna 435 +32 62.0 £438 48.0 £ 1.0 59.7 £ 14
WTB 36.6 + 4.0 399 +48 21.0+28 247 £35
Clinical-Trial 294 +27 10.5 +1.7 324 £26 13.1 £19
RELIC 11.1 +26 149 +34 8.2 +04 10.1 £ 05

Table 4: Model performance on BIRCO’s test sets and the full original datasets

Guery:

| am working on autonomous driving research and | need to minimize the risk of autonomous vehicles to the public,
especially pedestrians. Therefore, | am trying to build a model that will inform my autonomous vehicles to avoid
crowded streets where lots of people are walking. This model has to be deployed in real-time. My current idea is to
use a computer vision model that can extract and count the number of pedestrians from surveillance footage videos. It
needs to be a fast pedestrian detection model. How should | go about doing this? Should my model be able to
process videos or simply just images ? If | use videos, the computational load would be higher but | could get a more
accurate estimate of the walking speed of these pedestrians during a time interval.

Passage with Highest Relevance Score:

Detecting and predicting the behavior of pedestrians is extremely crucial for self-driving vehicles to plan and interact
with them safely. Although there have been several research works in this area, it is important to have fast and
memory efficient models such that it can operate in embedded hardware in these autonomous machines. In this work,
we propose a novel architecture using spatial-temporal multi-tasking to do camera based pedestrian detection and
intention prediction. Our approach significantly reduces the latency by being able to detect and predict all pedestrians'
intention in a single shot manner while also being able to attain better accuracy by sharing features with relevant
object level information and interactions.

)

Figure 6: Example from DORIS-MAE
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6uery: \

There is no good solution for the crisis Greece finds itself in, only less bad ones. Austerity measures imposed on
Greece may currently be causing suffering, but austerity is the least bad option available for the Greek people: default
would be considerably worse. Here is what would most likely happen: The Greek banking sector would collapse [1]. A
large portion of the Greek debt is owed to Greek banks and companies, many of which would quickly go bankrupt
when the Government defaults. This is also because Greek banks are almost totally reliant on the ECB for liquidity. [2]
People would consequently lose their savings, and credit would be close to impossible to find. The Government
would quickly devalue the Drachma by at least 50%. This will lead to imported goods being more expensive and
consequently to a huge rise in inflation with the living costs increasing tremendously.[3] These two events would lead
to a severe shortage of credit, making it almost impossible for struggling companies to survive. Unemployment would
soar as a result. It will become increasingly difficult to secure supplies of oil, medicine, foodstuffs and other goods.
Naturally, those hit worst would be the poor. The Government, in this respect, would be failing on an enormous scale
in providing many citizens with the basic needs. [4] [1] Brzeski, Carsten: “Viewpoints: What if Greece exits euro?”,
BBC News, 13 July 2012, [2] Ruparel, Raoul and Persson, Mats: “Better off Out? The short-term options for Greece
inside and outside of the euro”, June 2012, Open Europe, 2012 [3]ibid [4] Arghyrou, Michael: “Viewpoints: What if
Greece exits euro?”, BBC News, 13 July 2012,

Passage with Highest Relevance Score:

It is not necessarily true that the whole banking sector in Greece would collapse. Given that the default would be
orderly and take place within the context of the European Union, the ECB and European Commission would still
provide substantial liquidity aid for Greek banks. Moreover it is not true that a devaluation of domestic currency
necessarily leads to high inflation — this was not the case, for example, when Britain exited the European Exchange-
rate Mechanism in 1992 and pursued a devaluation policy of the British Pound. [1] Lastly, evidence of recent
governments that have defaulted suggests that even though some of the harms the opposition refer to may actualise,
recovery generally follows fairly quickly, as was the case with Argentina, South Korea and Indonesia. [2] [1] Ruparel,
Raoul and Persson, Mats: “Better off Out? The short-term options for Greece inside and outside of the euro”, June
2012, Open Europe, 2012 [2] Becker, Garry: “Should Greece Exit the Euro Zone?”, The Becker-Posner Blog,

20.5.2012,
3 )

Figure 7: Example from ArguAna

" N

Query:

This must be a golden-age SF short story. | read it as a kid, translated into Russian, probably later 80s or early 90s
but the story must be older than that. | remember that some kind of personal confrontation happens on a different
planet. The distinctive landscape feature are these big dust-filled sinkholes, in which a person could fall in and get lost
forever.For some reason, the hero, and, possibly others, are using plastic flesh or some kind of artificial flesh - | don't
remember if this is for impersonating others or for some other reason. In the end the hero wins. He uses the sinkhole
to hide in. He is badly burned. The ending is something along the lines, "He gathered all pain from all over his body
mentally into a single point, then lifted that point of the body. When they found him, half of his face was horribly
burned. The other half was smiling blissfully."

Passage with Highest Relevance Score:

Otto McGavin is peacefully idealistic by nature, an Anglo-Buddhist, who seeks employment with the Confederacion
because he believes in its mission to protect human & nonhuman rights. The only problem is that the Confederacion
needs him as one of its twelve Prime Operators for its secret service, the TBII. The TBIlI wants him as a spy, thief &
assassin. It's not, of course, Otto McGavin is peacefully idealistic by nature, an Anglo-Buddhist, who seeks
employment with the Confederacion because he believes in its mission to protect human & nonhuman rights. The only
problem is that the Confederacion needs him as one of its twelve Prime Operators for its secret service, the TBIl. The
TBIl wants him as a spy, thief & assassin. It's not, of course, a problem for the Confederacion, which simply uses
immersion therapy & hypnotic personality overlay for Otto's training, then sends him out in deep cover, encased in
plastiflesh, on a variety of dangerous missions on a number of bizarre worlds. But for him, it's a different matter: what
he has to witness & what he's forced to do take a terrible toll. Always he returns to his original self--his conscience
stabbed by the memory of all those he'd killed in the service of interstellar harmony. ...more

/

Figure 8: Example from WhatsThatBook
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Guery:

A 44-year-old man was recently in an automobile accident where he sustained a skull fracture. In the emergency
room, he noted clear fluid dripping from his nose. The following day he started complaining of severe headache and
fever. Nuchal rigidity was found on physical examination.

Passage with Highest Relevance Score:

Adding vancomycin to the antibiotic regimen is recommended for the treatment of pneumococcal meningitis in adults.
Use of dexamethasone as adjunct therapy has proved to reduce mortality and neurologic sequelae in adult patients
with pneumococcal meningitis. However, use of dexamethasone may impair penetration of vancomycin in
cerebrospinal fluid. In a purely observational manner, we thought to measure blood and CSF concentrations of
vancomycin in adult patients with pneumococcal meningitis, treated with vancomycin, third-generation cephalosporin
and dexamethasone. Because of a considerable increase in streptococcus pneumoniae meningitis with penicillin
nonsusceptible strains, it is now largely recommended to add vancomycin to the third-generation cephalosporin
antibiotic regimen. It has also been recently shown that use of dexamethasone reduces mortality and unfavorable
outcome in adults with pneumococcal meningitis. However, concern has arisen, that dexamethasone may impair
penetration of vancomycin in cerebrospinal fluid. We therefore thought to measure in a purely observational study,
blood and CSF vancomycin concentrations in adult patients with pneumococcal meningitis hospitalized in medical
intensive care unit that received third-generation cephalosporin, vancomycin and dexamethasone. The aim of the
study was to observe whether or not sufficient concentrations of vancomycin could be measured in the CSF despite
the concomitant use of dexamethasone. Patients were cared for in a perfectly routine manner. There was no
randomization. All patients received routine, recommended care (IDSA guidelines). There was no invasive procedure.
Dexamethasone was administered according to the de Gans study (NEJM 2002). )

Figure 9: Example from Clinical-Trial

Query:

It is "a city within a city, a kind of encapsulated citadel of human society. "

" Like society, too, "that noun of multitude or signifying many, called Todgers's", is a collective whole different from and
greater than the sum of its parts, more complex by far than anything Dickens was able to imagine in Nickleby. Its
structure mirrors the illogical and mystified structure of society, full of disguised connections and obscure
relationships. It stands in a "labryinth," and its "grand mystery" is its cellar [masked sentence(s)] Here the social
mysteries, as is not usually the ease in the later Dickens, are reassuring rather than ominous, and moreover the social
labyrinth opens itself to the practiced mastery of the initiate. "

Congcsted, shabby, haphazard, impenetrable, and withal utterly humanized," Todgers's is, says Marcus, "the visible
and palpable presence of a complex civilization and its history, eccentric, elaborate, thick, various, outlandish, absurd.
As for the people who live at Todgers's: Dickens's point is not simply that they are wholly at home there, as is
emphatically so.

Passage with Highest Relevance Score:

But the grand mystery of Todgers's was the cellarage, approachable only by a little back door and a rusty grating;
which cellarage within the memory of man had had no connection with the house, but had always been the freehold
property of somebody else, and was reported to be full of wealth; though in what shape-whether in silver, brass, or
gold, or butts of wine, or casks of gun-powder-was matter of profound uncertainty and supreme indifference to
Todgers's and all its inmates.

N J
Figure 10: Example from RELIC
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