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ABSTRACT

Despite the success of modeling networked systems via graph neural networks
(GNN), applying GNN for the model-based control is pessimistic since the
non-convexity of GNN models hinders solving model-based control problems.
In this regard, we propose the input convex graph neural networks (ICGNN)
whose inputs and outputs are related via convex functions. When ICGNN
is used to model the target objective function, the decision-making problem
becomes a convex optimization problem due to the convexity of ICGNN and the
corresponding solution can be obtained efficiently. We assess the prediction and
control performance of ICGNN on several benchmarks and physical heat diffusion
problems, respectively. On the physical heat diffusion, we further apply ICGNN
to solve a design optimization problem, which seeks to find the optimal heater
allocations while considering the optimal operation of the heaters, by using a
gradient-based method. We cast the design optimization problem as a bi-level
optimization problem. In there, the input convexity of ICGNN allows us to
compute the gradient of the lower level problem (i.e., control problem with a given
heater allocation) without bias. We confirm that ICGNN significantly outperforms
non-input convex GNN to solve the design optimization problem.

1 INTRODUCTION

Decision-making problems are often written in a form of mathematical optimization, where each
part of the optimization problem is required to be modeled to well represent the nature of problem
while encouraging the solvability of the problem. This is also true when applying machine learning
(ML) models as a component (or whole) of those decision-making problems. If one focuses only
on accurately modeling a target system, finding the (optimal) solution of the problem becomes
challenging. On the other hand, if one focuses only on effective solution finding by restricting
the representability of the model, the found solution may not be appropriate as the model cannot
well represent the nature of the problem. Thus, it is crucial to balance an expressive representation
for the problem and the mathematical tractability to solve the formulated problem.

The inductive biases for representability Incorporating the knowledge about the target systems
into ML models often leads the models to have higher generalization performances (Battaglia et al.,
2018). One famous approach is using graph representation to represent the state of graph-structured
target systems and employing graph neural networks (GNN) to learn the relationships among entities
composing the target system. (Battaglia et al., 2016; Sanchez-Gonzalez et al., 2018; Park & Park,
2019). These GNN approaches learn the interactions among the graph entities (e.g., nodes, edges)
and apply the learned interactions to perform predictions. Notably, the approaches often show
outstanding generalization capabilities compared to the different types of network models. Such
property of GNN models becomes more important when the model is used to formulate the decision-
making problem that needs to produce the optimal decision given the conditions that have not been
considered during training the model.

The inductive biases for solvability Imposing structural assumptions to the optimization can
make the problem to be solved effectively. In various ML pipe-lined optimization problems,
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valid structural assumptions enhance the performance while decreasing computational burdens
(Rashid et al., 2018; Sunehag et al., 2017; Chen et al., 2018b). The exemplary approach is
imposing convexity to the ML models so that entire decision-making can be done by solving convex
optimization problems. The input convex neural network (ICNN) (Amos et al., 2017) is a general
method for reformulating NN models as they become convex function w.r.t the inputs. The convexity
of ICNN helps to solve optimal control problems by employing recurrent extensions of ICNN (Chen
et al., 2018b; 2020; Yang & Bequette, 2021).

Balancing between representability and solvability In order to solve the decision-making
problem with ML models, both of higher representability (generalizability) of model and solvability
of problem are essential. In this perspective, the marriage of the exceptional generalization capability
of GNN and solvability of ICNN enable us to construct a decision-making problem to represent the
target system well and be solved effectively. In this paper, we propose input convex GNNs (ICGNN)),
a class of GNN whose inputs and outputs are related via convex functions so that it can be used to
solve the various decision-making, i.e., optimal control, and bi-level design optimization problems.
We provide a general-yet-simple recipe that transforms well-known GNN architectures (e.g., GCN
(Kipf & Welling, 2016), GAT Velickovic et al. (2017), GIN Xu et al. (2018), GN blocks Battaglia
et al. (2018)) into ICGNN. We also propose recurrent extensions of ICGNN so that it can be used to
predict the multi-step ahead responses of network systems.

Training ICGNN We achieve the convexity of ICGNN by restricting some parameters to be non-
negative and utilizing a convex and non-decreasing activation functions (e.g. ReLU, LeakyReLU).
Thus training ICGNN is conducted by solving a constrained optimization. This constrained training
problem is often iteratively solved by solving unconstrained training problem and then projecting
the parameters into the feasible region (Amos et al., 2017; Chen et al., 2018b) at each step. We
found that such training scheme can deteriorate the predictive performance of the trained model. To
circumvent that issue, we employ a reparameterization scheme which reformulates the constrained
training problem into an unconstrained training problem. We found that such optimization scheme
is more effective than constrained optimization with projections.

Validation To validate the efficacy of the proposed ICGNN by solving the following two types of
decision-making problems.

* Optimal control problem We employ ICGNN to model the state transition of PDE systems
(physical heat diffusion) and use this dynamic model to control the PDE systems using the
model predictive control (MPC) scheme. From our numerical experiments, we confirm the
proposed ICGNN excels its non-input convex counterpart in predicting the target system’s future
trajectories and controlling the system.

* Bi-level design optimization We also apply the proposed ICGNN to solve a design optimization
problem, seeking to find the optimal controller allocations that can maximize control
performance. We compute the gradient of the control objective with respect to the design
parameters using implicit differentiation and use the gradient to optimize the optimal controller
layout via a gradient-based method. This result opens an opportunity to utilize data-driven
models in solving a long-standing engineering problem efficiently.

2 RELATED WORKS

2.1 RELATIONAL INDUCTIVE BIASES: GRAPH NEURAL NETWORKS

GNN is a type of neural network that operates on graph-structured data. Majority of GNN methods
aims to learn the pairwise interaction patterns of the edges from various graph domains ranging
from social network, combinatorial optimizations and physics domains (Kipf & Welling, 2016; Park
et al., 2021a; Sanchez-Gonzalez et al., 2018; Park & Park, 2019). Such learned pairwise interactions
allows GNN to predict the results from the graphs that are distinct from the training graphs. This
property is especially effective for modeling physics systems such as particle simulators and FEM
methods (Alet et al., 2019; Sanchez-Gonzalez et al., 2020). We utilize the proposed ICGNN to
model one of the physical systems; diffusion of heat. The trained ICGNN shows better predictive
results than GNN. Furthremore, we confirmed that the input convexity of ICGNN improves the
control performance of the simulated heat system compared to the plain GNN.
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2.2 FUNCTIONAL INDUCTIVE BIASES: INPUT CONVEX NEURAL NETWORKS

Imposing some mathematical properties (e.g. homogeneity, positivity, monotonicity, and convexity)
on neural networks has been investigated from various contexts (Sill, 1998; Tang et al., 2020; Park
et al., 2021b; Amos et al., 2017). Such mathematical properties helps the generalization capabilities
of the networks when the mathematical properties are well aligned with target problems (Tang et al.,
2020). Among the approaches, input convexity posits an attractive property when the network serves
as a component of optimization problems as the optimization problem becomes convex. input
convex neural network (ICNN) (Amos et al., 2017) proposes a general recipe, which limits the
weight parameters of MLP to be positive and non-linearities are monotone, to construct a neural
network whose inputs and outputs are related via convex functions. Based on the ICNN formula
and input convexity, optimal control methods (Chen et al., 2018b), optimal transportation methods
(Makkuva et al., 2020), and norm-learning methods (Pitis et al., 2019) are has been proposed.
ICGNN is a graph-extension of ICNN so that ICNN framework still valid in graph GNN. We
investigate input convex reformulations of famous GNNs, and also simple optimizations tricks which
makes entire training results of ICNNs much better.

2.3 BEHAVIOURAL INDUCTIVE BIASES: IMPLICIT NNS

Implicit neural networks (also referred as infinite depth models) impose “behavioural” inductive
biases, that are represented as a form of a mathematical (optimization) problems, to the neural
networks and the gradient of the problem can be computed in a computationally efficient manner.
The graident is then used to optimize the parameters of neural networks. For instance, Neural ODE
(NODE) Chen et al. (2018a) applies the adjoint method to estimate the gradient of ODE problem:s.
The other well-known members of implicit neural networks contains neural fixed point methods
(Bai et al., 2019; Park et al., 2021b) and differentiable optimization layers (Amos & Kolter, 2017;
Agrawal et al., 2019). We found the efficacy of the proposed ICGNN when it is used as a part
of differentiable convex optimization layers. Since the optimization problem becomes convex, we
can find optimal solutions in theory. Additionally, we show ICGNN can provide the exact gradient
of differentiable optimization layer without introducing bias due to its convexity. Based on this
property, we cast the design optimization problem as a bi-level optimization whose inner loop is for
optimizing the control inputs of the heat simulation, which convexity improves the optimization
performance, and the outer loop is for optimizing the position of controllers given the optimal
control, which graph representation of input and GNN provides high-fidelity predictions.

3 PRELIMINARIES

Before we discuss ICGNN, we provide a brief introduction for the building blocks of ICGNN. We
first present a Lemma about the composition of convex functions:

Lemma 1. [f f() is convex and g(-) is non-decreasing and convex, then h(-) = (go f)(-) = g(f(*))
is convex.

The proof of the Lemma 1 is given in Boyd et al. (2004, Ch.3.2). All propositions that will appear
in this paper can be proved by the Lemma 1.

The input convex neural network (ICNN) fy(-) is a neural network whose input and output are
related with convex functions. The general expression of k-layers fully input convex neural network
(FICNN) is as follows: Fori =0, ...,k — 1,

20 =, 241 = 0i(W P 2 + WP + b)), fo() = 21 (1)
where z; is the hidden unit of i-th layer, o;(-) is an activation function of i-th layer and 6 =

{Wo(:zk)fl, W) | by, k_l} are parameters. Then the following proposition holds:

Proposition 1. FICNN fy(-) is convex if W()(:z,cll are non-negative and c.;,—1(-) are convex and
non-decreasing functions.

The proof of Proposition 1 is straight-forward due to Lemma 1. Depending on the applications,
some part of & may not require to be convex to zj. In such cases, the use of partially input convex
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Figure 1: An overview of ICGNN architectures

neural network (PICNN) can be considered. For clear explanation, we overload x so that it is
corresponding to the convex features and y denotes the features that is not required to be convex.
PICNN is defined as follows: For¢ =0, ...,k — 1,

U =Y,20 =T (2)

Uip1 = &(‘Q(u)ui + ‘/i(y)y +¢;) 3)
Zit1 = ai(Wi(z)zi + VVZ-(u)W + Wi(m)a: + Wi(y)y + b)) 4)
folx,y) = 2 S

where z; and w,; are the hidden units for convex and non convex features respectively. Those are
called namely “convex path” and “non-convex path”, respectively. Then the following proposition
holds:

Proposition 2. PICNN fy(-) is convex in x if WO(:zk)_1 are non-negative and o¢.;,—1(+) are convex
and non-decreasing functions.

A recurrent extension of ICNN, the input convex recurrent neural network (ICRNN)), is investigated
(Chen et al., 2018b). ICRNN takes xg.r—; and an initial hidden state h( as inputs and predicts a
sequence of outputs y1.7 as follows: Fort = 0,...,T — 1,
hiv1 = fo(hs, ) (6)
Yir1 = go(het1) (7

where h; is the hidden state at ¢, fy(+) is a hidden update function and gs(+) is a decoder function.
Then the following proposition holds.

Proposition 3. ICRNN is convex and non-decreasing function if fy(-) and go(-) are non-decreasing
ICNN.

For further details of ICNN, PICNN, and ICRNN, please refer to the following papers (Amos et al.,
2017; Chen et al., 2018b).

4 INPUT CONVEX GRAPH NEURAL NETWORKS

In this section, we discuss the input convex formulation of the general GNN and its recurrent
extension. We first introduce the notations and a general formulation of GNN layer. Then we
provide a general recipe for transforming the GNN to input convex models and their partial and
recurrent extensions.

In this paper, we consider a directed graph G = (V,E), where V = {v;}, E = {e;;} CV x V, v;
is i node, and e;; is the edge from v; to v;, as inputs of GNN models. A generalized GNN layer
utilizes G as inputs and produces the updated graph G’ = (V' E’) via the following steps:

€ij = Po(vi, vj, €5) Ve;; € E (8)
’U; = 1y ("’j»P({egj}ie/\/_,»)) Yv; €V 9)

where ¢y (-) is an edge update function, p(-) is a permutation-invariant aggregation function (e.g.
sum, mean, max), ¥y (+) is a node update function and /\/j is the neighborhood set of v;. Notice that
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this formulation is a generalization of famous GNN layers including GCN (Kipf & Welling, 2016),
GIN (Xu et al., 2018), GN (Battaglia et al., 2018). Based on the generalized GNN layer, we propose
the input convex graph neural network (ICGNN).

Proposition 4. ICGNN is convex if ¢g(-) is convex and g(-) and p(-) are convex and non-
decreasing functions.

The conditions of ICGNN are attained by employing FICNN for ¢y (-) and 1y (-), and commonly-
used aggregation functions (e.g. sum, mean, max) as p(-). Furthermore, as similar to PICNN,
we can extend ICGNN to the partially convex variants called the partially ICGNN (PICGNN). A
generalized PICGNN utilizes G = (G°, G™¢) where G¢ = (V¢,E¢) and G"¢ = (V™¢,[E"°) as inputs
and produces the updated graph G’ = (V') via the following steps:

€;; = o5 (vi, V), €ij) Ve;; € E™ (10)
e;j = ¢§(Uiavj76ij,l/i7'/j7€ij) Ve;; € E° (11
V) = 5 (v, 0 (el biew, ), v 0" (€l Hiew;) Vo, € V° (12)

where G¢ and G™¢ are inputs for convex path and non-convex path. Then the following proposition
holds:

Proposition 5. PICGNN is convex in G if ¢§(-) is convex and 1§(-) and p°(-) are convex and non-
decreasing through convex path.

We can satisfy the condition of Proposition 5 by applying PICNN for ¢§(-), non-decreasing
PICNN for 9§5(-) and non-decreasing convex aggregation function for p°(-). We provide the GNN
architectures that can be modified into ICGNN and PICGNN in the Appendix A.1.

We also introduce a recurrent extension of ICGNN, called the input convex graph recurrent neural
network (ICGRNN). ICGRNN takes a sequence of input graphs Gy.r—1 and an initial hidden

embedding graph H to produce a sequence of graphs Q;T as follows: Fort =0,...,T — 1,
Hir1 = fo(He,Gt) (13)

Gri1 = go(Hse1) (14)
where H; is the hidden embedding graph at ¢, fy(-) is a hidden graph update function and gs(-) is a
graph decoder function. Then the following proposition holds.

Proposition 6. ICGRNN is a convex and non-decreasing function if fo(-) and go(-) are non-
decreasing ICGNN.

Figure 1(a), 1(b) and 1(c) show the architectures of ICGNN, PICGNN and ICGRNN. We omit the
architecture of the partially ICGRNN which is the partially convex variant of ICGRNN.

5 TRAINING ICGNN

Training ICGNN requires to solve a constraint optimization problem where the constraints are
imposing the non-negativity on W of ICNN. Solving a constrained optimization problem is more
challenging than an unconstrained optimization especially when the number of variables (e.g., the
number of training parameters) becomes larger. Therefore, a simple heuristic, which projecting the
parameter values to the non-negative region after the gradient update, is often used (Amos et al.,
2017; Chen et al., 2018a). We observe that such heuristic deteriorates the predictive performance of
ICNN. To circumvent such issue, we propose to use a variable reparameterization as follows:

Wij = a(wij) (15)
where W;; is the (i, j)-th component of W, o(-) is a non-negative function (e.g. ReLU, absolute
value function), and wj; is the reparameterized variable.

6 EXPERIMENTS

We investigate the proposed ICGNN in three different domains: (1) benchmark graph problems,
(2) dynamic control problems on the physical heat diffusion environment with model predictive
control (MPC), and (3) design optimization problems where the input convexity and graph property
of ICGNN show distinct advantages.
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| Cora | Citeseer | Pubmed | | MUTAG || COLLAB | IMDB-B. | IMDB-M. |
GCN [[ 081 070 | 079 | GIN | 085 | 067 | 065 | 043 |
ICGCN || 0.81 | 073 | 079 |ICGIN | 089 | 060 | 052 | 039 |

Table 1: GNN benchmark results (accuracy)

6.1 ICGNN ON THE PUBLIC BENCHMARKS

We investigate the predictive performance of input convex reformulation of the famous GNN on the
public benchmark domains. As the IC reformulations restrict the parameter space, it may harms the
predictive performances of the GNN. However, from our experimental results, the performance drop
may not be severe and, surprisingly, for some cases, the IC reformulation shows better predictive
performance than original GNNGs.

We evaluate GCN, GIN and thier convex reformulation on cora, citeseer, pubmed, and MUTAG,
COLLAB, IMDBBINARY, IMDBMULTI, respectively. For implementing the GNN models, we
uses the hyperparmeters of the open-source implementations'. Table 1 shows the classification
accuracy of the GNN models and their input convex counterparts. As shown in Table 1, the IC
reformulations do not severely decrease the classification performances. For some cases (e.g.,

Citeseer, MUTAG), they show improved classification performances.

6.2 ICGNN ON THE CONTROL PROBLEMS

One of prominent applications of convex predictive model is optimal control. We evaluate the
predictive and control performance of ICGNN on a partially observable heat diffusion environment.
On the domain of the heat diffusion environment, a number of sensors V¥ which observe the heat
value and controllers V* which generate the heat are spatially distributed. Note that the number and
location of sensors and controllers are chosen at random. The heat is evolved from the controllers,
diffused through the entire domain and observed at the sensors. The observation and control input
of the heat diffusion environment at time-step ¢ are denoted as «; and u; respectively. Please refer
Appendix B.1 for the details of the partially observable heat diffusion environment.

We represent the environment at time-step ¢ as a directed graph G, = (V,E), where V = V* U V*
and E = (V x V) \ (V% x V%) (i.e., complete but controller to controller edges). The i sensor
has the feature v¥ which contains the location and the heat observation of the i sensor. The ;™
controller has v% which contains the location and heat input of the j® controller. The edge between
two nodes has tfle Euclidean distance between two nodes as the edge feature e;;.

We model the dynamics of the environment by using the partially ICGRNN. The partially ICGRNN
utilizes the location and distance features as the inputs of non-convex path and heat observations of
sensors and heat inputs of controllers as the inputs of convex path. ICGRNN predicts a sequence
of heat observation ;.7 from an initial hidden embedding graph 7, and a sequence of heat inputs
uo.7—1 by recursively updating the hidden embedding graph H;. The model utilizes four past and
current observations to generate an initial hidden embedding graph 7. We use three-layer partially
ICGNN for fy(-) of equation 13 and four-layer FICNN for gg(-) of equation 14. We utilize the
same architecture of ICGRNN for GRNN model as a baseline. To obtain training and test data,
we randomly initialize 30 environments which has different sensor and heater allocations and gather
state-control trajectories by applying random heat inputs. Both models are trained by minimizing the
mean squared error (MSE) between the rollout predicted heat values of 10 future steps and ground
truth observations. Please refer Appendix B.2 for the details of the predictive models and training.

Evaluating predictive performance We evaluate the rollout prediction performance of ICGRNN
in the heat diffusion environment. Figure 2(a) illustrates the rollout predictions of ICGRNN and
GRNN model. As shown in Figure 2(a), both of the ICGRNN and GRNN models show accurate
predictions when the rollout step is short. However, when the rollout step becomes longer, [CGRNN
model shows more reliable predictions than GRNN model. To further understand the generalization
performances of the models, we build a test dataset consist of the 10 sensor/heater layouts and the

'https://github.com/dmIc/dgl
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Figure 2: Heat diffusion prediction results

action trajectories length of 100 whose actions are sampled from ¢£(0.0, 50.0). Figure 2(b) visualizes
the averages prediction errors of the ICGRNN and GRNN models on the test dataset. As shown in
Figure 2(a), both of the ICGRNN and GRNN can well predict the 10 future states as they are trained
to predict until 10 future steps. However, after the 10 steps, the prediction errors of GRNN starts to
diverge while ICGRNN shows relatively stable prediction errors.

Evaluating control performance Now we study the control performance of ICGRNN in the heat
diffusion environment. In our experiments, we use model predictive control (MPC) framework to
control the environment. In the MPC framework, at each time-step ¢, we solve an optimization
problem to find the optimal control input u},, ;- , of the future K steps, which minimizes the
control objective while satisfying the feasible condition and the predictive model. After solving the
optimization problem, we execute the first optimized controls to the target environment and repeat
the process. The optimization problem is given as follows:

K-1
arg min Z T (Btqhot1s Bt Wepk) (16)
Ut:t+K—1 k=0
s.t. @pprerx = Fo(He, Uppyrr—1) )
U< Upir k1S U (18)

where 7 (+) is the control objective, Fy(-) is the predictive model, & is predicted heat value at
time-step ¢ + k, o.7—1 is a reference heat trajectory (i.e., target to track), H, is an initial hidden
embedding graph at time-step ¢ and w and u are the lower and upper bound of w.

In the following experiments, we investigate the control performance of ICGRNN model for two
widely-used J(-): (1) reference tracking problem (i.e., deriving the heats x to the reference )
and (2) input minimization problem (i.e., minimizing the control inputs with heat-level constraints).
To evaluate the control performances, we run MPC on five randomly initialized environments and
report the average of the control objectives. We consider the ground truth controller and GRNN as
baselines. The detail of the control problem is given in Appendix B.3.

Figure 3[top] illustrates the results of the MPC experiments whose objectives are the reference
tracking. The red line shows Z and the blue line shows the observed state values when applying
uj from each controller. The green lines shows the optimized action sequences of each controller.
From Figure 3[top], we can confirm that the MPC controller which utilizes ICGRNN as Fy(-)
produces the control results that are closed to the controller with ground truth model. On the
other hand, the control which utilizes GRNN tends to underperform than the control with ICGRNN.
Table 2 summarizes the average control performances on the test data set. The numerical results
highlights that ICGRNN model shows better control performance (i.e. providing higher solvability)
than GRNN model.
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Figure 3: Sample optimal control and MPC result of ICGRNN and GRNN and their control objective values
(x1075) on reference tracking problem.

Table 2: Average control objective value. (x107°)

| Reference Tracking | Input Minimization

Optimal | 0.026 | 1.62
GRNN 731 2.04
ICGRNN 2.46 1.72

6.3 ICGNN ON THE DESIGN OPTIMIZATION PROBLEM

From the previous section, we confirm that ICGNN model provides better solvability than GRNN
models. we now apply ICGNN to solve more practically demanding decision-making problem.

Design optimization, which aims to find the (optimal) design parameter p that optimizes the system’s
performance metric 7 (p), has numerous real-world applications. A few of ML researches tackle
such problems by employing the differentiable learned model fp(p) = J(p) and gradient-based
optimizations. However, when the performance metric is related with not only p but also the
operations u(p) that do not have explicit expressions, it is less straightforward to solve the design
optimization problem as did in previous researches. For instance, we aim to find the optimal
controller allocations that minimize the control objective functions of Section 6.2.

We cast the design optimization as a bi-level optimization problem whose lower-level optimization
is seeking for optimal controls w*(p) with the given p and upper-level optimization is for finding
the optimal heater allocations p*. The bi-level optimization is written as follows:

T-1
arg min Z T (g1, Ty1,Ue) (19)

p t=0

T-1
A ; I (@1, Beps, ve) 20)
s. t. equation (17), (18)

1.7 = Fo(Ho, uo:7—1:P) 2n
P<pP<p (22)

where J7(+) is the control objective function, Fy(-;p) is the predictive model when the controller
position p is given, and p, p is the upper and lower bound of p.

To solve the proposed bi-level optimization via a gradient-based method, it is required to compute
the gradient of u with respect to p; g—“. In general, computing g—“ is challenging as it has no
P P

explicit expression. However, the convexity of ICGRNN makes the lower-level problem as convex
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Figure 4: Sample design optimization result on the input minimization problem.
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Figure 5: Design optimization performance for two control problems.

optimization. As a result, solving the lower-level optimization and finding a root of its Karush-Kuhn-
Tucker (KKT) conditions are equivalent. Based on this, we apply the implicit function theorem to
the KKT conditions to efficiently compute the gradient g—; without introducing biases. Once we

attain g—;, we can solve the design optimization problem via a gradient-based method as follows:
oJ
Pii1 & pi+ax % (23)
Pt

Please refer Appendix B.4 for full derivation of the gradient g—“.
P

From the initial layout py, we employ the ICGRNN and GRNN model as Fy(-) to solve the design
optimization problem. As shown in Figure 4(a), the ICGRNN model can be used for successful
design optimization. On contrary, the design optimization results with GRNN convereges to the
solution worse than the ICGRNN solutions (see Figure 4(b). To verify this observation is generally
established, we repeat the similar experiments with the different initial layouts and different control
problems. From the Figure 5, we can observe that ICGRNN consistently provides better optimized
design than GRNN.

7 CONCLUSION

In this work, we proposed ICGNN that balances the representability (generalizability) of GNN
models and solvability of ICNNs in ML pipe-lined decision-making problems. We verify the
representability and solvability of ICGNN on the public benchmark domains and dynamic control on
the physical heat diffusion environment. We also employ ICGNN to solve the design optimization
problem via a gradient-based method. Experimental results support the representability and
solvability of ICGNN on various predicting and decision-making problems.
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A  DETAIL INFORMATION OF ICGNN

A.1 ICGNN FORMULATION FOR FAMOUS GNN ARCHITECTURES

Here, we provide a list of famous GNN architectures that can be transformed into input-convex
GNN.

A.1.1 INPUT CONVEX GNN

The input-convex formulations for GCN, GIN and GN block are straight-forward so we omit the
detail formulations.

A.1.2 PARTIALLY INPUT CONVEX GNN

Graph Attention Network (GAT) Since the operator softmax(-) is not a convex function, it
should be formulated as the partially input convex GAT. The partially input convex GAT layer takes
two node features {h;} and {v;} as inputs for convex path and non-convex path and produces an
updated node feature {h.} by the following steps:

eij = EW v, W), V(i,j) €E (24)

Q5 = SOftIl’lElXi(eij)7 Vj & VvV (25)

hy=o| > a;WMh; |, VjieVv (26)
iEN]‘

where £(+, -) is a shared attention function, «;; is the attention score between node 7 and node j, o'(-)
is an activation function and W (*) and W ®) are parameters. Then the output h’; is convex in {h;}
if W) is non-negative and o (-) is a non-decreasing convex function.

B EXPERIMENTAL DETAILS

B.1 DETAILS OF HEAT DIFFUSION ENVIRONMENT

B.1.1 HEAT EQUATION

The heat equation or heat diffusion equation on domain D € R? is given as:

ou 9%u 9

— — - P >

5 = iAut f =S +55)+ ], V(z,y) € D,t >0 27
u(z,y,0) = ug(z,y), Y(z,y) € D (28)
u(z,y,t) = v(z,y,1), vt >0 (29)

where u(+) is the heat value, f(-) is a heat source function, ug(-) is an initial condition, v(-) is a
boundary condition and & is the thermal diffusivity. Here, we observe the values of u at sensors
as observation and change the value of f at controllers as control input. For simplicity, we choose
uo(z,y) = 0,v(z,y,t) = 0 and k = 1 in our experiment.

B.1.2 HEAT DIFFUSION ENVIRONMENT

To simulate the heat equation, we use finite element method to discretize the time and the domain D
into time-space grid mesh and perform the difference version of dynamic of heat equation. Let At
and Az be the interval of time mesh and space mesh. The one-step computation to advance from
the time-step ¢ to the time-step ¢ + 1 is the following:

1
u:? = 5(U§+1,j+1 + U§+1,j—1 + u§—17j+1 + uf—l,j—1) + (1 - 45)“54 + (At) ztg (30)

where s = (AATt)z and uﬁ ; and fit’ ; imply the heat value and heat source on the domain (iAz, jAx)

at time tAt, respectively. In the heat diffusion environment, once the heat source f comes to the
environment, we perform the equation ?? 7" times.

12



Under review as a conference paper at ICLR 2022

Heat Source N co. - Add
(Action) a

Heat Value
(Hidden)

Heat
Diffusion

Heat Observation 4 ol .
(State) o .

t t+1

Figure 6: Dynamic of the partially observable heat diffusion simulator.

B.1.3 PARTIALLY OBSERVABLE HEAT DIFFUSION ENVIRONMENT

In our experiment, we use the partially observable heat diffusion environment. The reason why we
called ”partially” is because we are only able to observe uﬁ . at some specific values of (4, j), not
the whole area. Figure 6 describes how the action affects to the partially observable heat diffusion
environment, how the dynamic undergoes and how the observation is made.

B.1.4 HYPERPARAMETERS

In our experiment, we choose the domain D = [—0.5,0.5]%, Az = 0.1, At = 0.000025, 7' = 400.

B.2 TRAINING PREDICTIVE MODELS

B.2.1 MODEL ARCHITECTURE

The role of predictive model is to predict the future heat observation of the heat diffusion
environment given past observation-action trajectory and current and future heat input. We construct
the partially ICGRNN model with three different parts: 1) An initial hidden embedding function, 2)
a hidden graph update function and 3) a graph decoder function. The partially ICGRNN model is
convex with the current and future heat input trajectory and not convex with the other features such
as the past observation-action trajectory, position of controllers and sensors.

Initial hidden embedding function Inputs of initial hidden embedding function are past heat
observation trajectory {SE(T)}o;t and past heat input trajectory {u(T) }o:¢—1 from time-step 0 to ¢. To
deal with two different temporal data efficiently, we use two different GNN architectures. To obtain
an initial hidden embedding node feature H; = {h(t) }, for each time 7 = 0, ..., t — 1,

y\” = GAT(@™V, h7), b, p, p)) vjeve (3D
2" = GCN(u™), h{", p*,p?), Vjeve (32)
R = NN(B 7 a7 ). vjeve (33)

where hgo) =NN (:1:5.0)), Vj € V=, y]m and zy) are aggregated sensor and controller messages at
node j € V®. For GAT(-) and GC'N (), we additionally use the controller positions p* and sensor

positions p® as additional features.

Hidden graph update function To update the hidden graph, the update function aggregates the
message from controller nodes and other sensor nodes. Similar to initial hidden embedding function,
we construct two different GNN architectures as follows: Given the initial hidden graph #,; and the

13
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heat input ("),

Y\ = PICGAT(R® B\, p®, p?), Vj € V® (34)
(“ = PICGCN (u', h(t),p %), Vj e v* (35)
h§t+1) PICNN (R, 4" 2\ p?) Vj e v* (36)

Here, all architectures are convex in all but the sensor positions p(®) and controller positions p(*).

Graph decoder function We use 4-layer FICNN to obtain predicted heat observations {:izg-t)}
from the embedding graph H;:

&\ = FICNN(h\"),vj e v* 37)

We use absolute value function for reparameterization trick of the parameters that should be non-
negative. We use a parametric ReLLU, called PReL.U, for activation function, which is defined as:

z if >0

(38)
ar else

PReLU(z;a) = {

with a parameter a.
To make a fair comparison, we build the exact same GRNN architecture without any constraint about
input convexity and use it as a baseline model.

B.2.2 DATA GENERATION AND TRAINING HYPERPARAMETERS

We randomly initialize 120 target environments from the number of sensors and controllers from
U(20, 81). For each episode, we choose the control input from 2/(0, 50) and collect the state-action
trajectory with trajectory length 100. We divide 100, 10, 10 state-action trajectories for training,
validation and test data. We implement on the Python by using PyTorch (Paszke et al., 2019) and
DGL (Wang et al., 2019) library. We us the Adam (Kingma & Ba, 2014) optimizer with decaying
learning rate from 0.001 to 0.0001 with decaying rate 0.5 for every 500 epochs.

B.3 MPC ON HEAT DIFFUSION ENVIRONMENT
B.3.1 OPTIMIZATION PROBLEM SETUP

At time-step ¢, MPC solves the following optimization problem:

K-1
min Z T (B4 k1, Toyhy1, Uitk) 39

Ut:t+K—1 k=0
S.te ETpyprarx = Fo(He, terk—1) (40)
U< U k-1 S U 41

where 7 (+) is the control objective function, Fy(-) is the predictive model, & is predicted heat
value at time-step ¢ + k, To.p—1 is a reference heat trajectory, H; is an initial hidden embedding
graph at time-step ¢t and u = 0 and « = 50 are the lower and upper bound of u. For both control
problems, we choose K = 10 and the values of « and u are 0 and 50, respectively.

For reference tracking problem, we use J (411, 111, ) = ||€¢11 — Z++1]|* and run the projected
gradient-descent algorithm 3000 times with the Adam optimizer. We reduce the learning rate
from 0.005 to 0.0001 with decaying factor 0.5 when the validation score does not decrease for 5
consecutive steps.

For input minimization problem, we use J (Z41, Zt11,Ut) = (Tp41 — Ee41)T + aflug]|? with
o = 0.001 and run the projected gradient-descent algorithm 1000 times with the Adam optimizer.
We choose the same learning rate scheduler of reference tracking problem, start the learning rate
from 0.001.

14
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B.4 DESIGN OPTIMIZATION ON HEAT DIFFUSION ENVIRONMENT

B.4.1 FULL DERIVATION OF IMPLICIT GRADIENTS

Problem definition We build the design optimization problem as a bi-level optimization. The
lower-level optimization problem is formulated as:

T-1
ug,r—y = u'(p) = argmin T (Zt41, Toy1, wr) 42)
uo:T -1 t=0
s.t. @rp = Fo(He, uor—1;P) (43)
u<upr_-1<Uu 44)

where J(+) is the control objective function, Fy(-;p) is the predictive model when the controller
position p is given. By putting 17 into &;.7 on the control objective function, we can simply write
the lower-level problem as u}._; = u*(p) = argmin,, {L(u,p) : u < u < u}.

Now, the upper-level optimization problem is formulated as:

T-1

m;n T (ig1, Ty, Up) (45)
=0

s.t. upr—1=u"(p) (46)
Z1.1r = Fy(Ho, wo.r—1; D) 47)
P<p<p (48)

where p = —0.5, p = 0.5 is the lower and upper bound of p. We can simplify the upper-level
problem as:

min - L*(p) = L(u*(p), P) (49)
s.t. p<p<p (50)

From the fact that the gradient of £L*(p) w.r.t. p is given as

VpL(p) = VpL(u®(p), p) = (Vul(u®(p), p))(Vpu'(p)) + VpL(u'(p),p), (D

we can compute the gradient of control objective function when the gradient V,u*(p) is computed.

KKT conditions In convex optimization problem, solving the optimization problem is equivalent
to finding a root of KKT conditions. We state the KKT conditions of the lower-level problem:

Vulp(w) + M Vy(uw—u)+XVy(u—a) =V Ly(u) — A1 + X2 =0 (52)
AM(u—u)=0 (53)
A2(u—u)=0 (54)
u<u<u (55)
A1, A2 >0 (56)

where A1 and Ao are Lagrange multipliers of inequality constraints (v < w) and (u < u),
respectively. However, the implicit function theorem can only handle the equations, not inequalities.
Thus, we select only active inequalities of the lower-level optimization problem at the optimal value
u*(p) and change the active inequality constraints as equality constraints, denoted as Gu — h = 0
(Amos et al., 2018). With a new Lagrange multiplier v for the equation (Gu — h = 0), we state a
transformed KKT conditions:

Vulp(u)+G'v =0 (57)
Gu—h=0 (58)

which simply denoted as F'(w, p) = 0 where w = [u, V].
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Applying the implicit function theorem We employ the implicit function theorem on the KKT
conditions described on the equation 57. Then we can derive V,u*(p) by:

Vpw®(p) =

VuF (' (p),p) = |

VpF(w*(p),p) =

B.4.2 HYPERPARAMETERS

_Vpu* . . .
Tl =~ ) o) L) o9

H,L,(u) GT
r 0 } (60)

We use the projected gradient-descent algorithm 100 times with the Adam optimizer for upper-level
optimization problem on the both control problems. We reduce the upper-level learning rate from
0.05 to 0.001 with decaying factor 0.5 when the validation score does not decrease for 5 consecutive
steps. For lower level problem, we use the same optimizer and learning rate scheduler described in

Section B.3.
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