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Abstract
Parameter-efficient fine-tuning (PEFT) techniques
such as low-rank adaptation (LoRA) can effec-
tively adapt large pre-trained foundation models
to downstream tasks using only a small fraction of
the original trainable weights. An under-explored
question of PEFT is in extending the pre-training
phase without supervised labels; that is, can we
adapt a pre-trained foundation model to a new do-
main via efficient self-supervised pre-training on
this new domain? In this work, we introduce Ex-
PLoRA, a highly effective technique to improve
transfer learning of pre-trained vision transform-
ers (ViTs) under domain shifts. Initializing a ViT
with pre-trained weights on large, natural-image
datasets such as from DinoV2 or MAE, ExPLoRA
continues the unsupervised pre-training objective
on a new domain, unfreezing 1-2 pre-trained ViT
blocks and tuning all other layers with LoRA. Our
experiments demonstrate state-of-the-art results
on satellite imagery, even outperforming fully pre-
training and fine-tuning ViTs. Using the DinoV2
training objective, we demonstrate up to 7% im-
provement in linear probing top-1 accuracy on
downstream tasks while using <10% of the num-
ber of parameters that are used in prior fully-tuned
state-of-the art approaches.

1. Introduction
Pre-training foundation models (Bommasani et al., 2021)
for natural language (Brown et al., 2020; Chowdhery et al.,
2023; Touvron et al., 2023; Jiang et al., 2024) and natural
images (Oquab et al., 2023; He et al., 2022; Zhou et al.,
2021; Chen et al., 2020; Caron et al., 2020; 2021; Grill
et al., 2020; Rombach et al., 2022) has historically been
computationally intensive, often limited to organizations
with substantial resources. However, recent advancements
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Figure 1: Consider two (fairly different) image domains, a and
b. Left: the traditional paradigm of pre-training from scratch on
each different domain to yield WPa and WPb , and then fine-tuning
on the target datasets i to yield ∆ai ,∆bi , for domains a and b,
respectively. Right: our approach, which is to initialize with
pre-trained weights from domain a and then learn unsupervised
weights ∆Pb for domain b in a parameter-efficient manner.

in parameter-efficient fine-tuning (PEFT) techniques includ-
ing low-rank adaptation (LoRA) and others (Hu et al., 2021;
Liu et al., 2023; Qiu et al., 2023; Zhang et al., 2023b; Cha-
van et al., 2023; Lialin et al., 2023) have sparked significant
interest. These methods aim to adapt foundation models to
downstream supervised-learning tasks using a small frac-
tion (0.1%-10%) of the model’s trainable weights, based on
the hypothesis that the required weight updates to the pre-
trained model have a “low intrinsic rank” (Hu et al., 2021;
Li et al., 2018a; Aghajanyan et al., 2020), or that efficient
updates can be achieved by exploiting matrix structure (Liu
et al., 2023; Qiu et al., 2023).

In this paper, we focus on vision foundation models such as
MAE or DinoV2 (He et al., 2022; Oquab et al., 2023), which
are trained on large-scale natural-image datasets. Despite
the large investments in developing such models, they un-
derperform when applied to other domains with visual data
(e.g., medical or remote sensing images). For example, fine-
tuning a model pre-trained on natural images on satellite
image classification tasks is not as effective as fine-tuning
models that were pre-trained on satellite images (Cong et al.,
2022; Ayush et al., 2021). To bridge this gap, prevailing
approaches invest similarly large levels of compute to pre-
train foundation models on the new domains, inspired by
techniques developed for natural images (Cong et al., 2022;
Ayush et al., 2021; Reed et al., 2023; Tang et al., 2024;
Khanna et al., 2024; Zhou et al., 2023).

In this work, we challenge this paradigm (Figure 1), asking
whether pre-training from scratch on each new domain is
strictly necessary, since doing so is expensive (in compute
and time) and precludes knowledge transfer from natural
images. We introduce ExPLoRA, which generalizes vision
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foundation models to new domains by extending the pre-
training phase with parameter-efficient techniques. We ini-
tialize a vision transformer (ViT) (Dosovitskiy et al., 2021)
with pre-trained weights from large, natural-image datasets.
Selectively unfreezing 1-2 transformer blocks, we tune re-
maining weights with LoRA and continue unsupervised
pre-training on the new domain. Subsequently fine-tuning
using linear probing or LoRA on this new domain for su-
pervised learning outperforms prior state-of-the-art (SoTA)
approaches while training less than 5%-10% of the original
weights. On satellite imagery, we demonstrate more than
7% improvement in linear probing top-1 accuracy over prior
SoTA fully pre-trained and fine-tuned techniques. We con-
duct an extensive study on RGB, temporal, multi-spectral
satellite images, and medical and wildlife imagery from
WILDS (Koh et al., 2021), either matching or outperforming
prior methods that use full-rank pre-training from scratch.
Our contributions include:

1. Introducing ExPLoRA, a novel parameter-efficient
method that extends unsupervised pre-training on tar-
get domains, achieving SoTA supervised-learning per-
formance using a fraction of the original ViT weights.

2. Conducting a comprehensive case study on satellite im-
agery, outperforming existing techniques on datasets
like fMoW. We also demonstrate generalization to
other domains such as wildlife and medical imagery.

2. Background
MAE and DinoV2 Both the masked-autoencoder
(MAE) (He et al., 2022) and DinoV2 (Oquab et al., 2023)
are effective self-supervised learning techniques for ViTs.
MAE uses an asymmetrical encoder-decoder architecture
on images x ∈ RC×H×W . Image patches are masked, and
visible patches are fed to the ViT encoder L. A smaller
ViT decoder LD reconstructs masked patches, aiming to
minimize the mean-squared error on visible pixels. Unlike
MAE, DinoV2 features have demonstrated strong zero-shot
performance, enabling adaptation to downstream tasks even
with a frozen ViT backbone. During pre-training, DinoV2
maintains two copies of a ViT encoder: the student (train-
able) and the teacher, which is updated using an exponential-
moving average of the student’s parameters. The training
objective incorporates a global loss from Dino (Caron et al.,
2021) and a patch-based loss from iBOT (Zhou et al., 2021)

LoRA Low-rank adaptation (LoRA) (Hu et al., 2021) up-
dates a set of unsupervised pre-trained weights to supervised
fine-tuned weights via:

W ≈ W0 +∆W = W +BA (1)

where W ∈ Rk2×k1 are the final, task-specific fine-tuned
weights, W0 ∈ Rk2×k1 are the pre-trained weights, ∆W ∈

Rk2×k1 is the weight update required to translate the pre-
trained weights W0 to the fine-tuned weights W . The key is
that ∆W = BA where B ∈ Rk2×r and A ∈ Rr×k1 . That
is, A and B form a low-rank factorization of ∆W , where
the rank r ≪ min(k1, k2).

3. Problem Setup
Consider a set of image domains D = {1, 2, . . . } and an
associated data distribution for each domain pd(x), where
d ∈ D and images x ∈ RCd×Hd×Wd , with channel, height,
and width indexed by d. Let DP , DF ⊂ D be a set of
domains representing the pre-training and fine-tuning data
distributions pDP

(x) (eg: internet-scale natural image data)
and pDF

(x) (eg: satellite data), respectively. Next, the fine-
tuning joint distributions for each domain dF ∈ DF are
pdF

(x,y), where y is the supervised-learning label.

We then assume access to the following: (i) pre-trained
weights WDP

, indexed by the collection of pre-training
domains DP , which have already been obtained via unsu-
pervised learning (ii) samples from pDF

(x) representing
unlabeled images from a new, different domain DF (iii) a
collection of target datasets dF ∈ DF from the new do-
main DF , sampled from distributions pdF

(x,y). Thus, we
would like to learn optimal weights WdF

in a parameter-
efficient manner for each supervised-learning dataset while
leveraging knowledge stored in WDP

.

Our goal is to learn fine-tuned weights WdF
as follows:

WdF
≈ WDP

+∆DF
+∆dF

(2)

where ∆dF
∈ Rk2×k1 is an update matrix obtained via

PEFT supervised learning (eg: LoRA) for the final domain
dF , and ∆DF

∈ Rk2×k1 is an update matrix learned for
the collection of fine-tuning domains DF . Our key require-
ments for ∆DF

are: (i) ∆DF
must be learned via unsuper-

vised pre-training on pDF
(x) (ii) ∆DF

must only require
learning a fraction of the k1k2 parameters that form WDP

Note that successfully learning ∆DF
, would obviate the vast

computing resources that are otherwise necessary to fully
train foundation models for the new domain. Importantly,
we emphasize learning ∆DF

in an unsupervised manner so
that the resulting model W ′

DF
= WDP

+ ∆DF
≈ WDF

retains the benefits of pre-trained foundation models WDF
,

such as feature extraction, effective linear-probing, and gen-
eralization to further downstream tasks.

4. Method
To learn ∆DF

, we propose ExPLoRA (i.e. Extended Pre-
training with LoRA). Let L = {1, . . . ,L} denote the set
of all L ViT blocks (or layers). For ViT-Large (ViT-L),
L = {1, . . . , 24}. The ExPLoRA approach is as follows:
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Figure 2: An overview of ExPLoRA. The set L of L ViT blocks is partitioned into two sets: U , which denotes blocks whose parameters
are completely unfrozen, and L \ U which denotes blocks that undergo LoRA tuning (only on the Q,V attention matrices). Note that the
normalization layers are always unfrozen across all blocks.

(i) Initialize the ViT with WDP
from a large pre-training

dataset (eg: DinoV2 or MAE weights).

(ii) Unfreeze all parameters of a subset of blocks U ⊂ L.
Typically, U = {L} or U = {1,L}.

(iii) For blocks L \ U , freeze all parameters and use LoRA
with rank r on the Q,V weights of the attention layer.

(iv) Train the resulting model on unlabeled images x ∼
pDF

(·) of the new domain DF , with the same unsuper-
vised objective as what was used for WDP

.

In terms of notation, D-ExPLoRA-[L]-r32 would then de-
note a ViT initialized with DinoV2 weights (as opposed to
M, which is MAE weights), where U = {L}, and LoRA
rank 32 is used on the Q,V matrices of every attention layer
in L \ U . In this way, ∆DF

requires 5-10% of the original
parameters of the ViT while learning unsupervised represen-
tations for ∆DF

that match or outperform learning WDF

through full pre-training from scratch.

5. Experiments
We first conduct a case study on satellite imagery (Sec-
tion 5.1), including an ablation study in Section 5.1.1.
We then further evaluate on downstream tasks in Appen-
dices C.1 and C.2 and Section 5.2. Training details including
hyperparameter and compute configurations are mentioned
in Appendix D. Results on the WiLDS benchmark are given
in Section 5.2 and Appendix C.3.

5.1. Case Study: Satellite Imagery

We begin by examining satellite images largely because of
the proliferation in works developing foundational models
for satellite imagery via pre-training from scratch(Cong
et al., 2022; Ayush et al., 2021; Reed et al., 2023; Tang et al.,

2024) and since they represent a significant domain shift
from natural images.

Dataset We use the functional map of the world (fMoW)
dataset of high-resolution satellite images, each paired with
one of 62 classification labels (Christie et al., 2018).

We compare our results in Table 1 against prior fully pre-
trained SoTA foundation models as well as PEFT applied on
pre-trained ViTs. Our results demonstrate that D-ExPLoRA-
[L]-r32 is SoTA in terms of fMoW-RGB average accuracy
at 79.09%, outperforming techniques that require fully pre-
training ViTs on fMoW while using 5% of the original ViT
encoder parameters. We then investigate linear-probing in
Table 2, which entails training a linear head on extracted
features from the frozen backbone, serving as a desirable
metric of the quality of extracted embeddings. Our results
demonstrate an improvement of over ↑7.3% in top 1 aver-
age accuracy over prior SoTA methods, demonstrating that
ExPLoRA learns robust unsupervised representations for its
target domain without expensive from-scratch pre-training.
Importantly, ExPLoRA outperforms domain-specific prior
SoTA methods (rows 1-4), as well as DinoV2, suggesting
successful transfer learning on the target domain by leverag-
ing pre-trained knowledge from natural images.

5.1.1. ABLATION STUDY

Our ablation study (Table 3) on fMoW-RGB linear-probing
determines whether our proposed configuration is optimal.
A natural question is whether the performance improvement
stems primarily from unfreezing blocks, or from LoRA-
tuning the ViT. In row 1, we unfreeze L,L-1 (with no
LoRA) and compare with ExPLoRA-L-r8 in row 6. Un-
freezing an extra block consumes almost double the num-
ber of parameters without the same improvement in perfor-

3



Submission and Formatting Instructions for ICML 2024

Model PEFT Pre-train
#Params

Fine-tune
#Params Top 1 Acc.

GASSL (Ayush et al., 2021) Full 23.6M 23.6M 71.55
ScaleMAE (Reed et al., 2023) Full 303.3M 303.3M 77.80
SatMAE (Cong et al., 2022) Full 303.3M 303.3M 77.78

MAE (He et al., 2022) Full - 303.3M 76.91
SatMAE (Cong et al., 2022) LoRA-r8 303.3M 0.8M 76.10

MAE (He et al., 2022) LoRA-r8 - 0.8M 76.21
MAE (He et al., 2022) BOFT-b2m8 - 0.9M 72.40

DinoV2 (Oquab et al., 2023) LoRA-r8 - 0.8M 78.08
M-ExPLoRA-[L]-r32 LoRA-r8 15.7M 0.8M 76.42
D-ExPLoRA-[L]-r32 LoRA-r8 15.7M 0.8M 79.09

Table 1: Results on fMoW-RGB (validation). The “Pre-train #Params” and “Fine-tune
#Params” refer to the trainable parameters required on the new domain, i.e. satellite images.

Method Top 1 Acc.
GASSL 68.32
SatMAE 65.94

ScaleMAE 67.30
CrossScaleMAE 69.20

DinoV2 67.60
DinoV2† 69.00

D-ExPLoRA-[L]-r64 75.77
D-ExPLoRA-[L]-r64† 76.53

Table 2: Linear-probing on fMoW-RGB. The
first four rows fully pre-train on the dataset. †
denotes concatenating features from the last
4 ViT blocks.

Blocks
Unfrozen

LoRA
Rank

Norm
Unfrozen

LoRA
Layers

Num.
Params

Top 1
Acc.

[L-1,L] 0 ✓ [] 25.3M 74.42
[] 256 ✓ [Q,V] 25.9M 74.82
[] 128 ✓ All 33.1M 55.03
[1] 32 ✓ [Q,V] 15.7M 73.39
[L] 32 ✗ [Q,V] 15.6M 75.14
[L] 8 ✓ [Q,V] 13.4M 75.23
[L] 32 ✓ [Q,V] 15.7M 75.44
[L] 64 ✓ [Q,V] 18.7M 76.53

Table 3: Ablation study using DinoV2-ExPLoRA, measuring linear-probing
accuracy on fMoW-RGB. If the LoRA rank is > 0, LoRA is only used on the
frozen ViT blocks. All results are obtained by using concatenated features
from the last 4 ViT blocks.

Method PEFT Top 1 Acc.
ConnectLater (Qu & Xie, 2024) Full 93.90

ICON Full 90.10
DinoV2 Lin. Probe 93.27
DinoV2 LoRA-r8 92.97

D-ExPLoRA-[L]-r32 Lin. Probe 94.41
D-ExPLoRA-[L]-r32 LoRA-r8 94.21

Table 4: Results on the validation set of Camelyon17

mance. Thus, simply increasing the number of unfrozen
blocks is not as effective as ExPLoRA, and will also sharply
decrease the parameter-efficiency.

Next, we see that high LoRA ranks used on all ViT layers
(i.e. all attention and MLP matrices) significantly harms
learning (row 3). In fact, it is much less effective than using
just LoRA-r256 on the Q,V matrices of all L blocks (row
2). However, both rows 2 and 3 are much less parameter-
efficient than ExPLoRA (rows 4-6). The choice of U matters
as well. As seen in row 4 vs row 7, for the DinoV2 objective,
U = [1] is not as effective as U = [L], ceteris paribus.
We also notice a slight drop in accuracy from leaving the
normalization layers across the ViT frozen, seen in row 5.

Lastly, we investigate the impact of LoRA rank on Ex-
PLoRA. Changing the rank from 8 to 32 has a small im-
provement, but changing from 32 to 64 brings about a much
larger improvement, with only a relatively small increase in
trainable parameters. This demonstrates that higher ranks
are necessary during pre-training for effective learning on
the new domain. One hypothesis for the effectiveness of
pairing unfreezing blocks with LoRA tuning is that the low-
rank updates to the ViT backbone “nudge” the sequence of
embedded visual tokens from DP to those representing DF ,
which then enables the unfrozen ViT block to effectively
compress data from the new domain.

5.2. WiLDS Datasets

We also test ExPLoRA on the WILDS (Koh et al., 2021)
benchmark, specifically the Camelyon17 (Bandi et al., 2018)
and iWildcam (Beery et al., 2020) datasets, representing do-
main transfers to medical imagery (Section 5.2) and wildlife
imagery (Appendix C.3), respectively.

Camelyon17 The WILDS Camelyon17 dataset consists of
images of cancerous and non-cancerous cell tissue organized
in labeled and unlabeled splits. We use the “train-unlabeled”
split for pre-training ExPLoRA, and either use LoRA fine-
tuning or linear probing on the training set of the labeled
split. We report accuracy on the binary classification prob-
lem and compare with entries on the WILDS leaderboard
which use unlabeled data. Our results in Table 4 demon-
strate improved performance over domain-specific methods
as well as DinoV2, once again successfully bridging the
domain gap.

6. Conclusion
In this paper, we introduce ExPLoRA, a novel pre-training
strategy to adapt pre-trained ViT foundation models for
natural images to additional visual domains such as satel-
lite imagery or medical data. We challenge the common
paradigm of expensive pre-training from scratch for each
new visual domain by offering a solution to transfer knowl-
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edge from foundation models that is both parameter-efficient
and effective (even outperforming domain-specific founda-
tion models). Our hope is that ExPLoRA enables further
use of foundation models on domains other than natural
images without requiring vast computational resources for
pre-training.
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Appendix
We include supplementary material in the following sections.

A. Expanded Related Work
Visual Foundation Models Visual foundation models(VFMs), such as DinoV2 or masked autoencoders (MAE), have
demonstrated remarkable performance across downstream tasks such as classification or semantic segmentation (Bommasani
et al., 2021; Oquab et al., 2023; He et al., 2022). However, there has also been a rise in domain-specific VFMs (Cong
et al., 2022; Zhou et al., 2023; Ma et al., 2024; Man et al., 2023; Zhang et al., 2023a), like SatMAE, which is designed to
handle temporal or multi-spectral satellite imagery(Cong et al., 2022). With these models containing hundreds of millions of
parameters, efficient adaptation to downstream tasks has become a key research focus.

PEFT PEFT methods have gained widespread adoption for efficiently adapting large models to various downstream tasks,
mitigating the prohibitive costs associated with full model tuning by updating only a fraction of the parameters. For example,
LoRA learns low-rank weight updates to frozen weights, while other methods modify the frequency or number of trainable
parameters per layer (Hu et al., 2021; Zhang et al., 2023b; Chavan et al., 2023; Lialin et al., 2023; Pu et al., 2023). Lialin
et al. (2023) introduce LoRA for pre-training via the sum of multiple low-rank matrices, but require full parameter tuning
as a “warm start”. Some approaches use multiplicative orthogonal weight updates to frozen weights, effectively retaining
pre-training knowledge (Qiu et al., 2023; Liu et al., 2023). While our ExPLoRA method can be configured with LoRA
fine-tuning for downstream tasks, it supplements existing PEFT methods rather than replacing them, particularly in the case
of unsupervised domain adaptation.

Domain Adaptation The central problem in domain adaptation is managing the distribution shift with respect to training
and testing data. Domain adaptation approaches have explored this issue from several perspectives(Singhal et al., 2023).
Discrepancy-based methods minimize the difference between feature distributions of the source and target domains using
discrepancy metrics(Gretton et al., 2012; Kang et al., 2019; Sun et al., 2016) for domain loss. Adversarial methods aim to
amplify domain confusion while simultaneously being rigorously trained to recognize and distinguish between different
domains (Ganin et al., 2016; Li et al., 2018b; Tzeng et al., 2017). Group DRO aims to minimize the loss in the worst-case
domain within the context of domain adaptation, specifically addressing subpopulation shift, where data distributions differ
but may have some overlap (Hu et al., 2018; Oren et al., 2019).

B. Method: Further Details
In this section, we expand on Section 4 and provide details for each of the pre-training and fine-tuning configurations.

ExPLoRA for DinoV2 For our experiments, we use the DinoV2 ViT-L model as WDP
, without registers (Darcet et al.,

2023). We unfreeze the 24th block of the ViT, and use LoRA only on the query Q and value V matrices of each attention
layer in all other blocks. We also unfreeze the normalization layers (which require very few parameters) throughout the
network. We train each of the Dino, iBOT, and Koleo (Delattre & Fournier, 2017) inear heads fully, without any frozen
parameters.

ExPLoRA for MAE We initialize both the MAE encoder and decoder with pre-trained weights. We only unfreeze the last
block of the ViT encoder, and tune the Q,V matrices of each attention layer in all other blocks (including all blocks of the
decoder) with LoRA.

For the multi-spectral MAE introduced in (Cong et al., 2022) we need to unfreeze the patch embedding layers for each
group of channels (as these cannot be initialized from WDP

since WDP
only considers 3 channel RGB inputs). We then

find that when using ExPLoRA, unfreezing blocks 1 and L is necessary to successfully achieve domain transfer.

Fine-tuning While fine-tuning DinoV2, we discard the linear heads used for the pre-training loss components (Section 2),
and load all other model weights. Similarly, for MAE, we discard the decoder weights. We then initialize a linear head for
classification, or decoder for segmentation, either of which is fully trainable. Freezing all ViT encoder weights, we then use
LoRA-r8 on the Q,V matrices of every attention layer. We find that the drop-path augmentation (Larsson et al., 2016) is
especially useful for fine-tuning, and use a value of 0.2 for the ViT-L models.
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C. Additional Experiments
We expand on Section 5 with results on downstream satellite-image datasets in Appendices C.1 and C.2 as well as
iWildcam (Beery et al., 2020) in Appendix C.3.

C.1. Multi-Spectral Satellite Images

Dataset We consider the fMoW-Sentinel dataset, a large dataset of Sentinel-2 images used in (Cong et al., 2022). Each
image consists of 13 spectral bands and is paired with one of 62 classes.

With fMoW-Sentinel, we aim to assess the feasibility of domain transfer from natural images to multi-spectral, low-resolution
satellite images. This presents a significant challenge compared to fMoW-RGB, as none of the natural image datasets
in DP include sensor information beyond visible light RGB bands. We utilize the group-channel ViT-L SatMAE model
introduced in (Cong et al., 2022), initializing it with MAE self-supervised weights from the natural image domain. Since the
patch embedding layers differ from those of MAE, we unfreeze and train them from scratch during ExPLoRA pre-training,
resulting in minimal overhead to the parameter count.

Model Backbone PEFT Pre-train
#Params

Fine-tune
#Params Top 1 Acc.

ImgNet-Supervised ResNet152 Full 60.3M 60.3M 54.46
MAE (He et al., 2022) ViT-L Full - 303.3M 51.61

SatMAE (Cong et al., 2022) ViT-L Full 303.3M 303.3M 61.48
MAE (He et al., 2022) ViT-L LoRA-r8 - 0.8M 46.97

SatMAE (Cong et al., 2022) ViT-L LoRA-r8 303.3M 0.8M 59.48
MAE-[1,2,L-1,L] ViT-L LoRA-r8 51.5M 0.8M 54.12
M-ExPLoRA-[L]-r32 ViT-L LoRA-r8 16.2M 0.8M 51.84

M-ExPLoRA-[1,L]-r32 ViT-L LoRA-r8 29.7M 0.8M 60.15

Table 5: Results on the fMoW-Sentinel validation set. The “Pre-train #Params” and “Fine-tune #Params” refer to the trainable parameters
required on the new domain, i.e. multi-spectral satellite images. “MAE-[1,2,L-1,L]” refers to initializing the group-channel SatMAE
model with MAE weights, unfreezing blocks 1,2,23,24 for ViT-L, and then continuing pre-training on fMoW-Sentinel.

From Table 5, we observe the challenge of domain transfer from natural images to multi-spectral satellite images, as
discussed in Section 4. Even fully fine-tuning from MAE weights results in nearly a 10% drop in accuracy (row 2). LoRA
tuning solely from MAE weights (row 4) performs even worse. Ablating by initializing with MAE weights and unfreezing
only 4 transformer blocks during pre-training (row 6) is insufficient to bridge the domain gap. Notably, with ExPLoRA,
unfreezing the first and last transformer blocks yields surprisingly good results, surpassing even fully pre-training from
scratch (when using LoRA for fine-tuning). This underscores ExPLoRA’s ability to bridge wide domain gaps while utilizing
only a fraction (in this case, around a tenth) of the original parameters.

C.2. Additional Satellite Datasets

fMoW-Temporal Also sourced from fMoW-RGB (Christie et al., 2018), each input is a sequence of up to 3 images of the
same location, distributed temporally, and paired with one of 62 classes. Since the inputs are now temporal sequences, we
initialize the temporal MAE architecture from (Cong et al., 2022) with MAE weights, and pre-train on the dataset’s training
images (without labels) with U = [L] and LoRA rank 32. Our LoRA-tuned model then outperforms the domain-specific
SatMAE for PEFT (Table 6), demonstrating successful transfer learning at a fraction of the pre-training parameters used by
temporal SatMAE, which was fully pre-trained and fully fine-tuned on this dataset.

EuroSAT The dataset contains 27,000 13-band satellite images of 10 classes (Helber et al., 2019), sourced from Sentinel-2.
For ExPLoRA, we don’t pre-train on the training set of this dataset, and instead use LoRA fine-tuning starting with the
pre-trained weights learned in row 8 of Table 5. We demonstrate improved performance over DinoV2, and match the
performance achieved by the domain-specific SatMAE which was fully pre-trained on fMoW-Sentinel, and fully fine-tuned
on EuroSAT (Table 7). This demonstrates the successful use of our extended pre-trained model on further downstream
datasets.

SpaceNet-v1 This dataset contains high resolution satellite images, each paired with a segmentation mask for buildings
(Van Etten et al., 2018). The training and test sets consist of 5000 and 1940 images, respectively. For ExPLoRA, we
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Method PEFT Top 1 Acc.
GASSL (Ayush et al., 2021) Full 74.11
SatMAE (Cong et al., 2022) Full 79.69

MAE (He et al., 2022) LoRA-r8 69.30
SatMAE (Cong et al., 2022) LoRA-r8 75.27

M-ExPLoRA-[L]-r32 LoRA-r8 75.98

Table 6: fMoW-Temporal validation set results

Method PEFT Top 1 Acc.
SeCo (Mañas et al., 2021) Full 93.14

SatMAE (Cong et al., 2022) Full 98.98
SatMAE (Cong et al., 2022) LoRA-r8 98.73
DinoV2 (Oquab et al., 2023) BOFT-b8m2 96.60
M-ExPLoRA-[1,L]-r32 LoRA-r8 98.54

Table 7: EuroSAT validation set results

Method PEFT mIoU
GASSL (Ayush et al., 2021) Full 78.51
SatMAE (Cong et al., 2022) Full 78.07

ScaleMAE (Reed et al., 2023) Full 78.90
DinoV2 (Oquab et al., 2023) Lin. Probe 76.21
DinoV2 (Oquab et al., 2023) LoRA-r8 76.69

D-ExPLoRA-[L]-r64 LoRA-r8 76.69

Table 8: SpaceNet validation set results

Method PEFT Top 1 Acc.
GASSL (Ayush et al., 2021) Full 57.63
SatMAE (Cong et al., 2022) Full 71.77
SatMAE (Cong et al., 2022) LoRA-r8 69.45

MAE (He et al., 2022) LoRA-r8 70.36
DinoV2 (Oquab et al., 2023) LoRA-r8 70.40

D-ExPLoRA-[L]-r32 LoRA-r8 70.40

Table 9: NAIP validation set results

pre-train on the training set. A significant portion of the data consists of images with extensive black regions, indicating
areas without meaningful visual information. Considering this limitation and the small dataset size, it is not clear whether
additional pretraining is effective. We find that, despite this, ExPLoRA remains on par with the LoRA tuned DinoV2 model
and remains competitive with the fully pre-trained and fully fine-tuned domain-specific models (Table 8).

NAIP We consider a land-cover classification dataset used in (Ayush et al., 2021), where each of 244,471 training and
55,529 validation images are paired with one of 66 land cover classes obtained by the USDA’s National Agricultural Imagery
Program. In Table 9, we first demonstrate similar performance between both natural-image backbones (rows 4 and 5), which
surprisingly outperform SatMAE, which is pre-trained on fMoW-RGB. We use ExPLoRA to pre-train from DinoV2 to the
training set of this dataset (without labels). Our results (row 6) demonstrate comparable performance, suggesting that for
this dataset, domain-specific knowledge may not be highly relevant to successfully solve the task.

C.3. Additional WILDS datasets

Lastly, we evaluate ExPLoRA on wildlife images from Beery et al. (2020). Note that the jump from natural images to
medical images (Section 5.2) is larger than for wildlife images, likely because natural image datasets such as ImageNet(Deng
et al., 2009) already contain many images of animals. However, there are little to no medical images such as images of cell
tissue in the pre-training datasets for natural image models.

Method PEFT Top 1 Acc.
DinoV2 (Oquab et al., 2023) Lin. Probe 66.04
DinoV2 (Oquab et al., 2023) LoRA-r8 67.10

D-ExPLoRA-[L]-r32 Lin. Probe 62.95
D-ExPLoRA-[L]-r32 LoRA-r8 68.07

Table 10: Results on the validation set of iWildcam

iWildcam The iWildcam classification requires identifying
one of 182 animal species given an image. We pre-train on
the training set of the iWildcam classification task, finding that
this outperforms pre-training on the extra-unlabeled set. In
Table 10, we find an improvement over DinoV2 using LoRA-r8
PEFT. Surprisingly, the linear probing performance of the
ExPLoRA suffers in comparison with DinoV2, suggesting
possible loss in knowledge-transfer due to a small domain
gap.

D. Training Details
In this section, we describe hyperparameters and hardware configurations used for training our models.
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D.1. fMoW RGB

Pre-training We use the ViT-Large architecture for all experiments. Since raw image sizes vary, the shorter image size
is resized to 224 while preserving aspect ratio, and then a center crop is taken to yield images of size 3 × 224 × 224,
representing the channels, height, and width. For D-ExPLoRA configurations, we use the default setting as used in the code
provided by (Oquab et al., 2023) (including for the masking probabilities, relative loss weighting, data augmentations and
transforms etc.) Similarly, we use the same settings for M-ExPLoRA pre-training as described in (He et al., 2022; Cong
et al., 2022).

We use a single NVIDA-RTX 6000 Ada GPU, or 4 NVIDIA-RTX A4000 GPUs for all our experiments, on an academic
GPU cluster. For all D-ExPLoRA configurations, we use a batch size of 32, a base learning rate of 5e-3, no weight decay,
and a warmup and decaying cosine learning rate scheduler. We train for 200,000 iterations.

For M-ExPLoRA configurations, we use an effective batch size of 1024 (through gradient accumulation), a base learning
rate of 1.5e − 4, no weight decay, and a warmup and decaying cosine scheduler, with a warmup of 1 epoch, and a total
training time of 200 epochs.

Fine-tuning We use a base learning rate of 1e-3, a cosine scheduler with warmup for 1 epoch, and train for 120 epochs.
We use an effective batch size of 256, making use of gradient accumulation if the GPU cannot fit the full batch size in
memory. We only use the drop-path augmentation, doing away with mixup and cutmix

Our GPU requirements for fine-tuning are the same as in pre-training.

Linear probing We adapt the code provided in (Oquab et al., 2023) for linear probing, with a batch size of 256 and
a collection of different learning rates: [1e− 4, 1e− 3, 5e− 3, 1e− 2, 2e− 2, 5e− 2, 0.1]. We evaluate both probing on
average pooled features as well as on the [CLS] token, and also use output features from just the last block, or the last 4
blocks. All numbers reported represent the best validation set accuracy from the best performing configuration.

D.2. fMoW Sentinel

Pre-training We use the group-channel ViT-L architecture introduced in (Cong et al., 2022). We don’t use DinoV2 since
there is no such architecture for DinoV2 pre-training. Input images are 13× 98× 98, representing 13 multi-spectral bands.
We follow the configuration in (Cong et al., 2022) of dropping bands B1, B9, B10, and use the same grouping strategy.
When loading MAE weights to the ViT-L encoder, the patch embeddings do not match and so the patch embedding and
group channel encodings are trained from scratch. All other configuration details are the same as for M-ExPLoRA in
Appendix D.1, except that we use a base learning rate of 4.5e-4 for pre-training and train for 50 epochs (given the larger
dataset size) on 4 NVIDIA RTX A4000 GPUs for 80 hours.

D.3. Downstream datasets

Hyperparameter and training configuration details are the same as in Appendix D.1 if the images are RGB, and the same as
in Appendix D.2 if the images have more channels or are temporal.

D.4. Dataset Licenses

The licenses for all datasets are included in the footnotes: fMoW1, Sentinel-22, EuroSAT3, SpaceNet4, Camelyon175,
iWildCam6

1fMoW license: https://github.com/fMoW/dataset/raw/master/LICENSE
2Sentinel-2 license: https://scihub.copernicus.eu/twiki/pub/SciHubWebPortal/TermsConditions/

Sentinel_Data_Terms_and_Conditions.pdf
3EuroSAT license: https://creativecommons.org/licenses/by/4.0/
4SpaceNet v1 license: http://creativecommons.org/licenses/by-sa/4.0/
5Camelyon17 license:https://creativecommons.org/publicdomain/zero/1.0/
6iWildCam license:https://cdla.dev/permissive-1-0/
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E. Limitations and Future Work
While effective, there are many aspects of ExPLoRA that deserve further study. The strategy of unfreezing a small number
of blocks combines extremely well with PEFT techniques such as LoRA– we hope that future work investigates the reason
behind this in further detail. Unresolved questions also include whether other parameter-efficient techniques might be better
suited to work with ExPLoRA during pre-training. Further work to evaluate ExPLoRA for natural language domains would
be valuable, as would an investigation into whether we can do away entirely with unfreezing a transformer block.

F. Broader Impact
As the scale of models and datasets grows exponentially, access to the computing power necessary to develop and make
use of foundation models is increasingly restricted to the hands of a few organizations. Many researchers in academia or
smaller companies are then completely dependent on the resources of such organizations in order to leverage ML for their
own research or use-cases. Techniques such as PEFT can alleviate this dependence and enable those with much fewer
computational resources to perform investigations and customize models for their own use-cases. We hope that ExPLoRA
further enables ML practitioners and users to tailor foundation models for their own needs while requiring comparatively few
resources. Our hope in doing so is to accelerate the deployment and use of ML for important domains such as sustainability
or medicine.

For satellite images, for example, automated analyses that accurately characterize activity on the planet can guide an array
of social, economic and environmental policies. Manually curating such observations is time-consuming and expensive, but
pre-training foundation models on such data carries its own costs and environmental impact (see Appendix G). Thus, we
provide a cheaper and more effective way to distill knowledge from foundation models that were already trained on natural
images. Insights gained from such a model can further aid researchers and policymakers at a fraction of the cost, enabling
more flexible uses of foundation models towards downstream datasets and tasks.

G. Environmental Impact
Following (Cong et al., 2022), we compare the carbon footprint of pre-training using ExPLoRA with domain-specific
solutions such as SatMAE. We use the carbon footprint calculator proposed by Lacoste et al. (2019). Our results are in
Table 11.

Method fMoW-RGB fMoW-Sentinel fMoW-Temporal
GPU hours kg CO2 eq. GPU hours kg CO2 eq GPU hours kg CO2 eq.

SatMAE 768 109.44 576 82.08 768 109.44
ExPLoRA 96 12.44 320 19.35 100 12.96

Table 11: The estimated carbon footprint of pre-training on these datasets

Since we initialize with pre-trained weights on natural image domains, ExPLoRA is much less environmentally impactful
while achieving similar or higher levels of performance. We achieve a 4x-8x reduction in total carbon emitted for each of
the large pre-training satellite image datasets considered in Table 11.
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