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Abstract
We introduce a new family of toy problems that combine features of linear-regression style continuous
in-context learning (ICL) with discrete associative recall. We pretrain transformer models on sample
traces from this toy, specifically symbolically labeled interleaved observations from randomly drawn
linear deterministic dynamical systems, and study if these transformer models can recall the state of
a process previously seen in its context when prompted to do so with its in-context label. Training
dynamics reveal the emergence of classic recall ability well into training, but surprisingly, well
before this recall ability has emerged, a closely related task — predicting the second token in a
recalled sequence given the first — shows clear evidence of seemingly recall-related behavior.

Through out-of-distribution experiments, and a mechanistic analysis on model weights via edge
pruning, we find that next-token prediction for this toy problem involves two separate mechanisms.
One mechanism uses the discrete labels to do the associative recall required to predict the start of a
resumption of a previously seen sequence, and the second mechanism, which is largely agnostic to
the discrete labels, performs a Bayesian-style prediction based on the previous token and the context.
These two mechanisms have different learning dynamics.

To confirm that this two-mechanism (manifesting as separate emergence) phenomenon is not
just an artifact of our toy setting, we used OLMo training checkpoints on an ICL translation task to
see a similar phenomenon: a decisive gap in the emergence of good first-task-token performance vs
second-task-token performance.

1. Introduction

The release of GPT-3 [6] demonstrated the power of Large Language Models’ (LLMs) ability to do
in-context learning (ICL). Since then, there has been significant progress in understanding ICL for
language models themselves [1, 12, 18, 21, 22, 32–35]. There has also been work that focuses on
understanding ICL for simpler toy problems [7–9, 24, 25, 28]. Toys (e.g., linear regression [9, 10, 25])
allow us to study the learned ICL behavior of deep neural networks in settings where optimal strategies
are known, allowing complex prediction mechanisms to be disentangled. In this paper, we build on
previous work to create a new toy problem involving interleaved vector-valued time-series.

We start with underlying time-series that come from the evolution of random deterministic linear
systems and thus play the role of noise-free least-squares problems in [9] — each consecutive time-
series observation is defined by its underlying deterministic linear system (defined by an unknown
matrix — just as in linear regression). This continuous-state problem has a naturally continuous
error metric: mean-squared-error. We restrict attention to noiseless time-series defined by orthogonal
matrices — consequently, once we have seen enough information in the observation sequence
segments for a specific time-series, in principle, perfect prediction accuracy (i.e. 0 MSE) is possible.
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Segments from different time-series are interleaved with “symbolic punctuation labels,” tokens
[31] that unambiguously demarcate different segments as belonging to different time-series. These
discrete symbolic labels and the fact that they can occur repeatedly introduces a dimension of
MQAR-style associative recall [2]. However, successful use of this recall is not simply a matter of
copying a particular surface-level value from the context. Instead, the corresponding task (predicting
the next observation in this particular sequence) must be done.

We find clear evidence during training of the emergence of associative recall in our toy problem.
We explore two natural hypotheses for recall mechanisms:

H1: Label-based recall. The model uses in-context learning of the association of symbolic
labels to time-series, and then performs inference based on recalling the referenced time-series
and continuing its evolution.

H2: Observation-based Bayesian recall. The model ignores the symbolic labels. The noise-free
nature of the toy problem means that once we see an observation, we can figure out which prior
time-series it could have come from. Then, we can do Bayesian prediction [15, 19, 34] based on
previous observations for future predictions.

However, we find that H1 and H2 are both false as complete explanations. Instead, both
are true simultaneously! H1 is used for predicting the first token after a particular time-series is
being resumed. But for the second token and beyond in a resumed sequence, the information in the
observation allows a variant of H2 to work.

We observe further that there is a difference between the emergence of the ability to learn to
predict the first versus second token after a symbolic label, even though information-theoretically,
they both require recalling the in-context-learned nature of that specific time-series. And somewhat
surprisingly, the successful use of the symbolic label (which feels conceptually easier for a human)
occurs after the model has clearly learned to do some approximate version of the more Bayesian H2
for those tokens on which it is a viable strategy. (We verify this using out-of-distribution experiments.)

This leads to the following conjecture.

C3: Transformers use multiple mechanisms for a single multi-token task. Distinct mecha-
nisms, with different training dynamics, are used to initiate a new episode of an ICL-specified
task (i.e., predict the first token), versus continuing that task (i.e., predict the second token).

By modifying a classic LLM emergence experiment [31, 32] and using OLMo checkpoints [20],
we confirm that this conjecture holds for an NLP task — i.e. even before the emergence of successful
initiation of an ICL-specified task, models can successfully continue that task.

2. Setup and Key Results

Consider predicting the continuous-state of an unknown linear dynamical system from the orthog-
onally evolved family [26], where the system U ∈ R5×5 is a uniformly drawn-at-random [16]
orthogonal matrix. The initial state is x0 ∼ N

(
0, 15I

)
, with state updates: xi+1 = Uxi = U i+1x0.

The system state is eventually perfectly predictable, but only after six positions in the sequence are
observed by solving for U =

[
x1 x2 x3 x4 x5

] [
x0 x1 x2 x3 x4

]−1. As described in
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Figure 1: Generating a training example — Notice in this example the continuation from the first
segment to the last (system U30), and from the 2nd segment to the 3rd (system U2). The
“parentheses" (symbolic punctuating labels) are encoded as special tokens as shown.

further detail in the Appendix 5.1 and illustrated in Figure 1, sequences drawn from different such
systems are cut and their segments braided together into one long context — with each segment
clearly delimited on both sides by symbolic label tokens identifying unique systems. Traditional loss
curves during training are in Appendix 5.2.

Before testing recall, we first confirmed that our trained model is able to learn to predict long
sequences from unseen systems in-context. Details on this are available in Appendix 5.3. From a
training dynamics point of view, this ability seems to develop steadily during training — no evidence
of "emergence."
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Figure 2: Test format with a two-system haystack and a query to resume the first system.

To study associative-recall, we use structured test traces as depicted in Figure 2: the initial part
of the context has N individually punctuated (with distinct open and close symbols) ten-entry-long
segments from N distinct systems. We follow with a query for predictions from exactly one of the
N systems, by using the corresponding open token followed by the continuation of that particular
system observation sequence as the test segment where prediction performance can be evaluated
using mean-squared error. The key results can be seen with N = 2 in Figure 3. (Results for some
other N are in fig. 9.) Notice the black curve for performance at initiating the recalled segment. With
a correct query (Plot (a) to the left), good performance emerges suddenly shortly before 2 × 107

training examples. Before that, it appears that no recall is happening. With a misdirected query
(i.e. giving the open symbol associated with the other system in the context – as depicted in Plot (b)
to the right), errors jump upward at the same point in training — which makes sense since the model
is resuming the wrong sequence as it was told to do.
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(b) Misdirected recall.

Figure 3: For two systems in the haystack, we show the training dynamics in terms of performance
on recall tasks. The above curves are the quartiles of the mean-squared error of the
transformer model’s predictions versus the number of training examples it has seen for
indices 1, 2, 3, 7, and 8 steps after the initial and final open tokens. To the left, we see
what happens with normal prompting. To the right, with misdirected prompting that asks
to recall the wrong sequence.

However, notice also the striking similarity in all other curves in Figure 3 with or without the
misdirection — the performance on continuing the queried sequence is essentially unaffected by the
misdirection! The mechanism here is clearly ignoring the content of the symbolic query. Notice
also the interesting learning dynamics — while the black curve shows a classic "emergence-type"
behavior, the blue curve for the performance on the second token is very different: pointing to
different learning dynamics. It is clearly showing recall much earlier with a sharp improvement
starting before 1× 107 training examples — well before the black curve does.

Further edge-pruning based investigations (See Appendix 5.7.) show that the circuits for predict-
ing the first and second tokens are completely distinct.

3. Do Pretrained LLMs Also Display Multi-Mechanism Tendencies? Yes!

To see whether our conjecture C3 (multiple mechanisms for a single multi-token task) holds for
natural language problems solvable by prompting LLMs, we leverage OLMo-2 7B checkpoints [20]
and a basic English to Spanish translation task that is inspired1 by the IPA translation task used in
previous works benchmarking and studying emergent behaviors [4, 30]. In Figure 4 (right), we see
a similar phase transition in the first token prediction task, a parallel of the 1-after recall dynamics
in our toy model. Meanwhile, the second-token performance is both better and more gradual in its
improvement across training. This again matches what we saw in our toy problem.2

1. We use Spanish instead of the International Phonetic Language (IPA) as IPA has tokens that are not compatible with
the OLMo 2 tokenizer. We also change the in-context labels to have no semantic meaning in light of [31].

2. One natural question is whether what we are seeing is the emergence of true ICL recall or just the underlying ability to
start a translation itself. This can be probed by replacing the purely symbolic task labels "X:" and "Y:" in the few-shot
examples with semantically informative "Spanish:" and "English:" labels. This replacement switches the problem from
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Figure 4: Comparative example of in-weights associative recall (left) and in-context associative
recall (right) in a 2-shot prompting setting. Each point is a separate OLMo-2 7B model at
different training steps. We report 95% confidence intervals using a Jeffrey’s prior.

4. Discussion

At this point, the community understands that ICL is rich and nuanced [11, 12, 18, 23, 29]. We
contribute a new dimension of nuance by empirically pointing out that a single ICL-driven task can
be performed, on different tokens, using multiple mechanisms that emerge separately with their own
training dynamics. This prediction was directly obtained from seeing the behavior of our toy model
— nobody had no reason to suspect it otherwise. And because the toy is simple, we have hope that it
will help the community understand the why and how more deeply as well.

Of course, once we have actually seen and confirmed this behavior, we can speculate on why it
occurs. When tasks have tight local coherency, there can often be approximate local underspecifica-
tion — there are multiple ways of knowing what the model is supposed to be doing here. The intrinsic
Bayesian orientation of autoregressive next-token prediction [34] means that this can get picked up
on, while the average-loss-over-tokens driving the training gradients means that an approximately
correct mechanism that works most of the time will be rewarded (and grown/improved) even if it
can’t solve the task completely. The very success of this mechanism during training will further
reduce the overall gradient pressure for alternative and potentially better mechanisms, potentially
forcing them to develop more slowly. However, structurally, there are certain aspects of tasks that
are likely to require the use of these better mechanisms — and it seems that starting an episode
of a task might be one of them. These better mechanisms therefore can emerge later in training —
but their emergence does not mean that the better information they are acting on will automatically
be incorporated by the mechanisms already favored for other parts of the task. This contrasts with
situations where the earlier emerging mechanism foregrounds information that can be used by the
later mechanism [28].

pure ICL for task recognition (in-context associative recall) to leveraging a learnt label (in-weights associative recall).
The resulting performance is seen in Fig. 4 (left). Notice the marked improvement in the first-token performance that
erases the entire gap to the second-token performance. This establishes that the model knows how to start a translation,
it just can’t in-context-learn well enough to know that is what it is supposed to do before the phase transition during
training that occurs around step 50k.
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5. Appendix

5.1. Training Details

Generating a library of training sequences: We first compile a training library by generating
40000 orthogonal matrices iid uniformly over all 5 × 5 orthogonal matrices U1, . . . , U40000

iid∼
µ (O(5)) and generating 40000 iid initial states that will correspond to each training system

x
(1)
0 , . . . ,x

(40000)
0

iid∼ N
(
0, 15I

)
. We then roll out the states to get observation sequences that

are each 251 entries long, and compile the sequences as our training library as depicted in figure 1.

Cutting and interleaving training sequences To form a training example, we interleave segments
of observation sequences from the library into a context window of length 251. The max number
of systems that could be inserted into this training example is drawn according to a Zipf(1.5, 25)
depicted graphically3 in Fig. 5. Fig. 1 shows the format of a training example. The first token of a
training example is always a start symbol encoded as a one-hot vector. The number of cuts is then
drawn according to a Poisson distribution (with parameter twice the number of systems), and this
many cuts are placed uniformly at random within the 250 long context window (excluding the start
symbol).

0 5 10 15 20 25
# of Systems in an Interleaved Trace

10 2

10 1

Pr
ob

ab
ili

ty

Figure 5: The Zipf(1.5, 25) used to generate the number of systems to be interleaved in a training
trace.

Symbolic punctuating labels (SPLs) At every cut, a symbolic close label is inserted that denotes
the end of the previous segment of observations. This is immediately followed by a symbolic open
label that denotes the start of the next segment of observations. Each distinct system in a training
example has its own randomly assigned symbolic open and close labels. Within a single training
example, segments of a particular system, say System 30, always start with the same open token
and always end with the corresponding close token. These random assignments are redrawn at the
beginning of the interleaving process for each training example; therefore, the same system can
have different symbolic open and close labels when it appears in different training examples. The
symbolic punctuating open and close labels are also one-hot encoded vectors.

Input structure and embedding The input dimension of our models is 57. There are 50 dimensions
for encoding open and close labels, a dimension for the start symbol, a dimension for the payload
flag and 5 dimensions to hold the 5-dimensional observation vectors. For the observation sequence
between the SPLs, the 5-dimensional state vectors are inserted into the payload portion of the input
vector, the payload flag is set to 1, and the rest of the input vector dimensions are zeroed out.

3. The Zipf distribution was chosen for its ubiquity in nature [3] and natural language [27], along with recent work
pointing to its importance in modern neural networks [17].
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Model and embedding Building off of the codebase in [7], which was influenced by [9], we train
a 9.1M parameter GPT-2 style transformer to perform this task. Our model has hidden dimension
128, 12 layers, and 8 heads. Our model’s input embedding is 128× 57 dimensional, since our model
has a 128-dimensional hidden dimension. The model’s output embedding is 5× 128 to ensure that
the model makes 5-dimensional predictions. The input and output embeddings are untied.

Training and Hyperparameters New interleaved training examples are generated for each training
iteration and our GPT-2-style model was trained for next token prediction on these training traces.
The loss for all SPLs on the output were zeroed out. A model that successfully recalls the state of a
system seen previously in its context should make predictions after the open token that perform as it
would have if the relevant sequence had continued on without interruption.

Following the choice made in [7], we trained our model with a weight decay of 1× 10−2. We
used a batch size of 512, a learning rate of ≈ 1.58× 10−5, and trained on a single NVIDIA L40S
GPU with 45GB of RAM. A single training run takes around 5 days. We used the AdamW Optimizer
[14] and trained using mean-squared error loss.

5.2. Pretraining loss dynamics

In figure 6, we see the performance of model training checkpoints on data that is in the style of what
the model saw during training as specified in section 5.1. The black curve is the model’s performance
on freshly drawn interleavings of traces from a held-out test library, while the blue curve is on freshly
drawn interleavings of traces from the training library. The red dotted line gives a lower bound
baseline for the prediction error of the model by computing the average MSE of a predictor that
computes x̂i+1 = Ûxi, where

Û =
[
x1 . . . xi

] [
x0 . . . xi−1

]†
, (1)

and X† denotes the Moore-Penrose pseudoinverse of X . This perfect baseline also correctly unbraids
the interleaved system so it knows exactly where it is in which sequence. Essentially, this baseline
only makes non-zero errors on the first, second, third, fourth, fifth, and sixth entry in any sequence —
it gets everything else perfectly correct.

Figure 6 shows us that when prediction error is averaged over all timesteps, it appears that the
model is making steady gradual progress during training towards learning to predict interleaved
traces. On these training-style loss curves, there is a potential kink visible around 4 ∼ 5 × 106

training examples seen. But this could also just be seen as approaching the irreducible loss as given
by the dashed red curve at around 0.04 MSE loss.

To actually see what is going on during training, we have to look at the model’s behavior with
more careful probes. Our study of the model’s performance on specific indices using structured
needle-in-a-haystack test traces in Section 2 uncovers multiple mechanisms for prediction with
distinct learning dynamics.
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Figure 6: Pretraining Loss—The MSE of the transformer model’s predictions on traces interleaved
in the style of the training data averaged over each timestep of the trace. The error bars are
the standard deviation. For both the train and test data, averaging was done over 40,000
different interleaved traces, each of length 251. The dotted red line is the averaged MSE
of a predictor that computes an estimate of the underlying system dynamics by using the
Moore-Penrose pseudoinverse of the observed data.

5.3. Can a model learn the dynamics in context? Yes

Before testing the recall performance, we first confirm that our trained model is able to learn to
predict long sequences from unseen systems in-context. We generate 100 held-out systems and 1000
different held-out initial states for each system as our test set. We plot the median MSE over these
initializations and test systems. Figure 7 shows the performance when predicting 249 entry-long
sequences.
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Figure 7: Performance on the first segment—Fig. 7 (left) and fig. 7 (right) depict the in-context
learning performance of the model on 248 entry long test examples. The red line in fig. 7
(right) at 6.5×107 training examples denotes the checkpoint that we use for early stopping.
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Notice in figure 7 (left) that early checkpoints saturate out, and cannot continue to make better
predictions with more context. In figure 7 (right) the model is gradually learning to make better
predictions as training continues and emergence is not present. The best performance of the model
is at the end of the context window with an MSE of ≈ 2 × 10−4. According to [13], this is near
the precision threshold for transformer models. Additionally, we notice in figure 7 (right) that the
model suffers from overfitting late in training. We use these baseline experiments to set our early
stopping checkpoint of 6.5× 107 training examples, as denoted by the red vertical line in figure 7
(right) which corresponds to the blue curve in figure 7 (left).

5.4. Learning to restarting predictions on a new system

In figure 8, we see that at the beginning of training, the model has not learned to restart its predictions
for a new system when being told that a new system is starting. Its MSE in segment 3 is at least 0.05
above its counterpart predictions in segment 1 for 2 through 8 steps into each segment at 2× 106

training examples. The model then gradually learns to reset and begin predicting a new system as the
MSE for each step in segment 3 converges to the value of its segment 1 counterpart.
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Figure 8: Performance on a new subsequent segment—The above plot shows the MSE of the
orthogonal model on the 1st system segment and the 3rd system segment that it has seen
in its context. For all three of these segments, a sequence from their respective systems
appeared for the first time.

5.5. Further Plots

Because of space limitations, we only included the plots for a "haystack length" of 2 in the main
paper. However, interesting behavior is visible if one considers N = 1 and N = 5 as well, illustrated
together with N = 2 for easy comparison in Figure 9. Notice that:

• N = 1 shows interesting trivial-recall behavior emerging earlier for the black curve: soon
after 1× 107 training samples.
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• N = 1 also shows two interesting transitions during training in the blue curve for predicting
the second position in a resumed sequence: first around 2 × 106 training samples where
improvements stop and second around 6× 106 training samples where improvements begin to
happen much faster. By contrast, the behavior of the red curve for predicting the third position
is much smoother.

• N = 5 puts the behavior of N = 2 into a clearer light by illustrating that whatever is happening
before 1× 107 training samples for the red and blue curves clearly gets progressively worse
when there are more systems in the haystack.
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(a) 1 system haystack.
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(b) 2 system haystack.
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(c) 5 system haystack.

Figure 9: Training dynamics—All haystack segments are of length 10 (excluding delimiting tokens).
The test set consisted of 1,000 traces from each of 50 systems. The above curves are
the quartiles of the mean-squared error of the transformer model’s predictions versus the
number of training examples it has seen for indices 1, 2, 3, 7, and 8 steps after the initial
and final open tokens.

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
# of Systems in the Haystack

0.00

0.01

0.02

0.03

0.04

0.05

0.06

Er
ro

r a
t 6

.2
5e

7 
Ex

am
pl

es

TF: 1 after final
TF: 2 after final
TF: 3 after final
TF: 7 after final
TF: 8 after final

Figure 10: The 25th, 50th, and 75th quartiles of the MSE after 6.25× 107 training examples as the
number of systems in the haystack increases.

In Figure 10, if the symbolic label is used to perform the task, we expect predictions in the final
query sequence to be unaffected by the number of systems in the haystack. Contrarily, performing
a symbol agnostic Bayesian prediction gets progressively more difficult with more systems in the
haystack, since there are more candidate orthogonal matrices to average over. Observe that the 1-after
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final symbolic label performance remains steady with more systems, while the predictions for the
later indices get progressively worse.

5.6. Multiple Mechanisms for Prediction

Testing the hypotheses presented in section 1, we explore whether the mechanisms by which the
associative recall task is performed is mediated by label-based recall or observation-based Bayesian
recall. Under label-based recall, the model uses in-context learning of the association of symbolic
labels to systems, and then performs inference based on recalling the queried system and continuing
its evolution. Under observation-based Bayesian recall, the model ignores the symbolic-labels and
instead leverages the seen payload, to figure out which system it could have come from. The model
then performs Bayesian prediction based on previous observations to make future predictions.

5.6.1. FURTHER OUT-OF-DISTRIBUTION INFERENCE-TIME EXPERIMENTS

In order to better understand the mechanisms governing how our model is performing associative
recall, we conducted four out of distribution experiments at inference-time.

(<start> ... ){ } (
Needle

Haystack

Query

... ...

Misdirect to
Wrong Sequence!

Figure 11: Misdirecting the model towards the incorrect sequence in the haystack.

Misdirecting the model towards the incorrect sequence in the haystack falsifies pure label-
based recall and provides strong evidence for observation-based Bayesian recall. In order to test
the label-based recall hypothesis, we provide the model with the incorrect symbolic label as depicted
in Figure 11. The goal of this experiment was to test if the model would apply the recalled system to
the observed payload or leverage the observation to perform Bayesian prediction. Our results show
that the model ignores the misdirection and leverages the observation to perform prediction. The
baseline performance without misdirection for the 2+ after tasks shown in Figure 12 matches exactly
what we see with misdirection in Figure 3. This is strong evidence that the model applies a Bayesian
approach for the 2+ after tasks when being shown a symbolic label it has seen in context.
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(a) 2 systems in the haystack.
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(b) 5 systems in the haystack.

Figure 12: Misdirection towards incorrect sequence — we find that for the 2+ after final payloads,
the model ignores the misdirection. This suggests that the model leverages a Bayesian
approach when performing the 2+ after tasks.
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Figure 13: Misdirecting the model with an unseen symbolic label.

Misdirecting with an unseen symbolic label highlights a phase transition in model behavior:
mediating between observation-based disambiguation and label-based disambiguation. We
attempt to misdirect the model towards applying a new symbolic label to the continuation of a
sequence it has already seen (Figure 13). Through the initial stages of training, the model ignores
the symbolic label and continues the sequence it has already seen as shown in Figure 14. After
associative recall emerges later in training, and the model learns how to leverage the labels, it moves
towards treating a continuation of the old sequence as a brand new sequence corresponding to the
new label. This suggests that the model performs unmediated observation-based Bayesian recall
through the initial part of training, but after emergence, leverages the unseen label to treat the new
observations as a new sequence.
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(a) 2 system in the haystack.
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Figure 14: Misdirection towards unseen system—When trying to misdirect the model towards an
unseen system, the model experiences a phase transition where it moves from using
payload to mediate its generation to using the symbolic label to mediate its generation.
This is seen in the model initially performing well on continuing the existing system to
eventually treating it as an unseen system. We note that this transition happens shortly
after the emergence of associative recall suggesting the model learns the meaning behind
the labels.
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Figure 15: Misdirecting the model with a previously seen symbolic label.

Misdirecting with a previous symbolic label displays the model’s Bayesian tendencies even
with label interference. We finally attempt to misdirect the model towards treating a brand new
sequence as an old one by providing a symbolic label it has seen in its context (Figure 15). We find
that when controlling for the position in the haystack (sequences introduced later in context perform
worse early in training) the 2+ after final tasks perform equivalently: when given the correct new
symbolic label (Figure 8), and when shown a symbolic label misdirecting to a sequence that has
already been observed in context (Figure 16). This supports the idea that the model is label-ignoring
Bayesian. It recognizes that the sequence it is seeing does not correspond to a sequence it has already
seen. However, the point in training where we see the model start leveraging the label in the unseen
symbolic label experiment (Figure 13) is approximately when performance for 2 after final in this
setup starts to degrade, suggesting the model may be starting to try to leverage the symbolic label.
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(a) 2 system in the haystack.
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Figure 16: Misdirection towards a seen system—We attempt to misdirect the model by providing a
symbolic label for a system seen in context while feeding the model a new system. We
see the model performs Bayesian inference on the system and matches the performance
when correctly prompted with a new symbolic label for a new sequence for the third
position in the haystack (Figure 8). We note that at the same point in training that the
model begins to leverage the symbolic token for the misdirection towards an unseen
system (Figure 14) the model starts to perform worse on the 2-after task in this setting.
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Figure 17: Synchronizing previous systems in the haystack to require symbol-based disambiguation.

Synchronizing previous systems in the haystack to necessitate symbol-based disambiguation
displays that the model does not exclusively leverage a Bayesian approach. We construct an
experiment where two different systems have equivalent payloads on the one-after observation,
effectively making the 2 after task ambiguous if the models leverage Bayes. To do this we generate
a single payload at x10 ∼ N

(
0, 15I

)
for all systems and generate the haystack by "rewinding" our

systems back to x0 by xi−1 = UTxi as is shown in Figure 17. In this case given the ambiguity of
which system x10 (the 1-after observation) corresponds to, the model must leverage the symbolic
label to disambiguate the sequence. We find that not only does the model fail to do the 2-after
task, but in fact the model continues to struggle even through 8-after where it under performs the 8
after initial baseline as shown in Figure 18. This indicates that the model is not strictly performing
Bayesian prediction either, as after seeing multiple examples following the symbolic label, it should
be able to disambiguate between the systems.
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Figure 18: Synchronizing rotations—Synchronizing the rotations of the two systems makes the
2-after task ambiguous without the symbolic label. We observe the model performance is
completely broken for our two after task indicating it is unable to utilize the symbolic
label. Furthermore, we find that this degradation in performance persists with 8 after
final being significantly worse than 8 after initial.

5.7. Transformer Circuit Analysis

Edge Pruning is a transformer circuit discovery method that optimizes over continuous masks over a
disentangled transformer to find a sparse representation of a task [5]. We run a modified version of
Edge Pruning to distinguish the circuits being used by our model for the One-after and Two-after
tasks. As our model is solely trained with MSE on payloads, we remove the KL objective and
optimize on a scaled up MSE added to the original edge loss. The loss is L′ = k · LMSE + Ledge,s

Circuit # Edges One After MSE Two After MSE

Orthogonal Sys Full Model 32936 0.002 0.004
Orthogonal Sys One-after Circuit 200 0.008 0.73
Orthogonal Sys Two-after Circuit 40 0.35 0.02

Table 1: Edge pruning finds sparse transformer circuits with high
evaluation accuracy in our GPT2 model. We prune late
checkpoints of a model using interleaved traces and data
consisting of 5 systems in the haystack. We report the
number of edges in the final circuit and the MSE of the
circuits’ predictions and the ground truth payloads for
both the One-after and Two-after tasks. We visualize the
One-after circuit in Figure 19.

We report the size of the cir-
cuits and the MSE of the ground
truth with the predictions out-
putted from both the final check-
point of the trained model and
the pruned circuits in Table 1. Im-
portantly, we find high accuracy
and 0% edge overlap between
the 1-after and 2-after circuits, in-
dicating that our model leverages
mechanistically different learned
mechanisms for consecutive to-
kens.
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Figure 19: One-after circuit in orthogonal systems
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6. Limitations

Our core problem is very much a toy, but that’s the point. It enabled us to discover the phenomenon of
multi-mechanism ICL and the fact that these different mechanisms have different training dynamics.
However, the model we used (based on the GPT-2 architecture) is outdated in multiple key ways,
especially the lack of gating-style multiplicative nonlinearities and the lack of a modern PE like
RoPE. This limitation is partially mitigated by the use of OLMo-2 in Section 3, since that is a modern
dense architecture and manifests the same phenomenon.

A fuller scientific treatment would have ablated many of the architectural components, but we
lacked the compute budget. Similarly, and for the same reason, the circuit discovery experiments
were not carefully ablated or tuned to look at the tradeoff curve of the performance with the size of
the circuit.

More NLP experiments could have been run — we just ran and reported one — to see how
widely applicable is our conjecture of multiple simultaneous ICL mechanisms for individual tasks.
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