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Abstract001

Recent advances in Large Language Models002
(LLMs) allow agents to execute complex nat-003
ural language tasks. Many LLM applications,004
such as support agents, teaching assistants,005
and interactive bots, involve multi-turn con-006
versations. However, it remains challenging007
to control LLMs in the context of such inter-008
actions, particularly when the LLM behavior009
needs to be adjustable over the course of the010
conversation. In this paper, we present Ret-011
con, a prompting technique designed to pro-012
vide turn-level control over LLMs in conver-013
sations. We then demonstrate that it performs014
significantly better than traditional techniques015
such as zero-shot and few-shot prompting.016

1 Introduction017

In the domain of conversational agents, a key abil-018

ity is being able to adjust responses to meet desired019

conditions. For example, a support agent may be in-020

structed to adjust its tone (Balamurali et al., 2023),021

a game character may be instructed to react to its022

simulated environment (Matyas and Csepregi), or a023

teaching agent may be instructed to adjust difficulty024

(Ali et al., 2023).025

However, controlling agent responses with tradi-026

tional techniques including zero-shot and few-shot027

can be difficult (Zamfirescu-Pereira et al., 2023),028

especially when the desired responses do not match029

the tone and content of prior turns in the conversa-030

tion (Gupta et al., 2024) or when the conversation031

is more than a few turns long (Yan et al., 2024).032

While it is possible to improve on individual tasks033

using fine-tuning (Xu et al., 2023) or controllabil-034

ity frameworks (Li et al., 2024), such approaches035

are costly in both training effort and compute, and036

prompting is preferable in many real-world appli-037

cations (Petrov et al., 2024).038

There’s therefore the need for a prompting tech-039

nique that allows better controllability than zero-040

shot and few-shot, but does not require fine-tuning 041

an LLM. 042

In this work, we present Retcon, a novel prompt- 043

ing technique for use in LLM conversations. We 044

test it on a challenging conversational task and 045

demonstrate that it performs better than few-shot 046

and zero-shot. 047

2 Related Work 048

The GPT paper (Brown et al., 2020) demonstrated 049

that few-shot prompting is an effective way to adapt 050

LLMs to new tasks and achieve good performance. 051

Since then, numerous works have been done to 052

explore different prompting techniques to improve 053

such results. 054

The most common prompting techniques are 055

zero-shot prompting (Reynolds and McDonell, 056

2021) and few-shot prompting, with few-shot per- 057

forming better in many cases, particularly depen- 058

dent on the number of few-shot examplars and their 059

order (Lu et al., 2022) (Liu et al., 2021). Consid- 060

erable research has been done to identify and op- 061

timize the exact format of prompts for both these 062

techniques (Yang et al., 2024) (Zhou et al., 2024) 063

(Bhandari, 2023). 064

Other techniques include reasoning (Wei et al., 065

2023) and planning (Zhou et al., 2023) (Li, 2023), 066

though these typically require substantially more 067

compute time or larger models. Fine-tuning is an- 068

other established way to improve results (Xu et al., 069

2023) (Shin et al., 2023), but is much more expen- 070

sive than prompting and is not accessible to most 071

LLM users (Trad and Chehab, 2024) (Xu et al., 072

2023). 073

Notably, most of the approaches mentioned 074

above target the improvement of a single response 075

LLM, e.g. question answering. Retcon focuses 076

specifically on per-turn controllability within a 077

multi-turn conversation. 078
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3 Preliminary Knowledge079

The most common prompting techniques for LLM080

tasks are zero-shot and few-shot prompting (Schul-081

hoff et al., 2024). With zero-shot, the LLM is082

simply given instructions of what to do, and with083

few-shot, the LLM is additionally given concrete084

examples.085

Consider a conversational task where the LLM086

is asked to respond to conversation C at turn k, with087

some goal G (e.g. G = "cheerfulness: 0.5"). The088

goal is specific to that turn, so we annotate it as Gk.089

To differentiate this conversation from examples090

given to the model, we’ll annotate it with f for final,091

so conversation Cf, at turn kf with goal Gf,kf .092

There are some prior number of turns in the con-093

versation Cf, comprised of turns Tf (Tf,1...Tf,kf-1)094

and as this is a live conversation, these turns are not095

known before execution time. The number of prior096

turns may be zero for the case where the LLM is097

expected to start the conversation.098

There are additionally x pregenerated static con-099

versations Cn each composed of some number of100

turns Tn (Tn,1..Tn,kn) where for the last turn Tn,kn101

of each conversation, Gn,kn was precomputed, such102

that we know that Tn,kn is a good response for the103

goal Gn,kn .104

There is also optionally a static instruction105

overview O that can be provided at the start of106

each conversation.107

With traditional few-shot prompting, the prompt108

is constructed as follows:109

O110

T1,1111

T1,2112

...113

T1,k1-1114

I(G1,k1)115

T1,k1116

O117

T2,1118

T2,2119

...120

Tx,kx-1121

I(Gx,kx)122

Tx,kx123

O124

Tf,1125

Tf,2126

...127

Tf,kf-1128

I(Gf,kf)129

There are other permutations of prompt ordering 130

(Mao et al., 2023), for example, I(Gn,kn) can be 131

placed at the start of the conversation instead of the 132

end, but this structure is taken as representative. 133

The key observation is that for each precomputed 134

conversation Cn, the LLM is given exactly one ex- 135

ample of how to respond, at turn Tn,kn . Increasing 136

the number of examples to improve quality (Liu 137

et al., 2021) requires authoring new example con- 138

versations, which can be difficult and expensive 139

(Zhao et al., 2021) and significantly increases the 140

context length, and therefore computation cost and 141

latency (Vaswani et al., 2023). 142

Zero-shot is simply a special case of few-shot 143

where the number of example conversations is zero: 144

O 145

Tf,1 146

Tf,2 147

... 148

Tf,kf-1 149

I(Gf,kf) 150

For full prompt examples, see A.4. 151

4 Retcon 152

4.1 Overview 153

Retcon is a prompting technique that makes each 154

turn in a conversation serve as an example to the 155

LLM. This includes the turns of the current, ongo- 156

ing conversation. 157

A Retcon prompt is authored by rewriting the 158

conversation history to inject an instruction before 159

each conversation turn. This rewrite is applied both 160

within example conversations, and to the current 161

ongoing conversation. For this rewriting step, Ret- 162

con is named after retconning, a history rewriting 163

technique used in serialized fiction. 164

The technique creates an additional system re- 165

quirement, which is to have an evaluation function 166

E(T) that evaluates the desired goal for a given text. 167

(e.g. E(Tn,km) = "The measured cheerfulness of 168

turn Tn,km"). Such evaluation functions are typical 169

for evaluation and training, but in this case must be 170

integrated into the serving path. 171

4.2 Creating a Retcon Prompt 172

The prompt is constructed similarly to the few-shot 173

prompt, but instead of instructions injected at the 174

end of each example conversation, they are injected 175

before every other turn (to simulate instructions 176
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given only to the LLM) or before every turn (to177

simulate instructions given to everyone) as follows:178

O179

I(E(T1,1))180

T1,1181

I(E(T1,2))182

T1,2183

...184

I(E(T1,k1))185

T1,k1186

O187

I(E(T2,1))188

T2,1189

...190

I(E(Tx,kx))191

Tx,kx192

O193

I(E(Tf,1))194

Tf,1195

...196

I(E(Tf,kf-1))197

Tf,kf-1198

I(Gf,kf)199

Every turn is preceded by an instruction, creating200

an example for the LLM. The number of examples201

given to the LLM is (
∑x

n=1 kn) + kf − 1 (number202

of turns, including the current conversation), com-203

pared to x for few-shot (number of conversations).204

This does substantially increase the length of the205

context compared to few-shot for the same number206

of example conversations, but accuracy increases207

even accounting for this, as shown in section 5.208

For complete examples of what these prompts209

look like, see appendix A.4.210

5 Experiment211

5.1 Experiment Setup212

For our experiment, we tested zero-shot, few-shot,213

and Retcon against the task of responding to a con-214

versation using a specific language difficulty level,215

as could be used to help a user learning English.216

For the difficulty scale, we used the Common Eu-217

ropean Framework of Reference (CEFR) scale.218

We used identical prompt texts, with the control219

variables being the techniques used and the number220

of example conversations provided.221

The overall prompt O instructed the model to222

pretend to be an English instructor and have a con-223

versation with a learner, adjusting the complexity224

of responses as directed, as well as giving a re- 225

fresher of the CEFR scale. (A.1). Instructions I(G) 226

were given as directives to respond with one of 227

the CEFR levels (A.2). Example responses were 228

formatted in JSON including the CEFR difficulty 229

(A.2) and the structured schema Gemini API was 230

used to ensure the model produced output in the 231

same format. Turns were labeled as either "AS- 232

SISTANT" or "STUDENT", and additional labels 233

indicated to the model when a new conversation 234

was beginning and who would go first. See Ap- 235

pendix (A.4) for full example prompts for each of 236

zero-shot, few-shot and Retcon. 237

For the data set, we manually authored 20 conver- 238

sations of 20 turns each, on a variety of topics (B). 239

A manual effort was made to author turns represent- 240

ing a variety of difficulty levels from A1 (beginner) 241

to C2 (advanced). Half of the conversations (10) 242

were randomly chosen to be used as examples, and 243

the other half (10) were used for eval. The same 244

split was used in every case. 245

For eval, we called Gemini via API, using the 246

model Gemini Pro 1.1. For each test condition, 247

we ran 2520 queries asking for a conversation re- 248

sponse: 2x for each combination of eval conversa- 249

tion (10 conversations), number of prior turns (21, 250

including 0 prior turns), and requested difficulty 251

level on the CEFR scale (6: A1, A2, B1, B2, C1, 252

C2). 253

For the evaluation function, we used a Bert- 254

based difficulty measuring model trained using the 255

techniques developed by Devlin et al. (2019) and 256

Arase et al. (2022). An English learning language 257

expert manually validated the model and estab- 258

lished that it has an MSE of < 0.4 on the scale of 259

A1-C2 where each interval (e.g. A1 to A2) is mea- 260

sured as 1 unit. This evaluation function was used 261

for instructions as well as for measuring response 262

error, to ensure alignment between examples given 263

to the LLM, and the evaluation of its response. 264

Few-shot and Retcon were evaluated with 0 to 265

10 example conversations. Note that at 0 example 266

conversations, few-shot is just zero-shot. For 1 to 267

10 examples, conversations were chosen randomly 268

without replacement from the example pool of 10. 269

For each few-shot example, a random conversation 270

length kn was chosen between 0 and 20, to provide 271

examples of varying conversation lengths. (If kn is 272

constant, few-shot only performs well if kn = kf.) 273

We gave instructions to Retcon every other turn, 274

so with 10 example conversations used, Retcon has 275

100+ example turns, compared to only 10 for few- 276
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Figure 1: Mean squared error for few-shot and Retcon, vs number of examples on the left, and vs total context
length in characters on the right, with 95% confidence intervals. The far left point on both graphs corresponds to
zero-shot (0 examples). The y-axis is MSE on the CEFR scale where each interval (e.g. A1-A2) is one unit.

shot. Therefore, for further comparison, we tested277

few-shot with 20, 50, and 100 examples, reusing278

the same 10 example conversations, but ending at279

different turns.280

5.2 Results281

Retcon significantly outperformed few-shot at ev-282

ery example conversation count other than one283

outlier where the confidence intervals overlapped284

(Figure 1). The best Retcon result was MSE of285

0.544±.036, compared to few-shot 0.659±.020.286

It’s notable that Retcon prompts are substantially287

longer than few-shot prompts for the same number288

of example conversations, due to more instruction289

text injected. Since LLM cost is proportional to290

the size of the context, we additionally measured291

average context length versus mean squared error292

for each example count (Figure 1). With this com-293

parison as well, Retcon is significantly better aside294

from the same outlier.295

Few-shot did not outperform Retcon even when296

given a comparable number of turn examples or297

more. With 100 example conversations (100 anno-298

tated example turns), few-shot MSE was 0.7±0.044,299

compared to Retcon with 8 example conversation300

(80-100 annotated example turns, depending on301

current conversation length) MSE of 0.56±0.038.302

Both techniques achieved their best results before303

the maximum number of examples: Retcon’s best304

results were with 4 example conversations, and305

few-shot’s best results were with 8.306

It’s also notable also that with 0 examples, zero-307

shot has almost double the error of Retcon, with308

MSE 1.621±0.043 compared to 0.821±0.052. This309

is because every turn of the current conversation310

provides Retcon with an example, even if no prior 311

example conversations are available. 312

6 Conclusion 313

Retcon performs better than few-shot and zero-shot 314

for adjusting text difficulty, for a large range of ex- 315

ample counts and prompt lengths. Retcon also 316

reaches better overall performance, with fewer ex- 317

amples, than the best performance of few-shot. 318

7 Future Work 319

Future work is desirable to understand more pre- 320

cisely the mechanism by which Retcon operates. 321

Retcon has three distinct effects: an increase in the 322

number of example turns, an increase in the density 323

of examples, and a closer proximity of examples to 324

the final instruction. It is likely that all three con- 325

tribute to improved performance, and verifying this 326

and measuring the impact of each will be useful 327

for determining when and how to apply the tech- 328

nique. Clarifying the underlying mechanisms may 329

also reduce or eliminate the need for an integrated 330

serving-time eval function. 331

Further research into what kinds of tasks Ret- 332

con works well on, and how it compares to other 333

techniques is also desirable. We have only tested 334

Retcon against other prompting techniques, and 335

evaluating it relative to fine-tuning and chain-of- 336

thought would also be of some interest. 337

8 Limitations 338

We evaluated the technique only on English, us- 339

ing one model, on one task. The effects may not 340

translate to other languages, other tasks, or other 341

4



LLMs. Measurement across a variety of conditions342

is needed to establish whether Retcon performs343

consistently better than few-shot, if there are cases344

where it performs worse, or if there are cases where345

it performs comparably while incurring significant346

additional complexity. This is particularly unclear347

because Retcon performs better than few-shot even348

with comparable numbers of instruction examples,349

indicating that there are multiple factors contribut-350

ing to its success.351

A key limitation of the technique itself is the352

need to integrate an evaluation model into the serv-353

ing flow. This may be simple for some tasks (e.g.354

detecting whether a word is present) and challeng-355

ing for others (e.g. measuring emotion). This may356

be prohibitive for developers who lack the ability357

to access or create such a models.358

Also the creation of example and eval conversa-359

tions can be a challenging obstacle in many cases.360

While two of the authors of this paper had the back-361

ground to create our data sets, and we were able to362

directly author them, these are not always readily363

available skills. In many cases, in order to create364

examples, vendor labor is used, which can raise365

ethical concerns about fair compensation for such366

work, and appropriate subsequent usage of the re-367

sults.368

Finally, because Retcon provides an improved369

fine-grained control over LLMs in conversation, it370

increases the risk of abuse by malicious actors us-371

ing LLMs. For example, a company could use Ret-372

con to inject subtle advertisements into its support373

agent, without making the end user aware of it. As374

with any technique designed to prompt or control375

AI-driven systems, efforts should be made to align376

the user needs with the design of the system, and to377

provide transparency about the system’s behavior.378

It would be productive to create legal frameworks379

about the behavior and transparency of such sys-380

tems, so as to reduce the chances of such malicious381

applications.382
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A Prompts 517

A.1 Introductory 518

You are an expert instructor of English 519

as a second language. Help your student 520

practice English conversational skills. 521

Respond, adjusting the difficulty of your 522

responses on the CEFR scale, as in- 523

structed. 524

As a reminder, the CEFR scale is the 525

Common European Framework of Refer- 526

ence. It’s used to evaluate the ability of 527

second language learners. Here are the 528

levels: 529

A1: Student is a complete beginner. Use 530

only the most basic simple words and 531

extremely short sentences with simple 532

construction. 533

A2: Student has been learning for a year, 534

but is still a beginner. Use simple words 535

and short sentences. 536

B1: Student has been learning for two 537

years, and is an early intermediate. Use 538

common words and simple sentences. 539

B2: Student has been learning for three 540

years, and can understand normal con- 541

versation. Use normal words and typical 542

sentences. 543

C1: Student has been learning for four 544

years, and is becoming advanced. Use 545

complex vocabulary and sentence struc- 546

ture. 547

C2: Student has been learning for more 548

than five years and is an expert in the 549

language. Use extremely complex vo- 550

cabulary and sentence structure. 551

Follow instructions in parentheses, but 552

do not respond to the instructions. 553
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A.2 Instruction554

Instruction prompt, where <target> is one of "A1",555

"A2", "B1", "B2", "C1", "C2".556

A.2.1 Conversation with Zero Prior Turns557

Your task: Begin a conversation as AS-558

SISTANT. Your conversation turn must559

have an English language difficulty of560

exactly <target> on the CEFR scale.561

A.2.2 Conversation with One or More Prior562

Turns563

Your task: Respond as ASSISTANT.564

Your conversation turn must have an En-565

glish language difficulty of exactly <tar-566

get> on the CEFR scale.567

A.3 Response Format568

Response format where <target> is one of "A1",569

"A2", "B1", "B2", "C1", "C2" and <text> is the570

response text.571

{572

"text_difficulty": "<target>",573

"text": "<text>"574

}575

A.4 Example Prompts576

Color coding is added for readability, and is not577

provided to the LLM.578

A.4.1 Example Zero-shot Prompt579

<Introductory from A.1>580

(START OF CONVERSATION)581

(STUDENT will go first.)582

STUDENT: Did you bring matches for the camp-583

fire?584

ASSISTANT: I’m not sure. Were they on my list?585

STUDENT: I think I forgot to put them on either586

list. They were so obvious.587

(Your task: Respond as ASSISTANT. Your conver-588

sation turn must have an English language difficulty589

of exactly B1 on the CEFR scale.)590

A.4.2 Example Few-shot Prompt591

<Introductory from A.1>592

Follow the following examples593

EXAMPLE 0:594

<Introductory from A.1>595

(START OF CONVERSATION)596

(ASSISTANT will go first.)597

ASSISTANT: Did you hear about the time an art598

piece was lost in transit and the gallery displayed599

just the pedestal? 600

STUDENT: What do you mean? 601

ASSISTANT: I fail to recall where exactly, but this 602

was many years ago. An artist posted a sculpture to 603

a museum, but the package split up in mid-transit 604

and only the pedestal delivered. 605

STUDENT: And they displayed it? 606

(Your task: Respond as ASSISTANT. Your conver- 607

sation turn must have an English language difficulty 608

of exactly C2 on the CEFR scale.) 609

{ 610

"text_difficulty": "C2", 611

"text": "Yes, and while that’s understandable at 612

first, the artist quickly realized their misunderstand- 613

ing, and let them know, but by that point it was too 614

late, and the quote unquote sculpture was seen by 615

a ton of visitors." 616

} 617

EXAMPLE 1: 618

<Introductory from A.1> 619

(START OF CONVERSATION) 620

(STUDENT will go first.) 621

STUDENT: It’s hot! 622

(Your task: Respond as ASSISTANT. Your conver- 623

sation turn must have an English language difficulty 624

of exactly C1 on the CEFR scale.) 625

{ 626

"text_difficulty": "C1", 627

"text": "I concur, it beggars belief. I’m sweating 628

through all my clothes, and it’s barely the end of 629

spring." 630

} 631

YOUR TASK: 632

<Introductory from A.1> 633

(START OF CONVERSATION) 634

(STUDENT will go first.) 635

STUDENT: Did you bring matches for the camp- 636

fire? 637

ASSISTANT: I’m not sure. Were they on my list? 638

STUDENT: I think I forgot to put them on either 639

list. They were so obvious. 640

(Your task: Respond as ASSISTANT. Your conver- 641

sation turn must have an English language difficulty 642

of exactly A1 on the CEFR scale.) 643

A.4.3 Example Retcon Prompt 644

<Introductory from A.1> 645

Follow the following examples 646

EXAMPLE 0: 647

<Introductory from A.1> 648

(START OF CONVERSATION) 649

(ASSISTANT will go first.) 650
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(Your task: Begin a conversation as ASSISTANT.651

Your conversation turn must have an English lan-652

guage difficulty of exactly B1 on the CEFR scale.)653

{654

"text_difficulty": "B1",655

"text": "Which do you like better, your phone or656

your computer?"657

}658

STUDENT: Well, I’m upon my phone twenty-four659

seven, and I’m obligated to use my computer to ac-660

quire money, so I’d hazard both are pretty terrible661

for me as a human being. What sort of choice do662

you expect?663

(Your task: Respond as ASSISTANT. Your conver-664

sation turn must have an English language difficulty665

of exactly B2 on the CEFR scale.)666

{667

"text_difficulty": "B2",668

"text": "Easy, which one would you rather live669

without?"670

}671

STUDENT: Do I have a job?672

(Your task: Respond as ASSISTANT. Your conver-673

sation turn must have an English language difficulty674

of exactly B1 on the CEFR scale.)675

{676

"text_difficulty": "B1",677

"text": "Can you afford not to?"678

}679

STUDENT: No.680

(Your task: Respond as ASSISTANT. Your conver-681

sation turn must have an English language difficulty682

of exactly B1 on the CEFR scale.)683

{684

"text_difficulty": "B1",685

"text": "Then yes, you still have to work."686

}687

STUDENT: Would I be permitted to just go out and688

buy another one, either immediately, or in a week689

or a year, or, would I be coerced into spending my690

entire life without acquiring the one I forgo?691

(Your task: Respond as ASSISTANT. Your conver-692

sation turn must have an English language difficulty693

of exactly C2 on the CEFR scale.)694

{695

"text_difficulty": "C2",696

"text": "Designate one and endure perpetually."697

}698

STUDENT: Well, then obviously computer. It’s699

hard to do anything if I can’t work.700

(Your task: Respond as ASSISTANT. Your conver-701

sation turn must have an English language difficulty702

of exactly C2 on the CEFR scale.) 703

{ 704

"text_difficulty": "C2", 705

"text": "I see your point. Perhaps my inquiry was 706

somewhat lacking in rationality." 707

} 708

STUDENT: Exactly. Which would you rather have, 709

your head or your body? 710

(Your task: Respond as ASSISTANT. Your conver- 711

sation turn must have an English language difficulty 712

of exactly B1 on the CEFR scale.) 713

{ 714

"text_difficulty": "B1", 715

"text": "Is the cell phone the head, or the com- 716

puter?" 717

} 718

STUDENT: I think the computer is the body, since 719

it does all the work. And the cell phone is the head, 720

because it just mindlessly scrolls all day. 721

(Your task: Respond as ASSISTANT. Your conver- 722

sation turn must have an English language difficulty 723

of exactly B1 on the CEFR scale.) 724

{ 725

"text_difficulty": "B1", 726

"text": "You’re funny. How about for a week?" 727

} 728

STUDENT: Let’s talk about something else. How’s 729

your kid doing in school? 730

(Your task: Respond as ASSISTANT. Your conver- 731

sation turn must have an English language difficulty 732

of exactly B2 on the CEFR scale.) 733

{ 734

"text_difficulty": "B2", 735

"text": "Oh, she’s great! She’s just finishing up her 736

senior year. She got accepted in all the schools she 737

applied to!" 738

} 739

STUDENT: Great! Where is she going? 740

(Your task: Respond as ASSISTANT. Your conver- 741

sation turn must have an English language difficulty 742

of exactly B2 on the CEFR scale.) 743

{ 744

"text_difficulty": "B2", 745

"text": "Yeah, she’s going to Berkely, can you be- 746

lieve it?" 747

} 748

STUDENT: Indeed, the sense of accomplishment 749

must be palpable. Seeing your efforts come to 750

fruition is truly gratifying. Congratulations are in 751

order! 752

YOUR TASK: 753

<Introductory from A.1> 754
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(START OF CONVERSATION)755

(STUDENT will go first.)756

STUDENT: Did you bring matches for the camp-757

fire?758

(Your task: Respond as ASSISTANT. Your conver-759

sation turn must have an English language difficulty760

of exactly B1 on the CEFR scale.)761

{762

"text_difficulty": "B1",763

"text": "I’m not sure. Were they on my list?"764

}765

STUDENT: I think I forgot to put them on either766

list. They were so obvious.767

(Your task: Respond as ASSISTANT. Your conver-768

sation turn must have an English language difficulty769

of exactly A1 on the CEFR scale.)770

B Example Conversation771

- Which do you like better, your phone or your com-772

puter?773

- Well, I’m upon my phone twenty-four seven, and774

I’m obligated to use my computer to acquire money,775

so I’d hazard both are pretty terrible for me as a776

human being. What sort of choice do you expect?777

- Easy, which one would you rather live without?778

- Do I have a job?779

- Can you afford not to?780

- No.781

- Then yes, you still have to work.782

- Would I be permitted to just go out and buy an-783

other one, either immediately, or in a week or a784

year, or, would I be coerced into spending my en-785

tire life without acquiring the one I forgo?786

- Designate one and endure perpetually.787

- Well, then obviously computer. It’s hard to do788

anything if I can’t work.789

- I see your point. Perhaps my inquiry was some-790

what lacking in rationality.791

- Exactly. Which would you rather have, your head792

or your body?793

- Is the cell phone the head, or the computer?794

- I think the computer is the body, since it does all795

the work. And the cell phone is the head, because796

it just mindlessly scrolls all day.797

- You’re funny. How about for a week?798

- Let’s talk about something else. How’s your kid799

doing in school?800

- Oh, she’s great! She’s just finishing up her senior801

year. She got accepted in all the schools she applied802

to!803

- Great! Where is she going?804

- Yeah, she’s going to Berkeley, can you believe it? 805

- Indeed, the sense of accomplishment must be pal- 806

pable. Seeing your efforts come to fruition is truly 807

gratifying. Congratulations are in order! 808
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