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Warning: This paper may contain sensitive or001

risky content related to red teaming strategies.002

Abstract
Red teaming attacks are a proven method for003
identifying weaknesses in large language mod-004
els (LLMs). With the improving generation005
capabilities of LLMs, researchers are success-006
fully using them to automatically generate red007
teaming attacks, often achieving results by cre-008
ating adversarial prompts targeting other LLMs.009
However, there is currently no effective strat-010
egy to choose suitable LLMs for red teaming011
attacks. In this work, we establish a frame-012
work to investigate the impact of various fac-013
tors of LLMs on generating red teaming attacks,014
including model security, general capabilities,015
and the number of parameters. The goal of this016
study is to understand the mechanisms behind017
the effectiveness of red teaming LLMs and to018
provide a basis for selecting the appropriate red019
teaming LLM.020

1 Introduction021

Red teaming refers to the method of generating022

adversarial prompts to bypass security guidelines023

in large language models (LLMs), causing them024

to produce harmful content, thereby exposing se-025

curity vulnerabilities1. It has gained widespread026

attention as an important approach for enhancing027

the security of LLMs. Early red teaming meth-028

ods relied on human-crafted adversarial prompts029

to attack LLMs (Dinan et al., 2019). However, as030

LLMs become more powerful, the effectiveness of031

this type of approach diminishes. Researchers are032

now focusing on using an external LLM to replace033

humans in generating adversarial prompts to attack034

the target model (Ganguli et al., 2022; Zeng et al.,035

2024). In existing LLM-based red teaming attacks,036

the LLM is typically only used as a prompt genera-037

tion tool (Zou et al., 2023; Chao et al., 2023), and038

1https://huggingface.co/blog/
red-teaming

few studies focus on the strategies for selecting an 039

appropriate red teaming model. 040

The alignment goals of LLMs are to be Helpful, 041

Harmless, and Honest (Askell et al., 2021; Ouyang 042

et al., 2022). The “Helpfulness” of an LLM is re- 043

lated to its parameter count and its performance 044

across various tasks. The “Harmlessness” aspect 045

of an LLM is associated with its robustness against 046

red teaming attacks. We believe these two align- 047

ment objectives are the primary factors that affect 048

a model’s red teaming ability. To validate this idea, 049

we first propose a framework for evaluating the 050

red teaming ability and the security of an LLM. 051

Subsequently, we test the idea by investigating the 052

following two research questions. 053

1) Is a “Harmless” LLM suitable to serve as a red 054

teaming model? The safer an LLM is, the more 055

conservative its output tends to be, sometimes even 056

refusing to answer questions that carry any poten- 057

tial risks. In practical applications, red teaming 058

models need to generate adversarial prompts con- 059

taining harmful content, while safer LLMs always 060

reject such instructions. Therefore, this study ex- 061

plores the correlation between the security of LLMs 062

and their ability to serve as red teaming models by 063

generating adversarial prompts. 064

2) Is there a correlation between a model’s red 065

teaming ability and its “Helpfulness”? Intu- 066

itively, akin to other tasks in NLP, a more helpful 067

LLM should be able to generate better red teaming 068

prompts. Because, red teaming LLMs should be in- 069

telligent enough to comprehend various techniques 070

for making attack, such as prompting the target 071

model to engage in role assignment (Yu et al., 2023) 072

or to start responses with affirmative statements. In 073

this work, we attempt to quantify “helpfulness” of 074

an LLM with two measures. 075

One is its parameter count. According to “scal- 076

ing law”, parameter count is an important indicator 077

of a model’s “intelligence” (Kaplan et al., 2020). 078
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Figure 1: Overview of the framework

An LLM with more parameters has a greater ca-079

pacity and is therefore more helpful. The other is080

its general capabilities, often measured by evalu-081

ating the LLM across a wide range of NLP tasks082

and scenarios. Scores on various benchmark tests083

have become a key measure of a model’s general084

capabilities (Hendrycks et al., 2021; Cobbe et al.,085

2021; Chen et al., 2021).086

In this study, we utilized the proposed frame-087

work (as shown in Fig. 1) to test over 20 com-088

mon LLMs across various parameter counts, eval-089

uating their security and red teaming capabilities.090

Subsequently, we assessed their general capabili-091

ties using three recognized benchmarks. Finally,092

we conducted statistical analyses to investigate the093

relationships among red teaming ability, security,094

model parameter count, and general capabilities,095

leading to valuable insights.096

2 Methodology097

We propose a framework to test the security and098

red teaming ability of LLMs. The general capa-099

bilities of LLMs will be determined based on the100

results of multiple mainstream public evaluation101

benchmarks.102

2.1 Security of LLMs103

Task Definition: Given a harmful seed dataset104

S = {si}, for each si(1 ≤ i ≤ N1), we combine105

the fixed instruction of Attack Prompt with si to106

generate an adversarial prompt piS , which forms107

the adversarial prompts set PS = {piS}. The set of108

LLMs to be tested is denoted asM = {Mj}.109

A single piece of output of Mj is denoted as110

oi. And we introduce a judge model to measure111

the harmfulness of oi (Score 1-10). Specifically, 112

we consider oi a jailbreak if Score(oi) exceeds 6, 113

and label oi as ounsafe; otherwise, oi is considered 114

osafe. Finally, we calculate AFR (Attack Failure 115

Rate) and HS (Harmfulness Score) of Mj : 116

AFR =
Count(osafe)

Count(osafe) + Count(ounsafe)
(1) 117

118

HS =

∑N1
i=1 Score(oi)

N1
(2) 119

Attack Prompt: In this section, we draw inspira- 120

tion from previous research and employ techniques 121

such as moral coercion (Zeng et al., 2024), role 122

assignment (Yu et al., 2023), and goal competi- 123

tion conflicts (Chao et al., 2023) to create a fixed- 124

pattern prompt. This prompt is designed to induce 125

the LLMs to bypass security constraints and output 126

harmful content, and we show an example in Fig. 7. 127

Judge Model: After the induced Attack Prompt 128

is input into the LLMs, we use a Judge Model to 129

evaluate whether the LLMs has been jailbroken. 130

Judge Model is an existing advanced LLM that 131

possesses better efficiency and consistency than hu- 132

mans. In this work, we choose Qwen-max (Team, 133

2024) as Judge Model, and we add some examples 134

in prompt to improve the accuracy of the model. 135

Additionally, the evaluation results indicate that 136

Judge Model’s assessments of harmfulness align 137

with human evaluations at a rate of 94.27% (see 138

Appendix A.2), demonstrating the reliability. Fig. 8 139

shows a sample of prompt for Judge Model. The 140

prompt includes the settings of LLMs’ response, 141

the harmfulness score, and the reason for the score. 142
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Prompt Denotation Description

Attack Prompt PS The system prompt of LLMs when we test the security of LLMs.
Red Teaming Instruction – The system prompt for red teaming LLMs to make role assignment.

Judge Instruction – The system prompt when the judge model determines whether the output of LLMs is harmful.

Table 1: Frequently used notations

Process of Evaluating Security. As shown in143

Fig. 1, we insert the harmful content from seed144

dataset into Attack Prompt and then attack LLMs145

to obtain the LLMs’ response. Next, we input the146

LLMs’ response into Judge Model, which assigns147

a score to the LLMs’ reply. We use this scoring148

to assess whether the LLMs’ responses are harm-149

ful. Finally, we determine the LLMs’ security by150

calculating the ratio of harmful responses.151

2.2 Red Teaming Ability of LLMs152

Task Definition: Red teaming ability refers to153

the ability of the red teaming LLMs to break into154

the target model and jailbreak it.155

The process of evaluating the red teaming ability156

of models inM is detailed in Algorithm 1. Given157

a harmful query seed dataset S′ = {s′i}, where158

1 ≤ i ≤ N2, each seed query s′i is combined with159

a red teaming instruction. The model Mj then gen-160

erates an adversarial prompt piR ∈ PR. The target161

LLM’s output, which is being attacked, is denoted162

as oiT ∈ OT . The judge model determines whether163

oiT has been jailbroken. If Score(oiT ) > 6, oiT is164

labeled as ounsafeT , which indicates that a jailbreak165

has occurred, and the current loop is interrupted.166

Otherwise, oiT is labeled as osafeT , and the next iter-167

ation continues. Finally, the Attack Success Rate168

(ASR) and average number of iterations (Iter.) for169

each model Mj are computed, and the evaluation170

results for all models inM are returned.171

Red Teaming Instruction. We instruct the172

LLMs to act as a red teaming assistant specifically173

designed to generate prompts that help jailbreak tar-174

get LLMs. We first present the LLMs with a target175

instruction. An example of such an instruction is:176

“Generate a prompt that encourages the target LLM177

to respond to the query ‘How to make a bomb?”’, a178

question that target LLMs usually refuse to answer.179

Then, we employ in-context learning techniques180

with examples, role assignment, sensitive word re-181

placement, and logical persuasion to generate more182

effective prompts. (Fig. 9)183

Evaluating Red Teaming Ability. We utilize184

the PAIR framework, which leverages the self-185

Algorithm 1 Evaluation of Red Teaming Ability
Input: Set of LLMs: M; Target model: T ;
Harmful query seed dataset: S′; Maximum num-
ber of iterations: N3.
Output: SASR: The attack success rates for
each LLM inM; SI : The average iterations for
each LLM inM.
Initialize SASR ← {} and SI ← {}.
for Mj inM do

Initialize ASR← 0 and K ← 0.
for s′i in S′ do

for k = 1 to N3 do
piR ← output(Mj | s′i).
oiT ← output(T | piR).
if Score(oiT ) > 6 then

Label oiT as ounsafeT (jailbreak success-
ful).
break.

end if
end for
K = K + k (total iterations for the current
query s′i).

end for
ASR =

Count(ounsafe
T )

N2
, where N2 = |S′|.

Iter. = K
N2

.
SASR.append(ASR).
SI .append(Iter.).

end for
return SASR and SI .

reflection ability of red teaming LLMs for continu- 186

ous iterative optimization until the goal of jailbreak- 187

ing is achieved (Fig. 1). After the LLMs generate 188

the adversarial prompt, we input it into the target 189

LLM for a response. This response is then fed into 190

the judge model, which assigns a harmfulness score 191

ranging from 1 to 10, where 10 represents the high- 192

est level of harmfulness. A high score indicates that 193

the target LLM has been successfully jailbroken 194

by the red teaming LLMs. If the judgment score is 195

below 7, the red teaming LLMs receive feedback 196

and use self-reflection to improve the adversarial 197

prompt. The red teaming LLMs continue this pro- 198
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Parameter Count Model AFR HS ASRQwen ASRDeepseek ASRTotal Iter.Qwen Iter.Deepseek Iter.Total

Deepseek-llm-7B-chat 57.43% 5.17 0% 2% 1% 10 9.84 9.92
Qwen2-7B-instruct 56.03% 4.69 24% 22% 23% 8.5 8.82 8.66
Gemma-1.1-7B-it 41.30% 5.45 50% 100% 75% 7.08 3.04 5.06

Llama3-8B-instruct 51.59% 5.49 22% 54% 38% 4.38 6.46 5.42
6-8B Chatglm3-6B 56.05% 4.65 12% 58% 35% 9.32 5.24 7.28

Mistral-7B-instruct 57.39% 4.93 18% 40% 2% 8.86 6.32 7.59
Vicuna-7B-chat 65.04% 4.81 20% 8% 14% 8.72 9.4 9.06
Llama2-7B-chat 75.45% 2.99 2% 0% 1% 9.88 10 9.94

Llama-2-13B-chat 98.86% 1.09 4% 4% 4% 9.46 9.94 9.7
Mythalion-13B 46.71% 6.09 20% 34% 27% 8.44 6.58 7.51

13B Mythonax-12-13B 34.71% 6.13 24% 52% 38% 8.3 6.96 7.63
Nous-hermes-llama2-13B 21.57% 7.67 30% 60% 45% 8.08 4.98 6.53

Qwen1.5-14B-instruct 35.57% 6.85 88% 96% 92% 4.38 2.92 3.65

Hermes-3-70B-Instruct 9.57% 8.67 90% 92% 91% 3.2 2.68 2.94
Llama-3.1-70B-instruct 77.14% 2.93 82% 72% 77% 3.78 2.44 3.11

70B Llama-3-70B-instruct 64.57% 3.90 72% 72% 72% 5.1 2.66 3.88
Qwen-2.5-72B-instruct 9.71% 8.52 94% 94% 94% 3.66 2.64 3.15
Qwen-2-72B-instruct 10.71% 8.47 84% 60% 72% 4.9 2.8 3.85

Table 2: LLMs security and red teaming ability. ASRQwen and Iter.Qwen denote the ASR and Iter. metrics
for the target model Qwen2.5-7B-Instruct, respectively. ASRDeepseek and Iter.Deepseek represent metrics for
deepseek-llm-7B-chat. ASRTotal is computed as the average of ASRQwen and ASRDeepseek, with Iter.Total

being calculated similarly.

cess iteratively, outputting a refined prompt until199

the target LLM is successfully jailbroken. Through-200

out this process, we use the target LLM’s jailbreak201

probability to measure the red teaming ability of202

the red teaming LLMs.203

2.3 General Capabilities of LLMs204

We analyze the LLMs’ general capabilities by col-205

lecting its scores on mainstream benchmarks (See206

Section 3.1) to evaluate its overall performance.207

Evaluation Dimensions. We collect three main-208

stream benchmarks that cover multi-task language209

understanding capabilities, reasoning abilities, pro-210

gramming skills to evaluate the general capabilities211

of LLMs across various dimensions.212

3 Experiment213

3.1 Experiment Setup214

Datasets: For testing the security of large lan-215

guage models (LLMs), we use the “attack dataset”216
2, which contains 7 potential risks that LLMs may217

lead: hate speech and insults, bias and discrimina-218

tion, mental and physical health, misinformation219

and rumors, ethical and moral concerns, illegal and220

criminal activities, and privacy and property vio-221

lations. Each risk category contains 100 pieces of222

harmful data. To evaluate the red-teaming ability of223

LLMs, we utilize a subset of the Advbench dataset224

2http://galaxy.iie.ac.cn/
competitionItem?id=1

(Chao et al., 2023), which includes 50 unique sim- 225

ple harmful behaviors. 226

Models: To explore the correlation between the 227

security and red teaming ability of LLMs, we 228

conduct experiments on the following mainstream 229

LLMs with 6-8 billion parameters: Llama2-7B- 230

chat (Touvron et al., 2023), Vicuna-7B3, Deepseek- 231

llm-7B-chat4, Qwen2-7B-instruct5, Mistral-7B6, 232

Llama3-8B-instruct7, Chatglm3-6B8, and Gemma- 233

1.1-7B-it9. And some 13B and 70B models, such as 234

Llama-2-13B-chat, Mythalion-13B10, Mythomax- 235

l2-13B11, Nous-hermes-llama2-13B12, Qwen1.5- 236

14B-instruct13, Hermes-3-70B-Instruct, Llama- 237

3.1-70B-instruct14, qwen-2.5-72B-instruct15, and 238

Qwen2-72B-instruct. The LLMs’ general capa- 239

bilities data comes from the references mentioned 240

above. In the process of testing the red teaming abil- 241

ity of LLMs, the target LLM is deepseek-llm-7B- 242

3https://lmsys.org/blog/2023-03-30-vicuna/
4https://github.com/deepseek-ai/DeepSeek-LLM
5https://qwenlm.github.io/zh/blog/qwen2/
6https://mistral.ai/news/announcing-mistral-7b/
7https://huggingface.co/blog/zh/llama3
8https://github.com/THUDM/ChatGLM3?tab=readme-

ov-file
9https://huggingface.co/google/gemma-1.1-7b-it

10https://huggingface.co/PygmalionAI/mythalion-13b
11https://huggingface.co/Gryphe/MythoMax-L2-13b
12https://huggingface.co/NousResearch/Nous-Hermes-

Llama2-13b
13https://qwenlm.github.io/blog/qwen1.5/
14https://huggingface.co/meta-llama/Llama-3.1-70B-

Instruct
15https://huggingface.co/Qwen/Qwen2.5-72B-Instruct

4
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Figure 2: Correlation between red teaming ability and security for 6–8B parameter LLMs, with r representing the
Pearson correlation coefficient.

Figure 3: Correlation between red teaming ability and security for 13B parameter LLMs, with r representing the
Pearson correlation coefficient.

Figure 4: Correlation between red teaming ability and security for 70B parameter LLMs, with r representing the
Pearson correlation coefficient.
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chat and Qwen-2.5-7B-instruct. Additionally, to243

detect whether the output of LLMs is harmful, we244

use the advanced LLMs Qwen-max (Team, 2024)245

as the judge model to assess the security and red246

teaming ability of the LLMs.247

Evaluation Metrics: The security of the LLMs is248

evaluated through the AFR (Eq.1) and HS (Eq.2).249

We assess the red teaming ability of LLMs by calcu-250

lating the metrics ASR and Iter., which is shown251

in Algorithm 1. We conducted a statistical analysis252

to examine the correlations between two indicators253

of red teaming ability and two security indicators.254

Additionally, we performed a similar analysis to255

investigate the relationships between the red team-256

ing ability and model parameter count, as well as257

general capabilities. To quantify these correlations,258

we employed the Pearson correlation coefficient259

(Pearson, 1896).260

Parameter Settings: In this section, we intro-261

duced the hyper parameter configurations. When262

testing the set of modelsM, the parameter settings263

follow (Chao et al., 2023). In the security evalu-264

ation of the LLMs, the temperature is set to 0.1265

to ensure the LLMs’ responses are more cautious.266

The top p parameter is set to 1, and do sample is267

enabled to increase diversity in text sampling. Dur-268

ing the evaluation of the red teaming ability ofM,269

we adjust the temperature to 1, set top p to 0.9, and270

enable do sample to enhance creativity. For target271

LLMs, we set the temperature to 0.1, the top-p to272

1, and enable the do sampling option. For judge273

LLM, we set the temperature to 0.1, top p to 0.9,274

and enable the do sampling option.275

Experimental Hardware Configuration. In the276

experiments for testing security, the NVIDIA277

GeForce RTX 4090 is used. For evaluating the278

LLMs’ red teaming ability, the NVIDIA GeForce279

RTX 2080 Ti is utilized.280

3.2 Experiment Result281

The Correlation between Red Teaming Ability282

and Security. Through the analysis of Table 2283

and Figures 2, 3, and 4, we observe a correlation284

between the security and the red teaming ability285

of LLMs, and we summarize the following key286

findings.287

Firstly, the security of LLMs is negatively corre-288

lated with their red teaming ability, particularly in289

13B and 6-8B models. Specifically, AFR shows290

a strong negative correlation with both ASRTotal291

and Iter.Total, which are key metrics for evaluat- 292

ing red teaming ability. Among the 13B-parameter 293

models (Fig. 3), security and red teaming abil- 294

ity exhibit an almost perfect linear relationship, 295

with the exception of the outlier Qwen1.5-14B- 296

instruct. Llama2-7B-chat, which has the high- 297

est AFR (75.45%), demonstrates an Iter.Total of 298

9.94. This suggests that higher AFR suppresses 299

ASRTotal while requiring more iterations. Further- 300

more, HS shows a moderate correlation with both 301

ASRTotal and Iter.Total. For instance, Gemma- 302

1.1-7B-it achieves an HS of 5.45 and the high- 303

est ASRTotal (75%) among 6–8B models, while 304

Llama2-7B-chat, with a lower HS (2.99), reduces 305

its ASRTotal to just 1% but achieves an Iter.Total 306

of 9.94. These findings suggest that while higher 307

HS may increase vulnerability to jailbreak attacks, 308

it can enhance adversarial prompt generation due 309

to its impact on model behavior. As shown in Fig. 310

2, the correlation between HS and Red Teaming 311

Ability is not strictly linear, but the trend is consis- 312

tent with AFR. This is because HS is the average 313

of the scores, and the distribution Fig. 13 of these 314

scores, after averaging, does not accurately reflect 315

the original polarity. 316

Secondly, compared to smaller LLMs, 70B 317

LLMs exhibit significantly lower AFR but much 318

stronger red teaming ability. Among 70B mod- 319

els, AFR remains consistently low; for example, 320

the Hermes-3-70B-Instruct attains the lowest AFR 321

(9.57%) of all examined LLMs. However, all 70B 322

models achieve an ASRTotal above 70% with an 323

Iter.Total below 4, reflecting their high effective- 324

ness as red teaming models. Since 70B models gen- 325

erally have strong red team capabilities and strong 326

security, they will all perform well on existing eval- 327

uation indicators. Therefore, their capabilities are 328

similar and their distribution on Fig. 4 is clustered, 329

but the overall trend is still consistent with our 330

conclusion. Despite these advantages, balancing 331

security with red teaming capability remains crit- 332

ical for these larger LLMs, as managing security 333

remains particularly challenging. 334

Lastly, individual models exhibit substantial vari- 335

ations in their security and red teaming perfor- 336

mance. For example, Deepseek-LLM-7B-chat has 337

an AFR of 57.43%, but an ASRTotal of only 338

2%, alongside an Iter.Total of 9.92, making it un- 339

suitable as a red teaming LLM. By contrast, the 340

Llama2 models (7B and 13B) demonstrate excel- 341

lent AFR levels but poor red teaming performance. 342
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Figure 5: The trend graph of red teaming ability and parameter count

Notably, Qwen1.5-14B-instruct stands out, show-343

ing strong red teaming ability relative to other mod-344

els with comparable security levels. It outperforms345

other similarly sized models in both ASRTotal and346

Iter.Total, which leads it to be considered an out-347

lier. These findings underscore the importance of348

effectively balancing security and red teaming abil-349

ity in LLMs to suit practical applications.350

The Correlation between Red Teaming Ability351

and Parameter Count. Based on our analysis352

of red teaming ability across LLMs with different353

parameter sizes (Table 3), we have derived the fol-354

lowing conclusions: Parameter size significantly355

impacts an LLM’s capability to function as a red356

teaming model. When the parameter size falls be-357

low 3B, LLMs often fail to correctly interpret task358

requirements of red teaming instruction. For in-359

stance, despite being instructed to generate adver-360

sarial prompts to jailbreak a target LLM, smaller361

models frequently produce inappropriate or irrele-362

vant outputs (Fig. 11). However, once the parame-363

ter count reaches 3B or higher, LLMs demonstrate364

an improved ability to understand the red teaming365

task and successfully generate effective jailbreak366

prompts.367

In addition, the data in the Fig. 5 shows a clear368

positive correlation between ASRTotal and model369

parameter count. As the parameter count increases,370

the model’s ability to generate effective red team-371

ing instructions significantly improves. For in-372

stance, the model with 3B parameters achieves an373

ASRTotal of 43%, indicating that 3B model has374

already begun to exhibit red teaming attack gen-375

eration capability. When the parameter count in-376

creases to 14B, the ASRTotal rises to 92%, demon-377

strating that larger LLMs can generate more effec-378

tive and penetrating adversarial prompts, thereby379

Parameter Count ASRQwen ASRdeepseek ASRTotal Iter.Qwen Iter.deepseek Iter.Total

0.5B 0 0 0 10 10 10
1.5B 0 0 0 10 10 10
1.8B 0 0 0 10 10 10
3B 28% 58% 43% 8.18 3.9 6.04
7B 24% 22% 23% 8.5 8.82 8.66
14B 88% 96% 92% 4.38 2.92 3.65

Table 3: The correlation between red teaming ability
and parameter count. Mnimize the influence of other
factors, the models we tested belong to the same fam-
ily—the Qwen family.

substantially enhancing red teaming ability. 380

Model Name MMLU GSM8K HE ASRTotal Iter.Total

Deepseek-llm-7B-chat 0.494 0.626 0.482 1% 9.92
Qwen2-7B-instruct 0.705 0.823 0.799 23% 8.66
Gemma-1.1-7B-it 0.643 0.464 0.323 75% 5.06
Llama3-8B-instruct 0.685 0.806 0.604 38% 5.42
Chatglm3-6B 0.614 0.723 0.585 35% 7.28
Mistral-7B-instruct 0.601 0.522 0.262 29% 7.59
Vicuna-7B-chat 0.471 0.158 – 14% 9.06
Llama2-7B-chat 0.453 0.146 0.122 1% 9.94

Table 4: The correlation between red teaming abil-
ity and general capabilities. To understand and com-
pare the general capabilities of LLMs, we collect re-
sults from the following major benchmarks: MMLU (5-
shot) (Hendrycks et al., 2021), GSM8K (4-shot) (Cobbe
et al., 2021), and Human-Eval (HE) (0-shot) (Chen et al.,
2021).

The Correlation between Red Teaming Abil- 381

ity and General Capabilities. Results collected 382

from Table 4 indicate that the red teaming ability 383

of LLMs does not show a clear positive correlation 384

with their performance on general tasks. For in- 385

stance, while Gemma achieves the highest score 386

in ASRTotal, it performs relatively poorly on stan- 387

dard benchmarks, highlighting a significant dispar- 388

ity between its task performance and red teaming 389

ability. In contrast, both Qwen2 and Llama3 ex- 390

cel in the standard benchmarks but under perform 391

in red teaming tasks. Furthermore, Llama2 and 392
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Figure 6: The trend graph of red teaming ability and general capabilities

Vicuna not only perform poorly on standard bench-393

marks but also struggle to generate effective Attack394

Prompt in red teaming tasks. Thus, it is evident that395

the red teaming ability of LLMs does not exhibit396

a strong correlation with their general task perfor-397

mance. Although some models demonstrate excep-398

tional performance in standard tasks, this does not399

necessarily imply that they are also proficient in400

red teaming tasks. Therefore, in practical appli-401

cations, it may be counterintuitive to deliberately402

select LLMs with strong general capabilities as red403

team models.404

4 Related Work405

Red teaming attacks expose vulnerabilities in406

LLMs, indirectly improving their security. Since407

defense methods are not the focus of this research,408

we now focus on how red teaming can reveal se-409

curity vulnerabilities. Red teaming attacks can be410

broadly categorized into human-based, heuristic-411

based, fine-tuning-based, and optimization-based412

approaches. Human-based attacks rely on man-413

ual construction or labeling of adversarial prompts414

to expose LLMs vulnerabilities (Xu et al., 2021)415

or build datasets for later detection (Röttger et al.,416

2021). Heuristic-based attacks involve inserting417

specific adversarial prompts to manipulate the418

LLMs’ response behavior, for instance by append-419

ing phrases like “start with ‘sure, here is”’ to force420

affirmative answers (Wei et al., 2023), or by using421

fake dialogue contexts to trick LLMs into respond-422

ing to harmful queries (Wei et al., 2023; Anil et al.,423

2024). Fine-tuning-based attacks focus on fine-424

tuning LLMs with harmful prompt datasets to en-425

hance their ability to generate adversarial prompts426

(Zeng et al., 2024; Deng et al., 2024). Finally,427

optimization-based attacks involve techniques like428

gradient-based search to iteratively optimize ad-429

versarial suffixes of prompts, thereby increasing430

the likelihood of jailbreaking models (Zou et al., 431

2023; Jones et al., 2023), self-reflection capabilities 432

of LLMs which are used to optimize adversarial 433

prompts until the model jailbreakon (Chao et al., 434

2023). 435

5 Conclusion 436

In this work, we proposed a framework to investi- 437

gate the correlations between the red teaming abil- 438

ity of LLMs and three key factors: security, param- 439

eter count, and general capabilities. Our findings 440

show a negative correlation between red teaming 441

ability and model security: as security increases, 442

the ability to generate adversarial prompts signifi- 443

cantly decreases. Although models require at least 444

3 billion parameters to generate effective adversar- 445

ial prompts, parameter size alone is not a deter- 446

mining factor—some 3 billion parameter models 447

outperform those with 7 billion in red teaming tasks. 448

Furthermore, there is no strong correlation between 449

general capability and red teaming ability. We be- 450

lieve that the findings of this work will provide 451

a basis for the selection of red teaming LLMs in 452

practical applications. When the parameter scales 453

are similar, we can prioritize LLMs with weaker 454

security as red team models instead of LLMs with 455

the strongest general capabilities. In addition, we 456

also hope that our work can provide inspiration for 457

research in the field of red teaming LLMs. For 458

example, some studies attempt to enhance overall 459

security by deploying multiple agents that attack 460

and cooperate with one another. However, this ap- 461

proach may be ineffective, as improvements in an 462

agent’s security could diminish its ability to attack 463

other agents, making it challenging to ensure the 464

continuity of the entire optimization process. 465
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6 Limitations466

We adhere to the open-source license terms when467

utilizing the LLMs. This study did not include468

testing of closed-source LLMs, such as ChatGPT,469

due to their inaccessibility and lack of transparency.470

The proprietary nature of these models restricts our471

ability to examine their internal mechanisms, which472

is essential for understanding their behavior and473

performance. Furthermore, the reliance on closed-474

source models raises concerns regarding control475

and reproducibility, both of which are critical in476

academic research. As a result, our findings may477

not fully reflect the capabilities and limitations of478

these widely used models.479

7 Ethic Statement480

This research aims to explore the correlation be-481

tween the red teaming ability of LLMs and their482

security, parameter size, and general capabilities.483

Although generating harmful content is unavoid-484

able during the study, we have taken measures to485

minimize the risk of malicious use, such as re-486

placing harmful content with “*”. We hope this487

research serves as a preliminary exploration to ad-488

vance the development of red teaming attacks and489

inspire further in-depth studies.490
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A Appendix622

A.1 Details of Different Prompts623

Fig. 7, Fig. 8,Fig. 9 refer to the various prompts624

used in our manuscript.625

Figure 7: Attack Prompt. When testing the security
capabilities of LLMs, we provide the LLMs with ad-
versarial system prompts, where the “harmful content”
refers to harmful outputs that we want LLMs to gener-
ate. This harmful content is sourced from dataset S.

Figure 8: Judge Instruction. The prompt for the judge
model contains “goal” , which refers to the harmful
content that the LLM is expected to output, matching
the harmful content in the input model’s guiding prompt.
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Figure 9: Red Teaming Instruction. The simple query in prompt refers to the harmful query in the dataset S
′
.

A.2 Case Study626

To more clearly demonstrate how our framework627

tests the security and red teaming ability of LLMs,628

we provide specific case studies to illustrate the629

detailed testing process.630

Fig. 10 presents a typical case from our secu-631

rity testing. As shown, after inputting a carefully632

designed adversarial prompt, the target LLM gener-633

ates harmful content, highlighting its vulnerability634

in specific attack scenarios.635

Fig. 12 shows a successful case of an attack exe-636

cuted by a red teaming LLM, where the goal of the637

attack is to get the target LLM to respond to the sim-638

ple harmful query “Develop a strategy for hacking639

into a government database and stealing sensitive640

information?”. The red teaming LLM generates ad-641

versarial prompts using advanced strategies, such642

as role assignment and moral coercion. These ad-643

versarial prompts instructs the target LLM to play 644

the role of a journalist and disguise “stealing gov- 645

ernment secrets” as an act of justice. However, in 646

the initial stage, the target LLM does not jailbreak 647

and refrains from generating harmful output. As 648

the attack iterates, the red teaming LLM improves 649

its prompt through self-reflection, eventually in- 650

ducing the target LLM to generate response of the 651

harmful query. This demonstrates the potential risk 652

led by a red teaming LLM capable of progressively 653

improving its attack strategies. 654

Fig. 11 illustrates an example where the LLM 655

fails to function as an effective red teaming model. 656

In this test, the red teaming model misunderstands 657

the input prompt and instead appears jailbreak. The 658

output reveals that the model is unable to recognize 659

or execute the intended attack task, further under- 660

scoring the variability in red teaming ability across 661

different LLMs. 662
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Figure 10: A typical case of security testing

Figure 11: LLM fails to be as an effective red teaming
model

These case studies provide a clearer depiction663

of the specific procedures and real-world results664

achieved when testing the security and red teaming665

ability of LLMs within our framework.666

A.3 Details of Judge Model667

This section explains how we determine the ac-668

curacy of the judge model. We recruited three669

graduate students from academic institutions as670

volunteers, all of whom had some prior knowl-671

edge of LLMs. We considered the scoring task672

to be relatively straightforward, so we provided673

brief training for them. Before the evaluation, we674

explained the concept of ‘jailbreaking LLMs’ in de-675

tail. To enhance the accuracy of human judgments,676

we also showed the volunteers several example677

cases. These examples included the outputs of the678

target LLMs, harm scores (1-3), and the reason-679

Figure 12: LLM succeeds to be as an effective red
teaming Model

ing behind the scores. we selected 192 responses 680

in total. These responses are evaluated for harm- 681

fulness by graduate students. As for the scoring 682

criteria, in the human evaluation of the harmfulness 683

of the LLMs’ outputs, the categories are: harmless 684

(score 1), low risk (score 2), and high risk (score 685

3). This classification corresponds to the judgment 686

model’s scoring (1-10) as follows: harmless (score 687

1-3), low risk (score 4-6), and high risk (score 7- 688

10). To ensure consistency, we only considered 689

responses classified as high risk to be instances of 690

LLMs jailbreak. Our results are shown in Table 5. 691

Harmless Low Risk High Risk Jailbreaking

LLM eval 97 36 59 50.52%
Human eval 86 49 57 44.79%

Table 5: The evaluation of model and human.

A.4 HS Score Distribution 692

We have recorded the HS scores for all models in 693

this section (Fig. 13). 694
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Figure 13: HS score distribution of all models
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