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Abstract

Post-training alignment is crucial for refining the reasoning
capabilities of Large Language Models (LLMs). A dominant
paradigm for this involves optimizing the model’s policy us-
ing reinforcement learning, powered by techniques such as
Proximal Policy Optimization (PPO), Direct Preference Op-
timization (DPO), and Group Relative Policy Optimization
(GRPO). The success of these methods, whether using an ex-
plicit reward model or optimizing directly on preference data,
is critically dependent on the quality of the guiding signal.
However, these signals are conventionally derived from task-
specific outcomes, such as correctness in math or fluency in
summarization. This approach often limits the model’s abil-
ity to generalize its reasoning skills across diverse domains
and can lead to reward hacking or model collapse. This pa-
per challenges this outcome-based paradigm by introducing
a conceptual framework, GRIT (Generalizable Reasoning
via Intrinsic Traits). This novel framework aims to shift the
emphasis from rewarding what the model answers to how it
reasons. To accomplish this, we define a set of universal, task-
agnostic traits of sound cognition inspired by human reason-
ing. These intrinsic traits are encoded as distinct reward com-
ponents: (1) ensuring sequential logical coherence, (2) penal-
izing cyclic or redundant reasoning, (3) rewarding successful
and integrated tool utilization, and (4) maintaining seman-
tic alignment with the user’s query. By fine-tuning an LLM
to optimize for these intrinsic traits, we hypothesize that the
model will develop a more robust and generalizable cognitive
process.

Introduction

Recently, advanced post-training techniques have substan-
tially improved the capabilities of Large Language Mod-
els (LLMs). A primary frontier of the leading development
is policy alignment. Methods such as Proximal Policy Op-
timization (PPO), Direct Preference Optimization (DPO),
and Group Relative Policy Optimization (GRPO) are used
to steer model behavior to better align with human in-
tent, primarily by learning from outcome-based preferences
(Ouyang et al. 2022; Rafailov et al. 2023; Shao et al. 2024).

Concurrently, a second frontier has emerged in empower-
ing LLMs as agentic reasoners. Frameworks like ARTIST
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(Singh et al. 2025b) and TRAAC (Singh et al. 2025a)
demonstrate how reinforcement learning can effectively
train agents to orchestrate complex sequences of tool calls,
enabling them to solve problems that require external knowl-
edge or computation. These agents are typically trained us-
ing rewards based on final task success.

A third, influential paradigm lies in unsupervised rein-
forcement learning. As demonstrated by Frans et al. (2024)
through Functional Reward Encodings (FRE) framework,
pre-training a physical agent on a diverse prior of random,
extrinsic reward functions (e.g., reaching various goals) can
enable zero-shot generalization to entirely new tasks within
its environment. This finding highlights that a broad reward
distribution is a powerful driver of general capability.

While distinct in focus, these three paradigms share a fun-
damental limitation of reliance on rewards tied to specific,
extrinsic outcomes. Policy alignment methods reward a fi-
nal, preferred output. Tool-using agents are rewarded for
completing tasks successfully. The FRE agent is rewarded
for maximizing a sampled, goal-oriented function. What re-
mains unexplored is the development of a generalist agent
trained on intrinsic principles of sound reasoning rather than
extrinsic tasks.

To address this gap, we propose GRIT (Generalizable
Reasoning via Intrinsic Traits), a novel framework for train-
ing LLMs using a generalist, intrinsic reward function. We
aim to shift the focus from the outcome of a task to the qual-
ity of the process itself. The GRIT framework operational-
izes this philosophy through a composite reward function
comprised of four task-agnostic, intrinsic traits:

1. Sequential coherence: A reward for maintaining a logi-
cal, step-by-step flow.

2. Non-cyclic reasoning: A reward for semantic non-
repetition to encourage cognitive efficiency.

3. Principled tool utilization: A reward for executing valid
tool calls and faithfully incorporating their outputs.

4. Query alignment: A score ensuring the process remains
focused on the user’s initial query.

Our primary contribution is the proposal and formaliza-
tion of the GRIT framework. We introduce a novel and gen-
eralizable methodology for aligning LL.Ms based on the pro-
cedural quality of their reasoning and actions. This provides



a conceptual blueprint for training agents on the founda-
tional mechanics of human cognition. Through this work we
aim to lay the groundwork for future research into develop-
ing more resilient and reliable Al systems.

Related Works

Our work builds on the insight that a broad reward dis-
tribution is a powerful driver of generalization, a princi-
ple demonstrated effectively in unsupervised reinforcement
learning. The state-of-the-art framework, Functional Reward
Encodings (FRE), illustrates how pre-training a physical
agent on a diverse prior of random, extrinsic reward func-
tions enables zero-shot generalization to new tasks (Frans
et al. 2024). This demonstrates that learning from a wide
range of objectives is essential for developing general ca-
pabilities. However, current methodologies for improving
Large Language Models (LLMs) primarily rely on narrow,
extrinsic rewards. Agentic frameworks, such as ARTIST and
TRAAC, train LLMs to use tools by rewarding correct tool
use and terminal task success (Singh et al. 2025a). Similarly,
post-training policy alignment techniques, from PPO-based
RLHF to Direct Preference Optimization (DPO) and Group
Relative Policy Optimization (GRPO), shape model behav-
ior by optimizing for human-preferred final outputs (Ouyang
et al. 2022; Rafailov et al. 2023; Shao et al. 2024). While
effective for specific tasks, this shared reliance on outcome-
based signals fails to instill a fundamentally generalizable
reasoning process.

Our work draws inspiration from the success of the FRE
framework in promoting generalization (Frans et al. 2024).
Like FRE, we define a set of prior reward functions to train
the reasoning model. However, we introduce a simple but
essential shift in focus. Instead of rewarding only the final
solution, we reward the quality of the reasoning steps that
lead to it. This procedural emphasis aligns conceptually with
Constitutional Al (Bai et al. 2022), but our approach opera-
tionalizes principles as measurable traits of sound reasoning
— such as avoiding repetition and maintaining logical flow.
By incentivizing these foundational skills, we aim to guide
the model toward more reliable, adaptable, and generaliz-
able reasoning and problem-solving capabilities.

Proposed Framework: Generalizable
Reasoning via Intrinsic Traits

The GRIT framework is designed to align Large Language
Models (LLMs) by rewarding the intrinsic quality of their
reasoning and operational processes, rather than their final,
task-specific outputs. Our approach is premised on the hy-
pothesis that a model trained on a set of universal, task-
agnostic principles of sound cognition will develop a more
robust and generalizable problem-solving ability.

At its core, GRIT is a training methodology that uses Re-
inforcement Learning (RL) to fine-tune a generator LLM.
The novelty of our framework lies in the design of the reward
function. Instead of a single, monolithic reward model, we
propose a composite reward signal derived from a set of spe-
cialized “critic” models, as shown in Figure 1. Each critic is

a smaller, efficiently trained model designed to measure the
generator’s adherence to one of our four intrinsic traits.

The final aggregated reward signal, R, provided to the
generator LLM at the end of a reasoning trace is a weighted
sum of the component scores:

Ragg = w1 Reoerence + W2 Rcyclic + w3 Riool + w4Ralign (1

where w; are hyperparameters that balance the contribution
of each component, with Zz w; = 1. The following subsec-
tions detail the methodology for deriving each reward com-
ponent.

Ensuring Sequential Coherence (Rcoherence)

A fundamental trait of sound reasoning is that it follows a
logical, step-by-step progression. To reward this, we mea-
sure the local coherence between consecutive reasoning
steps.

Critic Training. We train a small encoder-based model,
the Coherence Critic, to predict whether a given reasoning
step is a logical continuation of the preceding steps. To cre-
ate a training dataset, we take existing high-quality reason-
ing traces from public datasets (e.g., GSM8K).

* Positive Samples are consecutive step pairs (S,_1,Sy)
taken directly from the valid reasoning traces.

» Negative Samples are created by taking a valid preced-
ing step S,,—1 and pairing it with a step .S; randomly
sampled from a different part of the trace or a different
problem entirely.

The critic is then trained on a binary classification task to
distinguish between coherent (positive) and incoherent (neg-
ative) step transitions.

Reward Formulation. During the RL training of the main
LLM, the Coherence Critic evaluates every step transition in
the generated reasoning trace. The final reward component,
Roherence 18 the average coherence score across all steps, re-
warding the generator for maintaining a consistently logical
flow.

Rewarding Non-Cyclic or Non-Redundant
Reasoning (Recyclic)

Efficient reasoning avoids unnecessary repetition and logi-
cal loops. We penalize redundancy by identifying semantic
similarity between non-adjacent steps in the reasoning trace.

Critic Training. We train a Redundancy Critic, typically a
encoder model (e.g., BERT (Devlin et al. 2019), RoBERTa
(Liu et al. 2019)), to produce high-quality embeddings for
reasoning steps. To fine-tune this critic for the specific task
of identifying redundancy, we generate a dataset of sentence
pairs.

* Positive Pairs (High Similarity) are created by taking
sentences from a reasoning dataset and using a powerful
LLM to paraphrase them.

* Negative Pairs (Low Similarity) are created by pairing
a sentence with a random, semantically distinct sentence
from the same dataset.
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Figure 1: Overview of the GRIT framework’s integration with GRPO. The GRIT module provides rewards that align the policy
model with four intrinsic traits: sequential coherence, non-cyclic reasoning, principled tool utilization, and query alignment.
These intrinsic signals shift the paradigm from outcome-based to principle-based RL.

The critic is trained using a contrastive loss to pull embed-
dings of paraphrased sentences together and push embed-
dings of distinct sentences apart.

Reward Formulation. During RL training, the Redun-
dancy Critic computes the embedding for each step in the
generator’s reasoning trace. It then calculates the maximum
cosine similarity between any two non-adjacent steps. The
reward is formulated as an inverse of this score:

Reyelic =1 — i SZ7S 2
yel max (sim(S;, S;)) @

This signal strongly penalizes the generator for circling
back to previously discussed points.

Rewarding Integrated Tool Utilization (Rye1)

A generalist agent must not only call tools but do so cor-
rectly and productively. We define a successful tool call
based on two criteria, borrowing from the robust agent train-
ing methodologies proposed by Singh et al. (2025b).

Reward Formulation. This component does not require a
trained critic and is calculated programmatically. For each
tool call made by the main reasoning LLM, we perform two
checks:

1. Execution Success: The tool call must execute without
raising a syntax, API, or system error.

2. Output Integration: The output returned by the tool
must be referenced in the subsequent reasoning step gen-
erated by the LLM.

A tool call is only considered successful if it passes both
checks. The reward component Ry, is calculated as the ratio
of successful tool calls to the total number of tool calls made
in the trace.

Maintaining Semantic Alignment (Rajign)

Finally, the entire reasoning process must remain focused
on the user’s original intent. We measure this with a global
alignment score (Rajign)-

Reward Formulation. This score is also calculated pro-
grammatically using a pre-trained sentence-transformer
model. We compute the embedding of the initial user query
(Squery) and the embedding of the entire reasoning trace
generated by the LLM (S,cqsoning). The reward compo-
nent Ryjign is the cosine similarity between these two em-
beddings.

Ralign = Sim(SqueTya Sreasoning) (3)

While a simple metric, its inclusion in the composite re-

ward function is effective. The other reward components

(e.g., Reyetics Reoherence) prevent the model from “hacking”

this reward by simply repeating the query, as this would pro-
duce a redundant and incoherent trace.

Implementation Challenges and Future Work

The practical application of the GRIT framework requires
navigating some key challenges inherent to reward-based
alignment. The primary concerns are reward hacking, the
risk of model collapse, and the fidelity of the critic models.

The most significant challenge is reward hacking, where
the generator LLM learns to exploit the reward function
without fulfilling its intended purpose (Gao, Schulman, and
Hilton 2023). For instance, a model could maximize the co-
herence reward (Rcoherence) by generating trivially simple but
logically valid steps, or maximize the tool reward (Roo1)
with numerous successful but irrelevant tool calls. A careful
balancing of the reward weights (w;) and the development
of more adversarially robust critics are crucial for mitigating
these risks.

Second, fine-tuning with a novel RL objective introduces
the risk of model collapse. As the generator over-optimizes



for the GRIT principles, it may diverge from its powerful
base policy, leading to a degradation of its core language
capabilities and world knowledge. This necessitates a care-
fully tuned KL-divergence penalty to balance adherence to
the new principles with the preservation of the model’s foun-
dational abilities.

Finally, the efficacy of GRIT is fundamentally limited
by the fidelity of its critic models. The generator’s perfor-
mance is capped by the intelligence of its critics; any sys-
tematic flaws in the critics will be passed on to the generator
as an erroneous reward signal. Furthermore, while modular,
running multiple critic inferences introduces computational
overhead. Future work could explore distilling the compo-
nent critics into a single, efficient reward model to improve
training scalability.

Conclusion

This paper presents GRIT, a novel framework designed to
address the core limitation of outcome-based rewards in cur-
rent LLM alignment and agentic training. We propose a
paradigm shift from rewarding what a model answers to re-
warding how it reasons. By defining a composite reward sig-
nal based on a set of intrinsic principles of sound cognition,
GRIT provides a new methodology for instilling a generaliz-
able problem-solving process in LLMs. While practical im-
plementation will require careful balancing to mitigate chal-
lenges like reward hacking and model collapse, the GRIT
framework offers a promising and scalable path toward a
new form of alignment. It lays the conceptual groundwork
for training Al systems that don’t just learn to solve prob-
lems, but learn how to think.
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