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ABSTRACT

Chain-of-Thought (CoT) reasoning has proven effective in enhancing large lan-
guage models by encouraging step-by-step intermediate reasoning, and recent
advances have extended this paradigm to Multimodal Large Language Models
(MLLMs). In the medical domain, where diagnostic decisions depend on nuanced
visual cues and sequential reasoning, CoT aligns naturally with clinical thinking
processes. However, Current benchmarks for medical image understanding gener-
ally focus on the final answer while ignoring the reasoning path. An opaque process
lacks reliable bases for judgment, making it difficult to assist doctors in diagnosis.
To address this gap, we introduce a new M3CoTBench benchmark specifically
designed to evaluate the correctness, efficiency, impact, and consistency of CoT
reasoning in medical image understanding. M3CoTBench features 1) a diverse,
multi-level difficulty dataset covering 24 examination types, 2) 13 varying-difficulty
tasks, 3) a suite of CoT-specific evaluation metrics (correctness, efficiency, impact,
and consistency) tailored to clinical reasoning, and 4) a performance analysis of
multiple MLLMs. M3CoTBench systematically evaluates CoT reasoning across di-
verse medical imaging tasks, revealing current limitations of MLLMs in generating
reliable and clinically interpretable reasoning, and aims to foster the development
of transparent, trustworthy, and diagnostically accurate Al systems for healthcare.

1 INTRODUCTION

In recent years, Chain-of-Thought (CoT) reasoning has proven to be a transformative mechanism in
enhancing the problem-solving capabilities of Large Language Models (LLMs) (Chu et al.,2024). By
generating intermediate reasoning steps before arriving at a final answer, CoT improves transparency
and structured decision-making in LLMs. Notable advancements include models like OpenAlI’s
ol (OpenAl, 2024b)) and 03-mini (OpenAll [2025), which exhibit consistent, step-by-step logical
reasoning across multi-turn interactions, and DeepSeek-R1 (DeepSeek-Al et al., [2025) that excels at
decomposing complex tasks into fine-grained subtasks. Building on these successes, researchers have
extended CoT to Multimodal Large Language Models (MLLMs) (Wang et al.| |2025), enabling joint
processing of multiple modalities. Multimodal CoT (MCoT) frameworks now integrate visual and
textual evidence into coherent multi-step explanations, with methods like Chain-of-Spot (Liu et al.,
2024b)), TextCoT (Luan et al., 2024), and DCoT (Jia et al., |2024) emphasizing region-of-interest
analysis. Recent breakthroughs, such as OpenATI’s 03 (OpenAl 2024c)) model, further demonstrate
CoT’s potential for image-based reasoning, while applications in healthcare, robotics, and autonomous
driving highlight its versatility across domains.

In medical MLLMs, CoT reasoning is uniquely critical due to the complexity of medical image
interpretation (Liu et al., [2024a). Clinicians rely on systematic diagnostic processes that involve
iterative observation, verification against key features, and knowledge-based refinement. Explicit
reasoning chains are essential to ensure safety, trustworthiness, and alignment with clinical guidelines.
However, current medical imaging benchmarks focus solely on final-answer accuracy, neglecting the
quality of intermediate reasoning steps (Wu et al.| [2024; | Ye et al.|[2024; Hu et al.| |2024). For instance,
state-of-the-art Medical MLLM benchmarks evaluate VQA performance without assessing how or
why a model arrives at an answer. This gap limits the development of clinically reliable Al systems, as
two models could produce identical answers through fundamentally flawed or incomparable reasoning
paths. Such a lack of scrutiny over intermediate reasoning increases the risk of unnoticed errors,
misdiagnoses, and overconfidence in models that appear accurate on surface metrics.
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To address these challenges, we introduce a novel M3CoTBench benchmark that is designed to
evaluate and standardize CoT reasoning in medical image interpretation. Specifically, we propose a
novel curation pipeline, which includes 1) the collection of diverse and high-quality medical images,
2) automated data annotation, and 3) manual review and calibration. By bridging the gap between
medical diagnostic workflows and Al-driven reasoning, M3CoTBench not only facilitates transparent
evaluation but also paves the way for developing clinically trustworthy MLLMs. Our contributions
redefine evaluation standards in medical imaging, emphasizing the need for interpretable, step-by-step
reasoning in high-stakes applications. Our work is guided by three core principles:

* Diverse Medical VQA Dataset. We curate a 1,079-image QA dataset spanning 24 modalities,
stratified by difficulty and annotated with step-by-step reasoning aligned to clinical workflows.

* Multidimensional CoT-Centric Metrics. Evaluation criteria for reasoning correctness, efficiency,
impact, and consistency, enabling granular performance analysis for various MLLM:s.

* Comprehensive Model Analysis. We evaluate general-purpose and medical MLLMs by quanti-
tative metrics and case studies, highlighting strengths and failure modes in clinical reasoning to
guide future improvements.

2 RELATED WORK

2.1 MULTIMODAL LARGE LANGUAGE MODELS

Inspired by recent advances in large language models like LLaMA (Touvron et al.| 2023) and
GPT (Ouyang et al., [2022), MLLMs extend text-centric architectures by embedding visual fea-
tures into the latent language space, enabling diverse image-grounded text generation. The LLaVA-
OneVision (Li et al.| 2024) family combines large-scale image/video corpora with instruction fine-
tuning to excel across single-image, multi-image, and video tasks. LLaVA-CoT (Xu et al., 2024b)
introduces a multistage prompting strategy incorporating summarization, visual analysis, reasoning,
and conclusion. Qwen-2.5-VL (Bai et al., 2025) advances document parsing, diagram understanding,
and step-by-step reasoning using dynamic resolution and temporal encoding. InternVL2.5 (Chen
et al.|[2024c) introduces a unified multimodal architecture with improved alignment and instruction-
following capabilities across image and video inputs. Its tuned variant (Wang et al., |2024)) further
enhances CoT reasoning via multimodal preference optimization. Closed-source GPT-40 (OpenAl,
2024a) exemplifies integration of real-time vision, audio, and text reasoning. In medicine, special-
ized MLLMs adapt these techniques to clinical data: Med-Flamingo (Moor et al.,2023)) augments
Flamingo (Alayrac et al.| 2022) with medical image—text pretraining for few-shot VQA; LLaVA-
Med (Li et al., |2023) aligns visual content with biomedical concepts using PubMed captions and
GPT-4 instructions; RadFM (Wu et al.| [2023)) pretrains on 2D/3D radiologic scans. Rapid progress de-
mands more effective evaluation, underscoring the need for benchmarks targeting detailed diagnostic
inference in complex multimodal contexts.

2.2 MEDICAL MULTIMODAL BENCHMARKS

Medical multimodal benchmarks evaluate how well MLLMs interpret and reason over clinical imaging
data. VQA-RAD (Lau et al.} 2018)) is an early radiology VQA dataset with clinician-annotated QA
pairs. PathVQA (He et al.| |2020) extends VQA to pathology by pairing textbook and digital pathology
images with expert-reviewed questions. SLAKE (Liu et al.| 2021)) offers English—Chinese radiology
QA enriched with semantic labels linked to a structured medical knowledge base. FMBench (Wu
et al.l [2024) is the first to systematically assess fairness in MLLMs, incorporating clinical tasks,
demographic-aware evaluation, and a novel disparity metric. Quilt-VQA (Seyfioglu et al., [2024)
targets histopathology VQA using real-world images and curated questions. OmniMedVQA (Hu
et al.} 2024) aggregates diverse datasets spanning multiple modalities and anatomy, requiring models
to integrate heterogeneous inputs and justify their answers. GMAI-MMBench (Ye et al.,2024) unifies
284 global datasets into a large-scale multimodal QA benchmark covering a broad range of clinical
scenarios. Despite these advances, most benchmarks still focus on surface-level Q&A and rarely
evaluate deep diagnostic reasoning, such as inferring disease etiology or treatment decisions from
imaging findings. Moreover, they often lack annotations for intermediate reasoning steps, limiting
their effectiveness in assessing CoT-style clinical inference.
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2.3 COT-RELATED MLLM BENCHMARKS

Research on reasoning in multimodal models has advanced through several dedicated benchmarks.
Visual-CoT (Shao et al., 2024) introduces a large-scale dataset of image—Q&A pairs, augmented
with region annotations and step-by-step rationales, along with a multi-turn reasoning pipeline for
interpretable, region-focused CoT tasks. M?3CoT (Chen et al., [2024b) provides a comprehensive
benchmark spanning diverse domains and requiring complex multi-step visual-textual reasoning.
MME-CoT (Jiang et al., 2025) extends this line of work by contributing high-quality data across
six domains and proposing three novel metrics to assess CoT quality, robustness, and efficiency.
CoMT (Cheng et al.| [2025) introduces a benchmark that requires both multimodal inputs and outputs
to evaluate the visual reasoning abilities of LVLMs, addressing the limitations of traditional text-only
outputs in multimodal CoT tasks. MMIR (Yan et al., [2025)) is designed to evaluate MLLMSs’ ability
to detect and reason about semantic inconsistencies in layout-rich multimodal content, revealing
significant shortcomings in current models and highlighting the need for more advanced cross-modal
reasoning capabilities. While these benchmarks have advanced CoT reasoning in natural image
domains, analogous resources remain scarce in the medical field, where rigorous diagnostic reasoning,
interpretability, and domain expertise are essential. This gap underscores the need for medically
grounded benchmarks that can assess step-by-step clinical inference in multimodal settings.
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Figure 1: Curation of M3CoTBench benchmark that encompasses three sections: 1) carefully
curated medical images from various public sources, 2) multi-type and multi-difficulty QA generation
via LLMs and expert calibration, 3) and structured annotation of key reasoning steps aligned with
clinical diagnostic workflows.

3 CURATION OF M3COTBENCH

The collection of images, construction of QA pairs, the annotation of key CoT steps, and manual
review/calibration are carefully designed in Figure[T]

3.1 DATA COLLECTION

All images in M3CoTBench are sourced from public datasets, with selection guided by principles of
diversity, representativeness, class balance, and compliance.

* Diversity. Images are collected from 55 public medical datasets, encompassing diverse imaging
modalities, examination types, and anatomical regions (Table [AT)), with broad geographical
coverage (Figure[A3) and diverse temporal ranges of publishing.

» Typicality.To ensure large intra-dataset variance, image features are extracted by Biomed-
CLIP (Zhang et al., [2023), and a semantically distinct subset is selected by maximizing the
minimum pairwise feature distance.

* Class balance. Each dataset includes multiple categories, with a balanced class distribution
maintained through manual review based on original labels.
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* Compliance. Datasets with usage restrictions or labeled as “no derivatives” are excluded, ad-
dressing compliance issues often neglected in prior benchmarks.
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Figure 2: Overview of M3CoTBench benchmark. Top: The benchmark covers 24 imaging modali-
ties/examination types, 4 question types, and 13 clinical reasoning tasks. Middle: CoT annotation
examples and 4 evaluation dimensions. Bottom: The distribution of image-QA pairs across @) modal-
ities, b) question types, and c) tasks.

3.2 DATA ANNOTATION AND CALIBRATION

Question-Answer Pairs Generation. We employ a unified pipeline for generating QA pairs, with all
questions and candidate answers initially fully generated by GPT-40, and subsequently calibrated by
three different MLLMs and human experts to ensure the validity of the questions and the correctness
of the answers.

* Conversion of Existing Datasets. To accommodate the original purpose of each dataset, we
tailor strategies to different data types. Starting with existing QA pairs from public VQA and
image classification datasets, we use GPT-40 to rewrite them into more diverse formats, such as
single-choice, multiple-choice, true/false, and short-answer questions. For segmentation datasets,
we concatenate the raw image with its corresponding mask and ask targeted questions about the
masked region; for object detection datasets, we generate spatial questions, such as requesting
a rough anatomical location or estimating bounding box coordinates; and for image quality
assessment and disease grading tasks, we present paired images and formulate comparative
questions.

* Generation of Inference-driven Medical Questions. To enrich the complexity of QA tasks and
better support reasoning capabilities, we provide GPT-4o with the original label and prompt it to
generate questions with corresponding answer options grounded in that information. For example,
given a slit lamp image labeled “severe keratitis with corneal ulcer”, GPT-40 is prompted to
create a multi-choice question about causes, such as “What might be the cause of this condition?
(Select all that apply)”, with answer options including bacterial, viral, fungal infections, trauma,
allergic reactions, etc. The correct answers align with clinically relevant causes associated with
the diagnosis. This approach introduces hierarchical difficulty and inference-driven tasks that go
beyond surface-level recognition, fostering deeper medical reasoning.
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* Al and Human Expert Calibration Process. For calibration, we leverage three different MLLMs
to answer each image-question pair independently. If any MLLM’s response differs from the
initially generated answer, a human expert, an experienced doctor, intervenes to make the final
judgment. Additionally, the expert reviews all images and QA pairs comprehensively to perform
a final quality check and calibration. This combined Al-human validation ensures high accuracy
and reliability of the dataset.

Rationale for the step design. Our CoT steps, (1) confirming the image’s nature (modality/examina-
tion type), (2) identifying key visual features, (3) drawing diagnostic conclusions, and (4) providing
further medically informed analysis, are derived from clinician interviews and established theories of
medical reasoning.

* Validation via doctor interviews. Before designing the CoT steps, we interviewed clinicians,
radiologists, and sonographers from five hospitals. Most described their workflow as: identify
the imaging modality, observe key features, draw core conclusions, and then perform additional
analyses such as etiology or treatment planning. One doctor noted that intuition may guide an
initial hypothesis, which is then verified through feature inspection. These findings support our
chosen steps as both sufficient and necessary for medical reasoning.

* Theoretical support from medical cognition. Our CoT design draws on established cognitive
models. a) Hypothetico-deductive reasoning (Elstein et al., [1978): Clinicians generate and
iteratively test hypotheses; our steps follow this natural cycle. b) Pattern recognition (Norman
et al., | 2007): Experienced doctors rapidly spot salient imaging patterns; our early focus on key
features reflects this process. c) Dual-process theory (Arvai, |2013): Intuitive and analytical
reasoning interact; our annotations capture this by allowing preliminary intuitive judgments
followed by feature-based verification and further analysis.

CoT Kkey steps Generation. To ensure effective CoT in medical VQA that mirrors clinicians’
cognitive workflow from perception to judgment, we first leverage MLLMs to annotate CoT key
steps, which then undergo repeated cycles of review, feedback, and revision by medical experts and
students before senior experts confirm the final CoT annotations.

* MLLM-Based Annotation. For each image-question-answer instance, we provide GPT-40 and
Gemini-2.5-Pro with the image, the question, the answer, and any relevant contextual information
from the original annotations. For example, underlying labels used to construct the question
itself, complex questions about treatment, causes, prediction, or function are often derived from
simpler labels such as disease type, which are also provided as input. Additionally, the model
generates reasoning steps following an expert-designed four-step clinical structure: (1) confirming
the nature of the image, such as the imaging modality and examination type; (2) identifying
key visual features; (3) drawing diagnostic conclusions, including the relevant disease, organ,
or tissue; and (4) providing additional analysis based on medical knowledge, such as treatment
strategies or associated symptoms. It is worth noting that we condition the model by specifying
the expected reasoning steps based on the task type. For instance, modality questions omit steps
(3) and (4), while diagnostic questions skip step (4). GPT-40 and Gemini-2.5-Pro then generate
the corresponding key reasoning steps accordingly. Finally, the final results were generated again
by GPT-40, which integrated annotation information from both GPT-40 and Gemini-2.5-Pro.

* AI and Human Expert Calibration Process. To ensure high-quality and medically reliable
annotations, we adopt a multi-stage human—AlI collaborative verification process: a) Initial Student
Review: A medically trained student manually reviews model- or human-generated annotations,
correcting factual, spelling, and formatting errors, and filling in missing key information. Uncer-
tain cases are discussed with experts. b) Automated Multi-Model Checking: The image, question,
and reasoning steps are validated using GPT-4o. c) Expert Review on Model Flags: Any rea-
soning step flagged as “potentially incorrect” by any model is sent to an expert in the relevant
imaging modality for manual review. d) Consensus Resolution: When experts identify issues, the
involved experts and student reviewers hold brief online or asynchronous discussions to resolve
disagreements. Three such meetings and multiple asynchronous discussions were held. Final
reasoning steps and conclusions are updated based on consensus. e) Final Expert Read-through:
Experts conduct a final pass on each sample to ensure that the image, question, reasoning chain,
and answer are medically correct, consistent, and compliant with benchmark standards.



Under review as a conference paper at ICLR 2026

3.3 DATA COMPOSITION AND CATEGORIZATION

As shown in Figure 2} M3CoTBench includes diverse image—QA pairs with multiple question formats
and task types of varying difficulty. It covers a broad range of imaging modalities across several
categories. Tasks span from basic perception to advanced medical reasoning, enabling comprehensive
evaluation of MLLMs.

QA Types. We include four question formats: single-choice, multiple-choice, true/false (judgment),
and short-answer, spanning 13 task types with varying difficulty levels.

Examination Types. The dataset encompasses 24 imaging modalities and examination methods,
which can be organized into six major categories: ophthalmic imaging, radiology, endoscopy, mi-
croscopy, ultrasound-based examinations, and surface-level inspections. Representative modalities
within these categories include slit lamp photography (SLP), fundus photography (FP), optical co-
herence tomography (OCT), optical coherence tomography angiography (OCTA), scanning laser
ophthalmoscopy (SLO), fundus fluorescein angiography (FFA), X-ray, computed tomography (CT),
magnetic resonance imaging (MRI), ultrasound (US), infrared reflectance (IR), nuclear medicine,
fetoscopy, laparoscopy, colonoscopy, gastroscopy, capsule endoscopy, bronchoscopy, ENT endoscopy,
cytology, fluorescence microscopy, dermoscopy, and intraoral examination.

Task Types. To thoroughly assess the reasoning ability of MLLMs, we design questions spanning a
broad spectrum of clinical tasks, including: Examination Type, Image Quality, Recognition, Referring
Recognition, Localization, Diagnosis, Grading, Prediction, Function, Symptom, Counting, Cause,
and Action. These categories range from low-level perception tasks (e.g. assessing image quality)
to high-level clinical reasoning (e.g. identifying causal factors or suggesting next actions). Such
a taxonomy is constructed to test MLLMs’ ability to bridge the gap between visual perception
and domain knowledge reasoning, challenging both their vision-language alignment and medical
understanding. Some example image-question pairs can be seen in Figure 3]

Table 1: Criterion comparison for current benchmarks. v: Satisfied. X: Unsatisfied.

Question CoT Eval. Dimension
Dataset #Img/#QA Exam. Type  Task Type Annotation Corr. Imp. Eff.  Cons.
VQA-RAD (Lau et al.|2018] 315/3515 3 8 2 X v X X X
SLAKE (Liu et al./[2021} 642 /14028 3 10 2 X v X X X
Quilt-VQA (Seytioglu et al.|[2024) 985 /1283 2 5 2 X v X X X
OmniMedVQA (Hu et al.|[2024) 118010/ 127995 127 5 1 X v X X X
GMAI-MMBench (Ye et al.|[2024) - /25831 38" 6 1 X v X X X
M3CoTBench ) 1079 /1079 24 13 4 v v v v v

T The way of classifying modalities differs from this paper.

4 EVALUATION SUITE OF M3COTBENCH

We evaluate CoT reasoning based on four aspects: correctness, efficiency, impact, and consistency.
Here, correctness measures whether the generated reasoning steps are accurate; efficiency reflects the
additional inference time introduced by reasoning; impact quantifies the overall effect of reasoning on
answer accuracy compared to direct prediction without reasoning; and consistency assesses whether
similar tasks tend to follow similar reasoning paths.

Evaluation of Reasoning Correctness. To comprehensively evaluate the accuracy of the model’s
reasoning steps, we quantify the alignment between the generated reasoning sequence and expert-
annotated reasoning paths. Specifically, we compute the following metrics:

N N
Avg Precision = l/NZ IRW N A,@\/|R<i)|, Avg Recall = 1/NZ IR® N AS) /\A,(j) (D

i=1 i=1

Here, R denotes the set of reasoning steps generated by the model, and {. A} represents all annotated
gold reasoning paths for a given question. Since multiple valid reference paths may exist, we choose
the reference Ay~ with the highest overlap with R. Precision measures the proportion of model-
generated steps that are correct, while recall quantifies the coverage of reference reasoning steps. The
F1 score is used to combine both aspects to provide a holistic evaluation of CoT correctness.
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Figure 3: Example image-question pairs for 13 tasks in M3CoTBench, including identifying
examination types, image quality assessment, recognition, referring recognition, counting, local-
ization, diagnosis, grading, symptom identification, clinical action planning, prediction, functional
understanding, and causal reasoning

Evaluation of Reasoning Efficiency. CoT reasoning often introduces significant computational
overhead due to longer generated sequences. Excessively verbose CoT outputs increase inference
time and memory consumption, reducing practical usability in real-world applications. To evaluate
reasoning efficiency, we compute the number of correct reasoning steps per unit time. Formally,

E = (RN Ap+|)/Teor- )

A higher E indicates more accurate reasoning steps per unit time, reflecting more efficient reasoning.
Then we define the average inference latency impact L as the difference between the total CoT infer-
ence time and total direct inference time, divided by the number of examples: L = Tcor/Tdirect, Where
N is the number of examples, and Tcor, Tairect are the total inference times with and without CoT,
respectively. A larger L value indicates a greater average latency overhead. By jointly considering £/
and L, we can better benchmark the trade-offs between interpretability and computational cost in
CoT-enabled models.

Evaluation of Reasoning Impact. To quantify the benefit of generating step-by-step reasoning over
directly producing the final answer, we define the reasoning impact metric as the difference in answer
accuracy between the two approaches. Let Accgep denote the accuracy of the model when generating
answers with intermediate reasoning steps, and Accgirec denote the accuracy when generating answers
directly without explicit reasoning. The reasoning impact I is computed as: I = AcCyep — ACCgirect-

A positive value of [ indicates that step-by-step reasoning improves answer correctness, demonstrating
the effectiveness of CoT generation in enhancing model performance. Conversely, a negative or
zero value suggests that the reasoning steps do not provide additional benefit or may even degrade
the correctness. This metric offers a straightforward way to assess whether incorporating explicit
reasoning contributes meaningfully to the model’s accuracy.

Evaluation of Reasoning Consistency. Structured and task-specific reasoning pathways are fun-
damental for interpretability and play a vital role in ensuring reproducibility, transparency, and
trustworthiness in high-stakes medical decision-making. However, existing evaluation metrics often
treat reasoning steps as unordered elements. To address this gap, we introduce a path consistency
metric that explicitly evaluates how closely the reasoning path for each instance in the same task type.
We compute this score independently for each of the thirteen tasks and then average the results. For

task ¢ with N examples, represent each generated reasoning path Pi(t) as an ordered sequence of step
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categories (e.g. modality, feature, diagnosis, additional analysis).To evaluate path consistency, we
first select the reference path by maximizing its average similarity with all generated paths:

N
. t
P® = arg max ; sim (P, Pi( )), 3)
sim(P, P") = |[LCS(P, P")| /max(|P], |P{")]). @)

The task-level consistency score is then defined as the average similarity between each path and the
canonical reference:

N
0y =1/NY sim(PO, PY), )
i=1
Average score over all tasks: Cpaen = 1/M Z?; C;()ch , where M = 13. A higher Cpaen € [0, 1]
indicates that the model has strong structural stability in its CoT.

5 EXPERIMENTS

5.1 EXPERIMENT SETUP

Evaluation Models. We select top-performing MLLMs for comprehensive CoT evaluation. We
test models such as LLaVA-OneVision(7B) (Li et al.| 2024), Qwen2.5-VL (7B,72B) (Bai et al.,
2025)), Llama-3.2-Vision-Instruct(11B, 90B) (Meta Al |2024)), which are not trained for the reasoning
capability. We also include closed-source GPT-40 (OpenAl, 2024a)) and Gemini 2.5 Pro (Google
DeepMind, [2024) as a strong baseline model. Besides, we test recent models targeting reasoning like
LLaVA-CoT (11B) (Xu et al.l 2024a). Finally, we evaluate some models specifically designed for the
medical domain, like LLaVA-Med (7B) (L1 et al.,[2023)), HuatutoGPT-Vision-7B-Qwen2.5VL (Chen
et al., |20244a) and HealthGPT (Lin et al., 2025)).

Implementation Details. We define the CoT prompt as: Please generate a step-by-step answer,
including all intermediate reasoning steps, and provide the final answer at the end. The direct
prompt is defined as: Please directly provide the final answer without any additional output. For
all experiments, the batch size is set to 1 to ensure independent processing of each sample, and the
temperature is uniformly set to 0.1. For evaluation, we use GPT-4o for all assessment criteria. All
local inference experiments were conducted on a server with NVIDIA H20 GPUs. APIs are used for
closed-source MLLMs, Qwen2.5-VL-Instruct, and Llama-3.2-Vision series.

5.2 QUANTITATIVE RESULTS

The experimental results can be seen in Table[2] from which there are some interesting findings:

Correctness. LLaVA-CoT exhibits relatively strong performance under the CoT setting, likely
due to its architecture and training process, which emphasize structured reasoning chains while
minimizing irrelevant or misleading steps. This design helps preserve accuracy and suggests that
CoT effectiveness depends not only on prompt structure but also on a model’s inherent ability to
generate reliable intermediate reasoning. In contrast, medical-specific models such as LLaVA-Med
and HuatuoGPT-Vision show much lower correctness scores, indicating limitations in generalizing
to complex reasoning tasks beyond domain-specific patterns. Importantly, the correctness of CoT
reasoning is closely tied to overall performance: aside from LLaVA-Med, which performs poorly
even without CoT, models producing high-accuracy CoT tend to suffer less degradation when CoT
is applied. This implies that effective CoT designs can improve medical image understanding and
reasoning by enhancing the model’s ability to structure and verify intermediate steps.

Efficiency. After introducing step-by-step reasoning prompts, models show markedly different
latency behaviors. LLaVA-CoT, the only open-source model explicitly optimized for CoT reasoning,
experiences minimal additional delay. Some closed-source models show moderate, acceptable latency
increases due to a few extra decoding steps. In contrast, Qwen2.5-VL-7B-Instruct, experiences a
substantial increase in latency, likely due to repeated processing of visual inputs and the lack of
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Table 2: M3CoTBench results for MLLMs. 1(|): the higher(lower) the better. F'1, P, R: the aver-
age of F1 score(%), Precision(%), and Recall(%). Accgirect and Accgep: accuracy(%) of generated
answers by directly and CoT. I, E, L, and Cpatn: Impact, Efficiency, Latency, and Consistency score,
respectively. Optimal / sub-optimal results are highlighted in bold / underline.

Model \ Correctness \ Impact |  Efficiency | Consistency
| F1(t) P(®)  R(MT) | Accsep  Accgies  I(T) | BE(T) L) |  Cpam(
Open-source MLLMs
LLaVA-OV-7B (Li et al.|[2024) 39.95 39.33  40.60 | 34.85 41.80 -6.95 | 1636  11.06 0.783
LLaVA-CoT (11B) (Xu et al.|[2024a) 61.27 71.36 53.68 | 40.59 40.69 -0.10 | 22.38 135 0.630
Qwen?2.5-VL-7B-Instruct (Bai et al.{|2025) 4192 37.06 4826 | 35.13 43.93 -8.80 | 18.85 15.45 0.822
Qwen2.5-VL-72B-Instruct (Bai et al.|2025) | 50.03 44.58 57.01 46.25 55.24 -8.99 | 13.55 7.76 0.853
Llama-3.2-11B-Vision (Meta Al|[2024) 36.97 3234 43.14 | 39.85 44.21 -4.36 | 13.97 1.13° 0.823
Llama-3.2-90B-Vision (Meta Al{[2024) 4772 3926 47.72 | 42.63 51.81 -9.18 | 11.95 5.30 0.811
Closed-source MLLMs
Gemini 2.5 Pro (Google DeepMind|[2024) 57.08 46.53 73.82 | 57.10 58.60 -1.50 9.95 1.68 0.835
Claude-Sonnet-4 (Anthropic!|2024} 56.31 52.09 61.28 | 45.06 46.34 -1.28 | 17.01 2.68 0.871
GPT-40 (OpenAli[2024a) 5446 50.70 58.84 | 49.85 52.64 -2.79 | 13.32 5.81 0.834
GPT-4.1 (OpenAl{[2023) 54.41 4526 68.21 54.82 55.82 -1.00 | 19.53 4.88 0.863
Medical MLLMs
LLaVA-Med(7B) (Li et al.|[2023) 31.85 3798 2743 27.99 28.36 -0.37 | 37.68 2.67 0.660
HuatuoGPT-Vision-7B (Chen et al.|[2024a) 33.70  32.34  35.19 | 33.64 43.47 -9.83 | 15.21 20.97 0.833
HealthGPT(3.8B) (Lin et al.|[2025) 5379 5321 5438 | 41.24 43.93 -2.69 | 16.82 8.33 0.578

T Due to issues related to the API, the inference speed of Llama-3.2-11B-Vision is particularly slow.

embedding caching. HuatuoGPT-Vision-7B-Qwen2.5 exhibits the largest slowdown, likely because
each reasoning step redundantly triggers the full vision-language pipeline. Overall, explicit CoT
support and visual embedding reuse emerge as key factors for efficient CoT execution.

Impact. In this accuracy comparison, closed-source models generally outperform their open-source
counterparts, with Gemini 2.5 Pro and GPT-4.1 achieving the highest scores. Among open-source
systems, Qwen2.5-VL-72B-Instruct stands out, delivering performance close to proprietary models.
Most medical-specific models lag behind, reflecting limited generalization in complex medical reason-
ing tasks. Notably, CoT prompting fails to yield consistent gains in medical image understanding and
can even slightly reduce precision, likely because it introduces unnecessary or misleading reasoning
steps in domains where diagnostic decisions depend more on visual cues than logical inference. The
problem is especially pronounced when medical models lack robust multimodal grounding, and
CoT may further raise hallucination risk or distract attention from critical features, as recently noted
in (Li et al.||2025). Some prior studies have discussed this phenomenon. (Mishra & Thakkar, [2023)
points out that CoT is highly sensitive, and unreasonable reasoning chains may substantially degrade
performance. The effects of CoT in (Jiang et al.l 2025) are measured: most perception tasks showed
decreased performance, while about half of the reasoning tasks declined. In some open-ended medical
VQA tasks, enabling CoT in Gemini-2.5-Flash resulted in worse performance than non-CoT mode,
with a drop of 1.28% (Hong et al.| 2025)). Interestingly, LLaVA-CoT shows the smallest accuracy
drop with CoT, likely due to its reasoning design that avoids irrelevant steps, while closed-source
models remain stable thanks to stronger multimodal fusion and richer training data. Making CoT
genuinely effective for medical image understanding remains an open challenge.

Consistency.Apart from models like LLaVA-CoT, LLaVA-Med, and HealthGPT, most models show
relatively high consistency, following similar reasoning paths on the same tasks. Closed-source
models are particularly consistent, likely due to larger, carefully curated datasets, rigorous fine-tuning,
and strict output and reasoning protocols. These factors help ensure their outputs are accurate, stable,
and repeatable, reducing variability in intermediate steps and final answers, which is especially
important in high-stakes medical tasks.

5.3 QUALITATIVE ANALYSIS

By analysis of model outputs with errors, systematic errors are emerging within the intermediate steps
in CoT rather than merely at the final prediction. For example, in the pathology question the CoT
output misclassified the case as Dysplasia even though the early reasoning correctly noted “cellular
atypia”, but then failed to verify the key criterion of “full-thickness epithelial involvement with an
intact basement membrane”. Such qualitative inspection highlights three factors:
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1. Incomplete verification of decisive diagnostic features. Although the CoT reasoning often
identified some relevant abnormalities, it frequently omitted or misweighted critical criteria, such
as the extent of epithelial involvement in the pathology case, thereby allowing early misreadings
to dominate the conclusion and persist through the subsequent steps.

2. Weakened vision-language grounding during step-wise verbalization. By forcing the model
to translate visual cues into descriptive textual representations before decision-making, CoT
increased the risk of information distortion, subtle semantic drift, and gradual loss of fine visual
detail. In the hematology example, this intermediate translation process led to an inaccurate
verbal focus on nuclear shape while neglecting the defining cytoplasmic granules, their relative
prominence, and characteristic spatial distribution.

3. Error accumulation along the reasoning chain. Once an early descriptive mistake occurred,
subsequent steps propagated and rationalized the error, producing a seemingly coherent but
ultimately incorrect explanation that became harder to override with additional context.

These observations indicate that the degradation under CoT reflects deeper vulnerabilities in how
visual evidence is interpreted and verified across multiple reasoning stages. Representative examples
and detailed error analyses are provided in Appendix

6 CONCLUSION

In this work, we introduce M3CoTBench, a novel benchmark designed to evaluate CoT reasoning in
MLLMs for medicine. Our benchmark addresses the critical gap between answer correctness and
reasoning quality in clinical Al systems by incorporating diverse imaging modalities or examination
types, step-by-step reasoning annotations, and tailored multi-dimensional evaluation metrics across
medical cases of varying difficulty, from simple pattern recognition to complex diagnostic reasoning,
enabling fine-grained analysis of model capabilities. Through comprehensive assessments of state-
of-the-art MLLMs, we demonstrate limitations of existing models in generating interpretable and
clinically aligned reasoning. We hope this benchmark will inspire future research toward more
transparent, trustworthy, and practically valuable Al systems for healthcare and beyond. More
discussions about limitations and social impact can be seen in Appendix [E]and Appendix [F
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APPENDIX

This supplementary material provides more detailed information about M3CoTBench. The content of
each appendix is summarized as follows:

* Appendix[A]|Provides a detailed description of how large language models are applied in this work.
This includes their use in assisting writing, guiding dataset construction, supporting annotation
processes, and contributing to model evaluation.

* Appendix B Offers comprehensive information about the dataset used in this study, including the
sources of the data, the diseases and abnormalities covered, the distribution of image resolutions,
detailed task specifications in the benchmark, and descriptions of Chain-of-Thought (CoT)
annotations.

* Appendix [C| Provides an in-depth explanation of the evaluation methodology, including the
metrics used, the design of prompts, and additional clarifications on how model performance is
measured and interpreted.

* Appendix D] Presents supplementary experimental results that complement the main paper, along
with illustrative case studies that demonstrate model behavior and practical outcomes in various
scenarios.

+ Appendix [E| Discusses the known limitations of this study, including potential weaknesses in
the methodology, dataset coverage, and model generalizability, providing a balanced view of the
research.

« Appendix[F]Highlights potential societal implications of this work, considering both beneficial
applications and possible risks, and reflecting on the broader impact of deploying such models in
real-world scenarios.

A THE USE OF LARGE LANGUAGE MODELS

We use large language models solely for polishing our writing, and we have conducted a careful
check, taking full responsibility for all content in this work. In addition, LLMs and MLLMs were
also used in the construction of the dataset and the evaluation of models, and the specific usage has
been described in detail in the main text.
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Figure Al: Word cloud for abnormality and diseases included in M3CoTBench The word cloud
below visualizes the frequency and variety of these labels, highlighting the spectrum of diagnostic
conclusions and imaging findings represented.
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B MORE DETAILS ABOUT THE DATASET

B.1 SOURCE DATASET INFORMATION

Images in the M3CoTBench dataset are collected from 55 publicly available datasets, offering a highly
diverse and representative foundation for training and evaluating multi-modal medical reasoning
models. Its comprehensive coverage across modalities, anatomies, time periods, and geographic
sources ensures broad applicability and robustness in real-world clinical scenarios. The detailed
information can be seen in Table[ATl

B.2 DISEASES AND ABNORMALITIES

This dataset contains a wide range of diseases and abnormalities. A word cloud illustrating their
distribution is shown in Figure
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Figure A2: Image resolution distribution in M3CoTBench. Most images are concentrated below a
width of 1200 and a height of 1500, though some exhibit higher resolutions.

B.3 IMAGE RESOLUTION DISTRIBUTION

For the images, we retained their original sizes as provided in the source datasets, without
applying any additional compression or resizing. Some images may have been preprocessed
in their original datasets. However, for tasks such as entity linking, grading, and image quality
comparison, we concatenate two images side by side, which results in increased image width.
The resolution distribution information can be seen in Figure

* Diversity in examination types: The dataset covers 24 imaging modalities and examination meth-
ods, which can be grouped into six major categories: ophthalmic imaging, radiology, endoscopy,
microscopy, ultrasound-based examinations, and surface-level inspections. These include slit
lamp photography (SLP), fundus photography (FP), optical coherence tomography (OCT), optical
coherence tomography angiography (OCTA), scanning laser ophthalmoscopy (SLO), fundus
fluorescein angiography (FFA), X-ray, computed tomography (CT), magnetic resonance imaging
(MRI), ultrasound (US), infrared reflectance (IR), nuclear medicine, fetoscopy, laparoscopy,
colonoscopy, gastroscopy, capsule endoscopy, bronchoscopy, ENT endoscopy, cytology, fluores-
cence microscopy, dermoscopy, and intraoral examination.

* Diversity in anatomical regions: The datasets encompass a broad spectrum of anatomical
regions, including but not limited to the eye, skin, chest (lungs and heart), brain, abdomen (liver,
kidney, stomach, etc.), oral cavity, uterus and fetal environment, breast, vertebrae, hip, knee, foot,
blood, and bone marrow. This anatomical diversity supports the evaluation of models’ capability
across different clinical tasks and organ systems.

* Diversity in publication years: The included datasets were published across a wide temporal
range, from earlier benchmarks to very recent contributions. This time span captures the evolution
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of imaging quality, annotation practices, and diagnostic standards, making the dataset suitable for
both historical benchmarking and future-proof model evaluation.

* Geographic diversity: The data sources originate from over a dozen countries and regions,
reflecting a variety of healthcare environments, population demographics, and medical imaging
protocols. This geographic diversity enhances the robustness, fairness, and real-world applicability
of models trained on the dataset, particularly in cross-domain or multi-institutional settings. The
geographic distribution of data sources is illustrated in FigurdA3]
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Figure A3: Geographic distribution of data sources in the dataset. Red flags indicate the locations
of contributing hospitals or institutions, where applicable. Due to the complex and varied origins of
some datasets, exact source locations may not always be clearly identifiable.

B.4 DETAILED INTRODUCTION TO TASKS

The benchmark encompasses a diverse range of tasks that mirror real-world clinical challenges
in medical visual-language reasoning. These tasks are designed to evaluate not only a model’s
ability to recognize and classify visual information, but also its capacity to comprehend spatial,
procedural, and diagnostic contexts. Broadly, the tasks can be grouped into two conceptual levels:
Perceptual-level tasks focus on low- to mid-level visual understanding, such as identifying image
modality, recognizing anatomical structures, or assessing image quality. These tasks primarily test
the model’s capability to extract and interpret observable features from the image. Knowledge-based
reasoning tasks, on the other hand, require integration of visual features with clinical knowledge,
commonsense reasoning, or multi-step inference. These include complex tasks such as diagnosing
diseases, predicting disease progression, grading severity, planning clinical actions, or identifying
causal relationships.

* Modality / Examination Types: Understanding and recognizing the imaging modality involved,
such as CT, MRI, X-ray, or OCT, demonstrates the model’s awareness of different diagnostic
techniques and their clinical contexts.

* Image Quality Assessment: Evaluating whether an image is diagnostically adequate, and com-
paring the relative quality between multiple images when necessary. This reflects the model’s
ability to judge image usability in clinical practice.

* Recognition: General visual recognition tasks, including identifying anatomical structures,
tissues, or medical devices, without explicit spatial reference.

* Referring Recognition: Region-specific identification tasks where the model must recognize or
interpret a particular area in the image based on the question or accompanying text.
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Table A1l: Data sources of different modalities in M3CoTBench

Dataset

Anatomical Region

Modality / Examination Type
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thalmic Institute, |2024
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DRAC 2 1an et al.;[2023))
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BN,
1dney (Islam et al., 2022)
COVID-19 Lung |
Brain Stroke CT (Ko et al.}

@FIQAC 2023

T-Image Dataset (Shari- |
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PENGWIN (Liu et al
ToothFairy 4}
Lumetti et al.}[2024; CIEI‘] ano
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Brain Tumor (Bhuvaji et al.}
2020)

3G Segmentation (Buda et al.|
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2019)
Brain Cancer MRI (Rahman,
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BRATS-SSA (Adewole et al.|
2023)

“ancer-Net PCa-Data
et al 2022} |Gunraj et al.||2023)
IMON MRI (Duchesne et al.}

BUSI (Al-Dhabyani et al., 2020)

Eye
Eye
Eye
Eye
Eye
Eye

Skin
Skin

Skin
Chest, Abdomen, Brain

Chest, Abdomen, Brain

Chest, Abdomen, Brain
Chest (Lung)

Chest (Lung)
Foot

Knee
Vertebrae
Shoulder
Kidney
Lung

Brain
Abdomen
Brain
Pelvis

Oral Cavity
Brain

Brain

Brain

Brain
Prostate
Brain

Breast

SLP, FP, OCT, US, SLO, FFA
FP

FP

FP

OCTA

IR

Dermoscopy
Dermoscopy

Dermoscopy

X-ray, CT, MRI, Nuclear
Medicine

X-ray, CT, MRI, US

X-ray, CT, MRI
X-ray

X-ray
X-ray
X-ray
X-ray
X-ray
CT
CT
CT
CT
CT
CT
CT
MRI
MRI
MRI
MRI
MRI
MRI

[N
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Table (continued): Data sources of different modalities in M3CoTBench

Dataset

Anatomical Region

Modality / Examination Type
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Fetal
Neck
Neck
Liver
Liver
Breast

Multi-regions

Breast
Colon and Rectum

Stomach
Oral Cavity

Breast
Lung, Breast

Brain

Blood
Blood

Bone Marrow
Abdomen

Abdomen
Gastrointestinal Tract
Airway Tract
Gastrointestinal Tract
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» Counting: Quantifying specific elements in an image, such as surgical tools, lesions, polyps, or
cells, often requiring precise object detection and differentiation.

* Localization: Identifying the spatial location of regions of interest, such as lesions, organs, or
abnormal structures, testing the model’s understanding of spatial relations and context.

 Diagnosis: Inferring the presence of abnormalities, diseases, or clinical conditions based on
image and text input; this is the most common and clinically important task category.

» Grading: Assessing the severity or stage of a medical condition, such as cancer staging or diabetic
retinopathy levels, requires a nuanced interpretation of visual cues.

* Symptom Identification: Recognizing observable clinical signs or inferring underlying symp-
toms based on the visual features of the image and contextual cues.

* Clinical Action Planning: Making decisions about the next steps in patient care, such as
recommending further examinations, procedures, or treatment options, demonstrating clinical
reasoning ability.

* Prediction: Estimating future disease progression, risks of complications, or expected outcomes,
often involving multi-modal reasoning over image and text inputs.

* Functional Understanding: Interpreting the physiological function of organs, the intended use
of medical instruments, or the purpose of surgical actions, integrating procedural and anatomical
knowledge.

» Causal Reasoning: Identifying the cause or etiology of a symptom or condition, requiring the
model to reason about potential underlying mechanisms or prior events.

B.5 CoOT ANNOTATION

The CoT annotations are collaboratively generated by medical experts and MLLMs, generally
following a four-part structure: {examination type, key feature, key conclusion, additional analysis}.
This approach aligns closely with clinical reasoning patterns used by physicians, who often begin by
identifying the type of examination or modality, observing key findings, deriving conclusions, and,
when necessary, conducting further interpretation or differential diagnosis. The length and structure
of CoT vary depending on the task. For tasks such as recognition, diagnosis, and grading, a three-step
format,{examination type, key feature, key conclusion}, is generally sufficient. In contrast, more
complex tasks like treatment planning, causal reasoning, symptom analysis, prognostic prediction, or
functional interpretation often require a four-step annotation to capture the depth of reasoning. When
it comes to identifying the imaging modality, CoT length depends on the nature of the question. For
example, in general tasks, it may not be necessary to analyze image features to identify the modality
explicitly. However, in questions specifically targeting modality identification, CoT annotations
typically include two steps, focusing on characteristic visual clues about the imaging technique used.
Notably, during examination modality statistics, some subtypes are grouped into broader categories.
However, in CoT annotations, these modalities are often distinguished more finely. For example, IHC
and HE are treated separately, as are MRI T1-weighted and T2-weighted images. Examples of CoT
annotation are shown in Figure Figure [A5] and Figure

C SUPPLEMENTARY TO EVALUATION PROCESSES

C.1 EXAMPLES OF PATH SIMILARITY IN REASONING CONSISTENCY EVALUATION

To evaluate the structural stability of reasoning in multi-step tasks, we introduce a path consistency
metric that measures the similarity of reasoning paths across instances of the same task type. Unlike
traditional metrics that treat reasoning steps as unordered, this metric accounts for the sequential
structure by comparing generated paths to a canonical reference using the normalized longest common
subsequence (LCS). The final score, averaged over all 13 tasks, reflects the model’s ability to follow
consistent, interpretable reasoning patterns, a key property for transparency and trust in medical
decision-making. Here are some examples to show the specific calculation method:

Consider the following reasoning paths, where each element is one of {modality, feature, diagnosis,
treatment }, representing a progression from identifying the imaging type, describing visual findings,
inferring clinical conditions, to suggesting appropriate medical interventions.
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a) What examinations need to be done next? CoT Annotation

1. Examination type: Scanning laser ophthalmoscopy (SLO).

2. Key features: Severe tortuosity and engorgement of all branches of the central
retinal vein can be seen; extensive deep blot and flame-shaped hemorrhages involving
the peripheral retina and posterior pole; and severe disc edema and hyperemia.

3. Key conclusion: The likely diagnosis based on this image is central retinal vein
occlusion.

4. Additional Analysis (action suggestions): Fluorescein angiography demonstrates
retinal circulation patterns and identifies areas of nonperfusion, while OCT reveals
macular edema and structural changes characteristic of venous occlusive disease.

CoT Annotation
1. Examination type: Fundus photography.

b) What might be the cause of this condition?

2. Key features: Scattered old pigmentary deposits are visible on the retina, with
peripapillary fibrous proliferation and sickle-shaped retinal folds emanating from the
optic disc.

3. Key conclusion: The likely diagnosis based on this image could be suspicious chronic
tractional retinal detachment(TRD).

4. Additional Analysis (causal Reasoning): Chronic TRD develops from prolonged
fibrovascular proliferation creating mechanical traction on retinal tissue, commonly
seen in advanced proliferative diabetic retinopathy with inadequate glycemic control.

€) What disease is most likely associated CoT Annotation
with the picture? (Select one option)
A. Liver Cancer B. Hepatitis

C. Cirrhosis D. Fatty liver disease

1. Examination type: CT.

2. Key features: Within the large organ located in the left of the image (consistent
with the liver), there is a distinct shaped, focal area. This area exhibits a slightly
darker appearance compared to the surrounding liver tissue. Its borders are
generally discernible but not uniformly sharp.

3. Key conclusion: The image demonstrates a hepatic lesion and the likely diagnosis is
liver cancer.

d) What lifestyle measures should be taken CoT Annotation
to manage this situation?

(Select all that apply)

Reduce salt intake

Engage in regular moderate exercise

Smoke more to relieve stress

Avoid excessive alcohol consumption
Maintain a healthy weight

Skip medications without consulting a doctor
Monitor blood pressure regularly

. Eat more processed foods

1. Examination type: X-ray.

2. Key features: The cardiac silhouette appears broad, occupying a significantly large
proportion of the transverse width of the thoracic cavity. The widest transverse
diameter of the cardiac silhouette visibly spans more than half of the maximal
transverse diameter of the thoracic cage. Both the right cardiac border and the left
cardiac border extend broadly towards their respective lateral chest walls.

3. Key conclusion: The likely diagnosis is cardiomegaly.

mOHEY 0w

4.Additional Analysis (action suggestions/option analysis): Option A: Salt reduction
prevents fluid retention and hypertension. Option B: Moderate exercise strengthens
cardiovascular system under guidance. Option C: Smoking worsens cardiovascular
disease directly. Option D: Alcohol excess causes cardiomyopathy and arrhythmias.
Option E: Weight loss reduces cardiac workload. Option F: Medication adherence
crucial for disease management. Option G: Blood pressure monitoring ensures
treatment effectiveness. Option H: Processed foods worsen hypertension and
inflammation.

€) What surgical or medical instruments CoTAnnotation

visible in the image? (Select one option)
A. No instruments present

B. Scalpel

C. Metal clip

D. Surgical sponge

1. Examination type: Colonoscopy.
2. Key features: Three separate silver-colored cylindrical structures in the image.

3. Key conclusion: There are three metal clips in the image.

Figure A4: Examples of CoT annotations with corresponding images and questions in
M3CoTBench (1). Different types of questions are annotated with different lengths of CoT steps.
For example, diagnostic (c¢) and recognition (e) questions involve three annotation steps, while
action-planning (a, d) and causal analysis (b) questions are annotated with four steps.
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a) What are the primary functions of the CoT Annotation

instrument in this image? (Select all that apply) ;. Examination type: Laparoscopy.
A. Retrieval of resected tissue or polyps

B. Coagulation of bleeding vessels

C. Prevention of contamination or

spillage during specimen removal

D. Inflation of the abdominal cavity

E. Visualization enhancement

F. Safe extraction of specimens through trocars
G. Biopsy sampling

H. Closure of mucosal defects

2. Key features: The visible tool is light gray to white in color with a matte, slightly
textured surface. It appears to be made of a thin, flexible material, exhibiting multiple
folds and drapes. A section of the material is visible in a rolled or gathered
configuration.

3. Key conclusion: The tool shown in the image is specimen bag.

4. Additional Analysis (functions): Option A: Designed to contain and remove resected
tissues from body cavity. Option B: Plastic bag lacks energy source for coagulation.
Option C: Prevents spillage of infectious contents and malignant cell seeding. Option D:
Insufflation achieved through specialized trocar, not specimen bag. Option E:
Visualization is endoscope function, not retrieval bag. Option F: Contains specimen
allowing extraction through small trocar safely. Option G: Used for retrieval after
resection, not for taking samples. Option H: Closure performed with clips or sutures,
not retrieval bags.

b) What does this image most likely represent? CoT Annotation
(Select one option) X X

1. Examination type: Ultrasound.
A. Normal B. Benign

C. Malignant D. None of above 2. Key features:The image displays a heterogeneous, mottled gray echotexture in the

= — upper portion. Below this, there are distinct, thin, parallel hyperechoic (bright) linear

N structures interspaced with hypoechoic (darker gray) regions. These linear structures

= are smooth and appear continuous. The overall echotexture appears organized and

consistent throughout the depicted area. There is an absence of distinct, irregularly

shaped focal anechoic (black) or intensely hyperechoic (white) lesions, or areas of
distorted architecture.

3. Key conclusion: The diagnosis conclusion is Normal.

€) What kind of pathological process does the CoT Annotation
image most likely suggest? (Select one option) 1. Examination type: Section stained with hematoxylin and eosin (H&E).

A. Inflammatory edema
B. Hemangioma formation
C. Lymphedema-like process

2. Key features: The image displays extensive areas of packed, eosinophilic (pink-
stained) fibrous tissue. Within both the pink fibrous tissue and the adjacent adipose
tissue, irregular, clear, and empty or very pale-staining spaces of varying sizes are

D. Necrotizing lesion observable. The white, vacuolated fat cells within the adipose tissue appear
e - — - separated by pale, amorphous material or thin pink septa.

3. Key conclusion: The image suggests Lymphedema-like process.

d) True or False: The staining method CoT Annotation
shown in the image is hematoxylin and
eosin (H&E) staining. 1. Examination type: Immunohistochemical (IHC) staining.

2. Key features: The image shows scattered brown reaction product (likely DAB) over
a very lightly counter-stained background.

€) True or False: The image on the left Gel\Annotation

is of higher quality than the one

S 1. Examination type: CT.
on the right.

2. Key features:The image on the right has a much smoother appearance with
significantly less grainy noise compared to the left.The image on the right shows
fewer streaking artifacts, especially visible around the body contour, which are
prominent in the left image. Better Soft Tissue Delineation : Structures and
boundaries within the soft tissues (e.g., bowel loops, fat planes) are more clearly
defined and have better contrast on the right.

3. The image on the left is of higher quality than the one on the right.

Figure A5: Examples of CoT annotations with corresponding images and questions in
M3CoTBench (2). Different types of questions are annotated with different lengths of CoT steps. For
example, diagnostic (b, ¢) and image quality (d) questions involve three annotation steps, function
understanding (a) question is annotated with four steps, and examination type (d) is annotated with
two steps as the modality is the conclusion itself.
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a) True or False: This abnormality will CoT Annotation
certainly progress to squamous cell
carcinoma if untreated. 1. Examination type: Dermatological image.

2. Key features: The image displays a localized skin lesion characterized by a central,

a roughly circular depression. Within and immediately surrounding this depression,
there is yellowish, irregular, and adherent scaly material. The skin surrounding the
central area of scales and depression exhibits a reddish discoloration. The overall skin
texture in the observed area appears somewhat irregular and roughened.

3. Key conclusion: The likely diagnosis is actinic keratoses.

4. Additional Analysis (prediction): Actinic keratoses (AKs) are precancerous lesions,
often caused by chronic sun exposure. While they can progress to squamous cell
carcinoma (SCC), not all of them will. The risk of progression is relatively low.
macular edema and structural changes characteristic of venous occlusive disease.

b) How many polyps are in the image? CoT Annotation

1. Examination type: Gastroscopy.

2. Key features: The visible surface appears generally flat and continuous, without
any distinct, elevated, or protuberant masses. The mucosal lining displays natural
folds and creases, but no localized exophytic growths are observed. The texture of the

surface is relatively uniform throughout the visible area, lacking discrete, raised
lesions..

3. Key conclusion: There is no polyp in the image.

€) True or False: The left image shows higher knee CoT Annotation
osteoarthritis severity than the right.
1. Examination type: X-ray.

2. Key features: In the left image, the joint space is relatively well preserved; only
mild narrowing. In the right image, obvious joint space narrowing, subchondral
sclerosis, and possible osteophyte formation.

3. Key conclusion: The left image shows higher knee osteoarthritis severity than the
right.

d) The figure consists of two images side by CoT Annotation
side. The image on the right is a
segmentation mask of a specific region in
the image on the left. What does the white

1. Examination type: MRI(FLAIR).

area in the right image represent in the left 2. Key features: The white area in the right image exhibits an irregular and complex
image? (Select one option) shape. This irregular shape and its precise contours in the right image spatially
AGHbmalesion B Erainedema correspond directly to a distinct, large, and brightly colored (green and light blue)
C. Cerebrospinal fluid D. Skull area observed within the brain parenchyma in the left image. It is located within the

brain parenchyma, with internal signal intensity variations, appearing as differing
color intensities. The white color in the right image highlights this specific bright
region by sharply contrasting it against the dark background, visually representing
the boundaries of this particular area from the original scan.

E. Normal brain tissue

3. Key conclusion: The white area in the right image likely represents glioma tumor.

€) Which of the following symptoms is this Col\Anagtation

patient most likely to experience? (Select all 1. Examination type: CT.
that apply)

2. Key features: A significantly enlarged, ovoid, low-attenuation structure is visible in
A) RUQ pain (Right Upper Quadrant pain) the right upper quadrant, adjacent to the liver. Multiple small, irregular, very high-
B) Jaundice attenuation foci are present within the lumen of this enlarged structure. Numerous
C) Dark urine branching, tubular, low-attenuation structures are visible throughout the liver
D) Clay-colored stools parenchyma, appearing wider than typical intrahepatic vessels. A distinctly
E) Weight loss prominent, tubular, low-attenuation structure is observed in the area consistent with

the common bile duct, measuring larger than expected.

3. Key conclusion: The possible diagnosis is cystic duct and common bile duct
obstruction.

4. Additional Analysis (symptom analysis): Option A: RUQ pain is possible.
Obstruction often causes pain in the right upper quadrant due to biliary colic or
inflammation. Option B: Jaundiceis possible. CBD obstruction blocks bile flow, leading
to buildup of bilirubin in the blood. Option C: Excess conjugated bilirubin is excreted
in the urine, darkening its color. Option D: Clay-colored stools are possible. Lack of
bile pigments in the intestine leads to pale or clay-colored stools. Option E: Weight
loss is Less likely initially. Not a typical early symptom of bile duct obstruction,
though possible in malignancy or prolonged illness.

Figure A6: Examples of CoT annotations with corresponding images and questions in
M3CoTBench (3). Different types of questions are annotated with different lengths of CoT steps. For
example, counting (b), grading (¢) and referring recognition (d) questions involve three annotation
steps, and prediction (a) and symptom (e) questions are annotated with four steps.
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» Example 1: P, = [modality, feature, diagnosis|, P, = [feature, modality, diagnosis]. Then the
LCS is [modality, diagnosis] and [feature, diagnosis]. ’LCS(Pl, Pg)’ = 2, thus

2
i P,P)) = ———— = 2x0.67. Al
Slm(( 1 2) maX(?), 3) 3 ( )
« Example 2: P = [modality, diagnosis, treatment], P =

[modality, feature, diagnosis, treatment]. Then the LCS is [modality, diagnosis, treatment]
|LCS(P1, P,)| = 3, thus

3
i P,P)) = —— = 32=0.75. A2
sim((P1, P2) max(3,4) 4 (A2)
¢ Example 3: P = [modality, feature, treatment] , Py =

[modality, feature, diagnosis, treatment]. Then the LCS is [modality, diagnosis, treatment]
The |LCS(Py, P,)| = 3, thus

. 3
sim((Py, P2) = x(3.1) = 3 =0.75. (A3)

» Example 4:

P, = [feature, modality, diagnosis, treatment] , P, = [modality, feature, diagnosis, treatment].
Then the LCS is [modality, diagnosis, treatment] and [feature,diagnosis, treatment] The
|LCS(Py, Py)| = 3, thus

sim((P, P) = ——— = 3 =0.75. (A4)

C.2 EVALUATION PROMPTS

During evaluation, we use GPT-4o to assess the correctness of each step. Since the feature description
and additional analysis parts of the CoT annotations are relatively subjective, with multiple valid
expressions for the same meaning, we adopt more lenient instructions for these components. In
contrast, we apply stricter criteria to the examination modality and key conclusion steps.

C.2.1 EVALUATION PROMPTS FOR ANSWER ACCURACY

The prompt for calculating accuracy for both direct outputs and CoT outputs is shown below:
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Prompt for calculating accuracy for both direct outputs and CoT outputs

You are a medical evaluation expert:

#Your tasks:

1. From the model’s prediction below, **extract the final answer only** (ignore reasoning,
explanations, or intermediate answers).

2. Judge whether this extracted final answer matches the provided ground-truth answer.
#Type instruction:

Return ONLY a JSON object with the EXACT format below (no extra text):

[

{{
"match": true or false,
"final answer": "the extracted final
answer text"

}}
Inputs:

Question:
{question}

Ground-truth Answer:
{answer}

Model’s Prediction:
{prediction}

C.2.2 EVALUATION PROMPTS FOR PRECISION CALCULATION

The prompt for precision calculation is:

Prompt for calculating precision for CoT outputs

Given a solution with multiple reasoning steps for an image-based problem, reformat it
into well-structured steps and evaluate their correctness:

Step 1: Reformatting the Solution
Convert the unstructured solution into distinct reasoning steps while:

* Preserving all original content and order.
* Not adding new interpretations.
* Not omitting any steps.
# Step Types
1. Image Modality or Exam Method

* Describes the imaging type or procedure used (e.g., CT, MRI).
* Focuses on technical aspects without interpretation.

2. Key Image Feature Analysis
* Pure visual observations.
* Describes visible structures or abnormalities in the image.
* Pure observation without inference.
3. Identification, Localization, or Diagnostic Conclusion
* Provides specific findings or diagnosis based on image features.
* Includes reasoning and clinical conclusions.
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4.

1.
2.

[

* Classification conclusion for cells or organs.
Knowledge-Based / Differential / Exploratory Analysis

* Includes disease progression prediction, organ/cell/instrument function, treatment or
further examination suggestions, cause analysis of disease or abnormalities, other
medical knowledge, and step-by-step analysis of multiple-choice options.

# Step Requirements

Each step must be atomic (one conclusion per step)
No content duplication across steps
Initial analysis counts as background information

Final answer determination counts as logical inference

Step 2: Evaluating Correctness
Evaluate each step against:
# Ground Truth Matching

For modality or examination types: Must strictly correspond to ground truth; different
wording allowed if meaning is equivalent.

For image feature description: Lenient matching, largely overlap and similar meaning
with ground truth are fully accepted as correct, as long as there is no contradiction.

For key conclusions: Should strictly correspond to ground truth; different wording allowed
if meaning is matched or entailed.

For additional analysis: Lenient matching, largely overlap and similar meaning with
ground truth are fully accepted as correct, as long as there is no contradiction.

# Reasonableness Check

Premises must not contradict any ground truth or correct answer.
Logic is valid.
Conclusion must not contradict any ground truth.

Conclusion must support or be neutral to the correct answer.

# Judgement Categories

Match: Aligns with ground truth.
Reasonable: Valid but not in ground truth.
Wrong: Invalid or contradictory.

N/A: For background information steps.

# Output Requirements

The output format MUST be in valid JSON format without ANY other content.

For highly repetitive patterns, output it as a single step.

Here is the JSON output format:

"step_type": "image description | logical inference
| background information",

"premise": "Supporting evidence

(required only for logical inference)",
"conclusion": "Stated outcome of this step",
"Judgment": "Match | Reasonable |

Wrong | N/A"
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Your task is to reformat the following solution into discrete reasoning steps, and evaluate
each step based on the ground truth.
Input:

[Problem]

{question}

[Solution]

{solution}

[Correct Answer]

{answer}

[Ground Truth Information]

{gt\_annotation}

C.2.3 EVALUATION PROMPTS FOR RECALL CALCULATION

The prompt for recall calculation is:

Prompt for calculating recall for CoT outputs

You are an expert system for verifying solutions to medical image-based problems. Your
task is to match the ground truth middle steps with the provided solution:

# Input Format:

1. Problem: The original question/task.

2. A Solution of a model.

3. Ground Truth: Essential steps required for a correct answer.

# Matching Process:
You need to match each ground truth middle step with the solution. Match Criteria:

* The middle step should match in the content or is directly entailed by a certain content in
the solution.

* For subjective or descriptive steps such as image feature descriptions, treatment sugges-
tions, disease causes, or cellular functions, match leniently: A step is considered “Matched”
if the overall meaning largely overlaps with the solution and there is no contradiction,
even if wording differs. Exact wording or structure is not required as long as the clinical
implication is preserved.

* For objective steps such as specific diseases, lesion names, or image modalities, match
more strictly: The terminology must refer to the same medical concept, though phrasing
may differ (e.g., “retinal detachment” vs. “detached retina” is acceptable). Partial overlap
is permitted, but the key meaning cannot be changed.

In all cases, evaluate whether each ground truth step is represented in the solution, either
explicitly or with clear implication.

# Output Format:
JSON array of judgments:
[
{
"step_index": <integer>,
"Judgment": "Matched" | "Unmatched"
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]
# Additional Rules:

1. Only output the JSON array with no additional information.

2. Judge each ground truth middle step in order, without omitting any step.
Here is the problem, answer, solution, and the ground truth middle steps:

[Problem]

{question}

[Answer]

{answer}

[Solution]

{solution}

[Ground Truth Information]

{gt_annotation}

C.2.4 EVALUATION PROMPTS FOR STEP ORDER RECOGNITION

When computing CoT consistency, it is necessary to determine the order of the reasoning steps in the
model’s output. This requires first classifying the type of each step. Our prompt is as follows:

Prompt for step order recognition

Our prompt consists of two main parts: a system instruction section (system prompt)
and an output format section (OUTPUT_FORMAT). The system part defines how the AI
should analyze medical image responses, while the output format specifies the JSON
structure, with the AI response to be analyzed being passed into the system through the
text parameter:

"modality_reasoning_segments":

[AI’s major segments that primarily focus on imaging
techniques/examination methods],
"observation_reasoning_segments":

[AI’s major segments that primarily focus on describing
what is directly visible in the image],
"conclusion_reasoning segments":

[AI’s major segments that primarily focus on making
definitive identifications, diagnoses,

or final determinations],
"knowledge_reasoning_segments":

[AI’s major segments that primarily focus on external
clinical knowledge/context beyond

what’s visible],

"modality_first_position":

[character position where first modality-focused
segment appears],

"observation_first_position":
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[character position where first observation-focused
segment appears],

"conclusion_first_position":

[character position where first conclusion-focused
segment appears],

"knowledge_first_position":

[character position where first knowledge-focused
segment appears],

"modality_reasoning_ order":

[1-4 based on which type of segment appears first,
0 if not present],

"observation_reasoning_order":

[1-4 based on which type of segment appears first,
0 if not present],

"conclusion_reasoning_order":

[1-4 based on which type of segment appears first,
0 if not present],

"knowledge_reasoning_order":

[1-4 based on which type of segment appears first,
0 if not present],

"total_segments":

[total number of major reasoning segments AI used],
"reasoning_pattern": "[A simple, high-level sequence
of the primary reasoning categories, e.g.,
"Modality —-> Observation —-> Conclusion’]"

}

System Prompt: You are an expert Al reasoning analysis assistant. Analyze Al responses
to medical image questions by identifying the AI’s own major logical segments and
categorizing each segment by its PRIMARY focus.

# ANALYSIS INSTRUCTIONS:

1. Disregard any purely introductory or framing sentences (e.g., “I’ll analyze this image...”).
Only analyze segments that contain substantive reasoning.

2. Respect the AI’s own major structural divisions (steps, sections, or natural paragraph
breaks).

3. Categorize each major segment by its single, dominant reasoning type.

4. For the reasoning_pattern field, create a concise, high-level sequence of the primary
categories. Do not include step numbers or repeat categories for consecutive segments of the
same type.

SEGMENT CATEGORIES:

- MODALITY_REASONING: Segments about imaging techniques, examination methods,
image types, technical aspects (e.g., “This is an endoscopic image”, “This appears to be a
chest X-ray”)

- OBSERVATION_REASONING: Segments describing what is directly visible - anatomical
structures, visual characteristics, findings without making definitive conclusions (e.g., “The
tissue appears red”, “I can see circular structures’)

- CONCLUSION_REASONING: Segments making definitive identifications, diagnoses, final
determinations, or conclusive statements about what something IS (e.g., “This is scoliosis”,
“There is no bleeding present’)

- KNOWLEDGE_REASONING: Segments applying external clinical knowledge beyond the
image - explaining what signs to look for, clinical context, background medical information
(e.g., “Active bleeding would typically appear as...”, “Treatment options include...”)

# CRITICAL DISTINCTIONS:

- Simply mentioning “endoscopic image” within observation = MODALITY

- Describing visible red tissue = OBSERVATION

- Explaining what bleeding signs look like = KNOWLEDGE

- Stating “no bleeding present” = CONCLUSION

# Analyze the following: {text}
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# CRITICAL: You must respond with ONLY valid JSON format. Do not include any other
text before or after the JSON object.

Your output must be valid JSON in this exact format:

{OUTPUT_FORMAT}

D SUPPLEMENTARY TO EXPERIMENTS

D.1 SUPPLEMENTARY RESULTS

The radar plot for performances of some MLLMs on M3CoTBench is shown in Figure Due
to space limitations, we only reported the latency and efficiency metrics in the main text. Here, we
present the average response time per question for each MLLM under both the direct and step-by-step
settings, as shown in the Table below. As shown in Table most MLLMs exhibit a significant
increase in response time under the step-by-step (CoT) setting compared to the direct response setting.
This is expected due to the inherently longer generation process of multi-turn reasoning. In general,
closed-source commercial models tend to have higher latency than open-source models in both
settings, likely because they employ larger architectures or more complex inference pipelines. For
example, Gemini2.5-pro and GPT-4 variants demonstrate relatively high response times compared
to smaller open-source models such as Qwen2.5-VL-7B and LLaVA-OV-7B. When comparing
models of different scales, larger models usually incur higher latency due to increased computational
cost; however, some exceptions exist, potentially due to optimization and deployment differences.
Notably, the Llama-3.2-11B-Vision model shows an abnormally high latency in the direct setting,
even exceeding that of its larger 90B counterpart, suggesting deployment inefficiencies rather than
pure model complexity as the cause.

It is also important to note that public APIs are often affected by uncontrollable external factors such
as server load, throttling policies, or background queuing. And the local experiments and API-based
evaluations were conducted on different hardware environments, which may contribute to latency
differences. Therefore, while the measurements reflect general trends in efficiency, they are subject
to variability and may not precisely represent the models’ inherent computational latency. This
constitutes a limitation of our experiments.

Table A2: Comparison of the average response time per question for MLLMs under direct and
step-by-step reasoning conditions. Optimal / sub-optimal results are highlighted in bold / underline.

Model 3 T direct Tcor
LLaVA-OV-7B (Li et al.||[2024) 0.7034 7.7822
LLaVA-CoT (Xu et al.|[2024a) 5.5613 7.4875

Qwen2.5-VL-7B-Instruct (Bai et al., [2025) 0.5188 8.0152
Qwen2.5-VL-72B-Instruct (Bai et al.,2025)  1.7144  13.3034

Llama-3.2-11B-Vision (Meta Al 2024) 8.5518 9.6951
Llama-3.2-90B-Vision (Meta AlL[2024) 2.3694 12.5677
Gemini2.5-pro (Google DeepMind} [2024) 13.8923  23.3392
Claude-Sonnet-4 (Anthropic |[2024) 4.2489 11.4011
GPT-40 (OpenAll |[2024al) 2.3639 13.7521
GPT-4.1 (OpenAlL[2023) 2.2465 10.9657
LLaVA-Med (Li et al.;[2023) 0.8703 2.3244
HuatuoGPT-Vision (Chen et al., [2024a) 0.5310 11.1364
HealthGPT (Lin et al.;[2025) 0.6395 5.3322

D.2 CASE STUDY

D.2.1 EXAMPLE 1

Comparison of answers from Qwen2.5-VL-7B-Instruct and the annotated CoT steps.
Q: What is the most appropriate term to describe this finding? (Select one option)

A. Hyperplasia
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Impact Recall

Efficiency >/\ \ ——Precision
1/Latency Consistency Score
LLaVA-OV-7B B Liama-3.2-90B-Vision GPT-4.1
Qwen2.5-VL-72B-Instruct [ Gemini 2.5 Pro HealthGPT

Figure A7: Performances of some MLLMs on M3CoTBench: Closed-source models such as
Gemini 2.5 Pro perform well in terms of CoT correctness, negative CoT impact, consistency, and
latency. However, Gemini 2.5’s relatively low efficiency scores are likely due to the longer absolute
inference time.

B. Dysplasia

C. Carcinoma in situ

D. Invasive carcinoma

Correct Answer: C.

The direct answer is C., and the CoT Answer is B.
The output of CoT prediction is shown below:

To determine the most appropriate term to describe the finding in the provided image, we need to
analyze the characteristics of the tissue shown and compare them with the definitions of the given
options.

Hyperplasia: This is an increase in the number of cells in a tissue without any abnormal changes in
the cell structure or function. The image shows an increase in cellularity, but the cells appear to be
normal in structure and function, which is not typical for hyperplasia.

Dysplasia: This is a precancerous condition where there is a change in the normal structure of cells,
leading to an abnormal growth pattern. The cells in the image appear to have abnormal nuclei and
cytoplasm, which is a characteristic of dysplasia.

Carcinoma in situ: This is a term used to describe a cancer that is confined to the epithelial layer and
has not invaded the underlying stroma. The image shows a well-defined area with abnormal cells, but
there is no evidence of invasion into the underlying stroma.

Invasive carcinoma: This is a cancer that has invaded the underlying stroma and has the potential to
spread to other parts of the body. The image does not show any invasion into the underlying stroma,
so this term is not applicable.

Given the analysis, the most appropriate term to describe the finding in the image is:
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B. Dysplasia

The intermediate reasoning process is as follows:

The image shows an increase in cellularity.

The cells appear to have abnormal nuclei and cytoplasm, which is characteristic of dysplasia.

There is no evidence of invasion into the underlying stroma, so it is not carcinoma in situ or invasive
carcinoma.

Hyperplasia typically does not involve abnormal cell structure or function, which is not the case here.
Final answer: B. Dysplasia

The annotated CoT steps are shown below:

1. Section stained with hematoxylin and eosin (H&E).

2. The cells show significant cytologic atypia and pleomorphism. The abnormal cells involve the
entire thickness of the epithelium, but no invasion beyond the basement membrane. The architectural
disturbance is pronounced, but the basement membrane remains intact.

3. The likely diagnosis is Carcinoma in situ.
Analysis:

When using CoT reasoning, Qwen7b gave an incorrect answer because it failed to integrate and
weigh key medical diagnostic information accurately. Although it recognized abnormal nuclei and
cytoplasm, it overlooked the critical criterion for carcinoma in situ that abnormal cells involve the
entire thickness of the epithelium while the basement membrane remains intact. The CoT reasoning
focused too much on cellular abnormalities and incorrectly classified the finding as dysplasia,
without effectively distinguishing differences in the extent of cell involvement and structural integrity.
Additionally, the model did not fully utilize the important information about the absence of basement
membrane invasion, leading to a wrong conclusion. In contrast, the direct answer mode relied more
on memorized mappings learned during training, which led to the correct answer. Based on the
authoritative annotations you provided, explicitly emphasizing these key diagnostic features in the
CoT prompt and guiding the model to verify these criteria during reasoning systematically could help
build a more rigorous reasoning process and avoid such errors in complex medical questions.

D.2.2 EXAMPLE 2

Comparison of answers from HuatuoGPT-Vision and the annotated CoT steps.
Q: Which type of cell is this most likely to be? (Select one option)

A. Basophil

B. Monocyte

C. Neutrophil

D. Eosinophil

Correct Answer: A.

The direct answer is A., and the CoT Answer is C.

The output of CoT prediction is shown below: To determine which type of cell this is, let’s analyze
its characteristics step by step:

Shape and Size

The cell in the image appears to be round with a large nucleus that occupies most of the cell volume.
Nucleus Characteristics:

Basophils: Have an oval or kidney-shaped nucleus.

Monocytes: Have a horseshoe- or kidney-shaped nucleus.
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Neutrophils: Typically have multi-lobed nuclei (usually 3-5 lobes).

Eosinophils: Have bilobed or ring-like nuclei.

Cytoplasmic Granules:

Basophils: Contain dark purple granules due to basophilic substances like DNA/RNA and heparin.
Monocytes: May contain small granules but are generally less granulated than other cells.
Neutrophils: Have fine chromatin without distinct granules.

Eosinophils: Characterized by bright red-orange cytoplasmic granules containing eosinophil peroxi-
dase enzyme.

Given these observations, it seems that the cell has a large rounded nucleus typical for neutrophils,
vet lacks significant granulation seen typically in eosinophils. This suggests we might lean towards
identifying it as either a monocyte or a neutrophil based on shape alone; however, further confirmation
would require additional information such as staining properties specific to each cell type under
microscopic examination.

Therefore, considering all aspects mentioned above, I conclude that the cell depicted here is most
likely a neutrophil because of its characteristic multi-lobed nucleus despite lacking definitive granular
features visible at this magnification level.

So my final answer is: C. Neutrophil
The annotated CoT steps are shown below:

1. Hematology or Cytology 2. The cell is roughly circular to oval in shape. The cytoplasm is densely
filled with prominent, coarse, dark purple to violet-colored granules. These granules largely obscure
the underlying nucleus, which appears as a dark, irregular central area. 3. The cell is a Basophil.

Analysis: In this case, the model’s CoT reasoning led to an incorrect classification because it
overlooked the most critical diagnostic feature emphasized in the annotated CoT: the presence of
coarse, dark purple granules that densely fill the cytoplasm and partially obscure the nucleus, defining
characteristics of a basophil. Instead, the model’s reasoning assumed a clearly visible, multi-lobed
nucleus and minimal granulation, which contradicts the image description in the annotated steps.
This contrast highlights a key failure in the model’s visual interpretation during CoT: while the direct
answer correctly selected basophil, the CoT reasoning introduced assumptions that conflicted with
observable features. The error demonstrates how CoT, when not properly grounded in domain-specific
visual cues, can mislead the model away from an otherwise correct prediction.

E LIMITATION DISCUSSION

E.1 ANNOTATION DISCREPANCIES BETWEEN EXPERTS, AI, AND PUBLIC DATASETS

The question-answer pairs and CoT annotations were generated through collaboration between
medical experts and Al, while also referencing labels from existing public datasets. In some cases,
discrepancies arose between expert judgment and dataset labels. We generally prioritized the public
dataset labels as the highest authority. However, we frequently encountered inconsistencies or potential
errors in these labels. In such cases, we made efforts to verify through repeated reviews and multiple
Al model assessments, but we cannot guarantee that every annotation step is fully accurate.

E.2 DISEASE-SPECIFIC LABELS MAY IMPLY UNJUSTIFIED DIAGNOSTIC PRECISION

Some annotations involve specific diseases (e.g., COVID-19, certain cancers), directly inherited from
the original dataset labels. These labels may have been informed by additional contextual information
unavailable in the image alone. In reality, making a definitive diagnosis from a single image is often
not feasible, even for trained physicians. By retaining these disease-specific labels, the task may
set an unrealistically high bar for MLLMs, possibly exceeding what is expected of human experts.
To address this, we aimed to phrase our labels cautiously using formulations like “the most likely
diagnosis is...”.
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E.3 SUBIJECTIVITY IN EXPRESSION MAY AFFECT MATCHING

Although we adopted relatively permissive matching criteria to account for variation in wording,
certain annotation statements inevitably involve subjective interpretation, particularly when describing
subtle visual findings or formulating likely diagnoses. These subjective elements can introduce
variability in phrasing that, despite semantic similarity, may not be captured perfectly by automated
matching methods. Furthermore, medical descriptions often allow for multiple valid expressions
of the same observation, and differences in terminology, level of detail, or emphasis may lead to
mismatches during evaluation. This issue is particularly relevant for open-ended reasoning tasks,
where the boundary between correct and incorrect answers can be nuanced.

E.4 EVALUATION FULLY CONDUCTED WITH GPT-40

All evaluation of model outputs was conducted using GPT-40. While GPT-40 has demonstrated strong
performance in general reasoning and medical question answering, it remains an Al system with
inherent limitations. In complex or ambiguous cases, the model may misinterpret medical terminology,
overlook subtle differences between options, or apply inconsistent grading criteria. Additionally, its
judgments may be influenced by prompt wording or prior context, leading to potential evaluation bias.
The absence of human cross-validation means that certain edge cases could be mis-scored, especially
in domains requiring precise domain knowledge, such as pathology or hematology.

For evaluation circularity concerns, although using a greater variety of models might lead to further
improvement, the current annotation workflow is already effective in ensuring high-quality annotations
while minimizing model bias. Specifically, by integrating two models, GPT-40 and Gemini-2.5-Pro,
through multiple processing steps and incorporating manual expert correction, the risk of dominance
by a single model has been significantly reduced. Experimental results also show that GPT-40, which
participated in the annotation, was not the top performer in the evaluation, which in turn serves as
evidence that circular evaluation bias has been effectively controlled. Moreover, the final evaluation
is based on comparing outputs with the annotated ground truth, rather than relying on the model to
independently generate judgments, further reducing the risk of circularity.

E.5 NO INTER-ANNOTATOR AGREEMENT SCORES ARE REPORTED

Inter-annotator agreement scores: Because this workflow is not fully parallel, we acknowledge that
inter-annotator agreement scores are not reported, which is a limitation of this study. However, the
multi-stage review process, combining initial student review, multi-model automated checks, targeted
expert verification, consensus discussions, and final read-through, ensures high-quality annotations
while minimizing bias from any single reviewer or model. This careful workflow allows us to produce
reliable reference reasoning chains suitable for evaluating MLLMs in medical image understanding.

E.6 NO MULTIPLE EXPERIMENTAL RUNS, AND NO CONFIDENCE INTERVALS WERE REPORTED.

Due to cost and time constraints, this study only conducted a single evaluation and did not report
confidence intervals or significance tests. We acknowledge that repeating experiments and reporting
confidence intervals would provide more rigorous and reliable results. In future versions, we plan to
include multiple runs and statistical significance analyses to further strengthen the robustness of our
findings.

E.7 LIMITED EXPLORATION OF PROMPTS AND ABLATION STUDIES

In this study, we did not conduct a comprehensive exploration of alternative prompting strategies or
perform extensive ablation experiments to evaluate the impact of prompt design choices systematically.
Variations such as adjusting the level of detail, explicitly guiding reasoning steps, or introducing
domain-specific constraints could potentially influence model performance. Similarly, ablation studies,
such as removing specific reasoning cues, altering input formatting, or testing under different context
lengths, might have provided more profound insights into model behavior. The absence of these
experiments limits our ability to fully characterize how sensitive the results are to prompt engineering
and task setup.
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F SociAL IMPACT DISCUSSION

The proposed M3CoTBench benchmark carries several important implications for the development
and evaluation of medical Al systems:

F.1 ADVANCING INTERPRETABLE MEDICAL Al

By explicitly evaluating the reasoning chains of MLLMs, M3CoTBench encourages transparency in
how models arrive at their predictions. Understanding intermediate reasoning steps allows researchers
and clinicians to better align Al behavior with clinical decision-making processes, fostering trust
and supporting responsible deployment in medical research and practice. In high-stakes medical
applications, interpretability is critical: clinicians can verify whether model reasoning is consistent
with established diagnostic criteria, and researchers can identify failure modes that may not be
apparent from final predictions alone.

F.2 IMPROVING MODEL EVALUATION IN MEDICAL Al

Most existing benchmarks focus solely on final predictions, overlooking the reasoning process that
leads to those outcomes. M3CoTBench fills this gap by providing a structured framework to assess
the correctness, consistency, and efficiency of CoT reasoning across diverse medical imaging tasks.
This enables a more nuanced analysis of model performance, highlighting specific strengths and
weaknesses in reasoning patterns that are essential for complex diagnostic scenarios. By systematically
evaluating intermediate steps, M3CoTBench supports the development of models that are not only
accurate but also capable of robust and verifiable decision-making.

F.3 PROMOTING RIGOROUS DEVELOPMENT OF TRUSTWORTHY Al SYSTEMS

By emphasizing the evaluation of reasoning quality rather than only accuracy, the benchmark guides
the design of models that are not only correct but also interpretable and reliable. This focus on
transparent reasoning can help mitigate risks associated with opaque Al decisions in clinical settings,
enabling more accountable Al deployment. Moreover, by providing standardized metrics for reasoning
quality, M3CoTBench encourages best practices in medical Al development, fostering the creation of
models that adhere to both technical and ethical standards.
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