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Abstract

Per-example gradient norms are a vital ingredient for estimating gradient noise
scale (GNS) with minimal variance. Observing the tensor contractions required to
compute them, we propose a method with minimal FLOPs in 3D or greater tensor
regimes by simultaneously computing the norms while computing the parameter
gradients. Using this method we are able to observe the GNS of different layers at
higher accuracy than previously possible. We find that the total GNS of contempo-
rary transformer models is predicted well by the GNS of only the normalization
layers. As a result, focusing only on the normalization layer, we develop a custom
kernel to compute the per-example gradient norms while performing the Layer-
Norm backward pass with zero throughput overhead. Tracking GNS on only those
layers, we are able to guide a practical batch size schedule that reduces training
time by 18% on a Chinchilla-optimal language model.

1 Introduction
The gradients gathered during the backward pass while training a neural network are typically
inspected via their Frobenius norm, the magnitude of the vector. This gradient vector may be viewed
as the sum of gradients computed over each individual example in the minibatch. Each of these has
its own norm. In this work, we develop a method to access these norms that works at any scale, for
three common layer types in deep learning models: linear, normalization and embedding layers.

One primary application of a per-example gradient norm is in estimating the Gradient Noise Scale
(GNS) [39], a metric that has been shown to be useful in training large scale models [9]. The
uncertainty of the GNS estimator depends directly on the size of the batch used to compute the small
batch gradient norm as shown in Section 2.1. So, the most precise estimate of the GNS is obtained by
computing the gradient norms for each example in the minibatch: the per-example gradient norm.

To demonstrate GNS measurement in practice we perform experiments on contemporary language
model architectures, providing a detailed visualisation of the movement of the GNS components
throughout training, presented in Section 4. By inspecting these components it was found that the
GNS of the model is highly correlated between layer types, which we give an intuition for in Figure 1.

However, the practical utility of measuring GNS with per-example gradient norms is only present if it
can be gathered without affecting training time. Focusing on LayerNorm [4] layers, we note the main
speed bottleneck is the memory I/O when not implemented as a fused kernel. To demonstrate this,
we develop a custom kernel to compute both the backward pass and the per-example gradient norms
at the same time. Using this kernel the throughput overhead of gathering the per-example gradient is
zero, even outperforming PyTorch’s LayerNorm at larger dimensions. We apply this to a practical
batch size schedule case study in Section 5.
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Figure 1: Gradient noise scale (GNS) is typically computed by comparing per-minibatch (aggregated-
across-layers) gradients to gradients “Aggregated” across minibatches. We estimate GNS with lower
variance by making each minibatch a single example, and maintain per-layer GNS estimates. We find
the magnitude of gradients (visualized by the length of red arrows) to be consistent across layers,
enabling overall GNS to be computed very cheaply using only gradient stats from LayerNorm layers.

To reiterate, the contributions of this work are:

• A minimal FLOP algorithm and implementation for computing gradients and per-example
gradient norms of linear layers simultaneously.1

• Observations that the measured GNS for LayerNorm layers is highly correlated with the
GNS of the remaining layers.

• Development of an example kernel to implement tracking the GNS of LayerNorm layers
that does not affect network throughput (tokens/sec).

• Demonstration of a real application of GNS tracking in a batch size schedule experiment
that obtains an 18% wall-time speedup in training a Chinchilla-optimal [29] LLM.

2 Background

2.1 Gradient Noise Scale

GNS is a metric derived from observing a second order Taylor expansion of the change in a loss
function under the following assumption on the noise in the gradient estimate [39],

Gest(θ) ∼ N
(
G(θ),

1

B
Σ(θ)

)
, (1)

where Gest is the observed gradient, B is the batch size, and θ the parameters of the model. Here,
G is the unobserved “true” gradient and Σ is the covariance of the gradient estimate. The Taylor
expansion mentioned is,

E[L(θ − ϵGest)] = L(θ)− ϵ|G|2 + 1

2
ϵ2

(
GTHG+

tr(HΣ)

B

)
. (2)

Where ϵ is the learning rate and H is the Hessian of the loss. On the right hand side is a factor that
depends on B. It may be shown [39] that the optimal step size and optimal change in the loss is
achieved when B = Bnoise := tr(HΣ)/GTHG. Averaging this optimal step over an entire run, and
measuring this value by a grid search, yields Bcrit which describes a batch size that meets an optimal
tradeoff between cost and training speed. It is shown by analysis and experiment that Bnoise ≈ Bcrit.

As this depends on the Hessian, which is typically unavailable, McCandlish et al. [39] suggest making
the assumption that the Hessian is diagonal, which yields

Bsimple =
tr(Σ)

GTG
. (3)

1Similar algorithms for other layer types described in Appendix B
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Figure 2: The variance of the GNS estimator for different Bbig (left) and Bsmall (right) sizes. Bbig = l
and Bsmall = s in legends. Stderr is estimated using a jackknife resampling method for ratio
estimators [12]. For the same number of samples processed, a smaller Bsmall always has a lower
standard error, while the size of the large batch, Bbig does not affect the standard error.

To compute Bsimple McCandlish et al. [39] define the unbiased estimators S and ∥G∥22 as:

∥G∥22 :=
1

Bbig −Bsmall

(
Bbig

∥∥GBbig

∥∥2
2
−Bsmall ∥GBsmall∥

2
2

)
≈ GTG (4)

S :=
1

1/Bsmall − 1/Bbig

(
∥GBsmall∥

2
2 −

∥∥GBbig

∥∥2
2

)
≈ tr(Σ), (5)

where Bbig and Bsmall are the batch sizes used to compute the gradients GBbig and GBsmall , respectively
(potentially corresponding to Aggregated and Minibatch gradients as depicted in Figure 1).∥∥GBbig

∥∥
2

is trivially computed using the gradients accumulated for the optimizer but ∥GBsmall∥2 is not.
One option is to use the gradients communicated between Distributed Data Parallel (DDP) nodes,
but this has two downsides: (1) the variance of the estimate is tied to the DDP configuration and
(2) the estimate is not available in all training configurations. For example, experiments on a single
GPU cannot use this method. One can also access the gradients during gradient accumulation, but
this similarly depends on the training configuration. A full taxonomy of the options for computing
∥GBsmall∥2 is provided in Appendix A.

For each observation of
∥∥GBbig

∥∥
2

we may observe multiple ∥GBsmall∥2, typically Bbig/Bsmall of them.
On each step the estimate of ∥GBsmall∥

2
2 is therefore a mean over Bbig/Bsmall samples, whose variance

is reduced according to the law of large numbers. However, the GNS is a ratio of the unbiased
estimators in Equations 4 and 5, so it may not be clear how this affects uncertainty in the GNS
estimate. Figure 2 explores this relationship by simulation of a setting where the GNS is set to 1 while
varying Bbig and Bsmall. We find it is always better (less uncertainty) to use the smallest possible
Bsmall to estimate the GNS, while the choice of Bbig is irrelevant.

2.2 Efficient Per-example Gradient Norms

Goodfellow [26] proposes a trick to compute gradient norms for individual examples in a minibatch,
which would provide the minimum variance estimate of the GNS as described in Section 2.1.
Neglecting the original derivation, by writing the desired squared norm as a tensor contraction the
trick may be reproduced automatically via einsum path optimization [49, 15]. The tensor contraction
for per-example gradient norms, n2

b , of a linear layer in the 2D setting is,

n2
b =

∑
i,k

(w′)2bik =
∑
i,k

xbixbiy
′
bky

′
bk,

where x are the activations prior to a linear layer, y′ are the gradients of the loss with respect to the
outputs of the linear layer and w′ are the gradients of the loss with respect to the weights of the linear
layer.
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Li et al. [36] extend this trick to the three dimensional case. For inputs X ∈ RB×T×I and outputs
Y ∈ RB×T×K , the per-example gradient norm nb is,

n2
b = (w′)2bik = (

∑
t

xbtiy
′
btk)

2 = xbtiy
′
btkxbuiy

′
buk = ⟨XXT ,Y′Y′T ⟩2F ,

which has O(T 2) memory complexity in the sequence length T .2. Index sets are b ∈ [1, B], i ∈
[1, I], k ∈ [1,K], t, u ∈ [1, T ]. At some point, the I/O cost of computing the per-example gradient
norms by computing the full w′

b explicitly will be cheaper. Noting this fact motivated the work in
Section 3 and the practical relationship between these resource costs is explored in Section 3.1.

2.3 Related Work

Gradient norms One common motivation for computing per-example gradient norms is for differ-
ential privacy. By bounding the gradient for any single example, we can ensure each example has a
limited impact on the final parameters [45, 36]. Per-example gradient clipping has been performed
with convolutional networks [45] and sequential models, e.g., LLMs [36]. These methods allow
control over per-example gradient norms even when training with large batch sizes. Approaches like
these are implemented in the differential-privacy library Opacus [56], and have support natively in
PyTorch, but are less efficient than the methods proposed in this paper. An alternative mechanism
to manifest per-example gradient norms is to simply use a batch size of one. While not efficient
enough for training large-scale networks, such sequential training may arise in situations such as
reinforcement learning, where per-example gradient clipping has also been performed (to improve
stability [52]).

Gradient noise scale The Gradient Noise Scale [39] has been widely used for training large-scale
neural networks. For example, Brown et al. [9] note the GNS was measured during training and used
to guide batch sizing when training GPT-3. Dey et al. [19] mention that operating near the critical
batch size, as dictated by the GNS, is important for hyperparameter transfer under the maximal
update parameterization [54]. Even when not explicitly mentioned in publications, open source code
often implements the GNS (e.g., see codebases [21, 13] for GPT-NeoX [7] and Hourglass Diffusion
Transformer [14]).

Measurements similar to the GNS have also been used in a range of prior work to guide batch sizing
for minibatch SGD [10, 17, 5, 55]. Chen et al. [11] show experimentally that wider networks can
be trained using larger batches; they also establish a theoretical connection between wider networks
and gradient variance, albeit for simple two-layer networks. In contrast, Shallue et al. [47] found
empirically that narrower Transformers scale better to larger batch sizes. Smith and Le [50] propose
a noise scale based not on gradient variance, but on the learning rate, dataset size, and batch size
(similar to the notion of temperature in Section 4.1). Zhang et al. [60] find the critical batch size
depends on the choice of optimizer. Faghri et al. [22] introduce a gradient clustering and stratified
sampling approach to minimize minibatch gradient variance, and use this approach as a tool to help
understand optimization.

Gradient variance Beyond computing the GNS, our method can support other applications where
measuring the distribution of per-example gradients is useful or informative. Gradient variance
has been used to classify the difficulty of examples [1], which can be used, for example, to surface
problematic examples for human auditing. The question of whether gradient distributions tend toward
Gaussian in the (central) limit is of theoretical significance [50], with implications toward the ability
of SGD to escape sharp minima and land in wide basins [63, 41, 48]. Bounded gradient variance is
also assumed in some convergence analysis [8, 62], as noted in [22].

Perhaps the most familiar use of gradient variance is of course in adaptive optimizers like Adagrad,
Adam, and others that reduce step sizes in high-gradient-noise directions [20, 57, 46, 33, 44]. Hilton
et al. [28, App. C] directly relate Adam second moment statistics to a component-wise version of the
GNS. Optimizers typically estimate gradients jointly across training steps and minibatches, however
vSGD [46] leverages separate components for gradient momentum and for gradient variation across
samples. Zhang et al. [61] find the variance of gradient norms across examples predictive of whether

2This specific Einstein contraction is not used by Li et al. [36] but appears in the Backpack library [15] We
provide the vector algebra contraction path chosen by Li et al. [36] on the right.

4



vanilla SGD outperforms adaptive optimizers, however recent work has shown Adam to outperform
SGD even in the (noise-free) full gradient descent setting [34, 35].

3 Simultaneous Per-example Gradient Norms

As described in Section 2, computing GNS requires small batch gradient norms. Typically, these may
be gathered during gradient accumulation or DDP communication.3 However, these methods are
not universally applicable and may not be available in all training configurations. In this section we
describe a method for baking the computation of the per-example gradient norms into the computation
graph, making it universally applicable. The typical tensor contraction used to compute the backward
gradient in a linear layer using the input activations, x, and gradients, g, is,

w′
k,l =

∑
x...kg...l,

in other words, a sum over vector outer products for every vector in the trailing dimension. In principle,
it is possible to access the intermediate tensor containing the batch dimension w′

bkl =
∑

xb...kgb...l.
This allows us to compute the per-example gradient norms with FLOPs scaling at the same rate as
the normal, non-per-example backward pass (Figure 3), albeit at increased I/O cost due to having to
materialize the intermediate tensor.

A generic algorithm to compute the per-example gradient norms simultaneously with the weight
gradient in a standard linear layer is provided in Algorithm 1 using einsum for readability and
portability.4 The reason for the correction in step 4 can be seen by considering the gradient of loss
function L with respect to the weights on a single example b, wb,

∇wb

1

B

∑
b

L(xb) =
1

B
∇wb

L(xb),

computing the squared norm of this will therefore contain a factor of 1/B2, which must be corrected
for.

Algorithm 1 Linear Layer Simultaneous Per-Example Gradient Norm Computation

Require: gradient tensor g of shape (B, ..., L), input activation tensor x of shape (B, ...,K)

Ensure: weight gradient tensor w′ of shape (K,L), mean of per-example squared norms ∥w′
b∥

2
2

1: w′
b ← einsum(‘b...k, b...l→ bkl’,x,g)

2: sw ← einsum(‘bkl→ b’,w′2
b )

3: w′ ← einsum(‘bkl→ kl’,w′
b)

4: ∥w′
b∥

2
2 ← 1/B × einsum(sw, ‘b→ ’)×B2 # reduce by mean then apply correction

5: return w′, ∥w′
b∥

2
2

3.1 FLOPs and I/O Costs

The computational cost of computing per-example gradient norms can be broken down into FLOPs,
in Figure 3, and I/O, in Figure 4, with matrix multiplication on current devices being potentially
bottlenecked by both. We estimate ideal FLOP and DRAM I/O costs, assuming optimal reuse of
data loaded from DRAM into SRAM with no recomputation. In practice, duplicate computation
may be used to improve wall-clock time and to fit within hardware limitations of the amount of
shared memory available. We compare here against the efficient per-example gradient norm method
described by Li et al. [36], which the authors note is only efficient (in terms of I/O cost) when
2T 2 < PD, where T is the sequence length, P is input and D is output dimension of the linear layer.
This bound is discussed further in Appendix E.

In terms of FLOPS, Figure 3 shows the simultaneous per-example gradient norms are almost always
preferable, only being more expensive for very short sequence lengths in small models. The reason
for this is shown on the right hand side; the number of FLOPs required to compute the simultaneous
per-example gradient norms is independent of the sequence length.

3A complete taxonomy for small batch gradient computation is given in Appendix A.
4Additional algorithms for Embedding and LayerNorm layers are described in Appendix B.
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Figure 3: FLOP cost of computing per-example gradient norms. (Left) Total FLOP cost. (Right)
Proportional cost versus one model forward and backward pass. The FLOP cost of Simultaneous
per-example gradient norms is strictly dominant to alternative methods (left) and the ratio of this
additional cost to the FLOP cost of processing the entire model does not depend on context length
(right).
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for models of 10B parameters and 4096 context length, and higher for shorter contexts with larger
models. The IO cost of LN (LayerNorm) per-example gradient norms alone is much lower than either
method.

The I/O cost shown in 4 illustrates a tradeoff in computing the per-example gradient norm. The
simultaneous method is more expensive at large model sizes with short sequence length because it
must act on a large intermediate tensor.

To estimate model flops, we use PyTorch’s FLOPCounterMode, which only measures the FLOPs in
matrix multiplications and attention computation, however these make up the vast majority of the
FLOPs in a Transformer model.

4 Gradient Noise Scale in Transformer Language Models

Using the methods described in previous sections to measure per-example gradient norms and estimate
the GNS, we perform experiments on a 111M parameter Chinchilla-optimal language model [19, 29]
using the OpenWebText dataset [24].5 As the prior work was performed on Pile [23], Appendix C.1
describes an experiment to check the optimality of the Chinchilla model on this dataset. We also
found Flash attention led to numerical instability, which we were able to mitigate with an architectural
modification described in Appendix C.2.

5The code to replicate these experiments may be found at https://github.com/CerebrasResearch/
nanoGNS/tree/main/exact.
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Figure 5: GNS phase plot: Linear/Embedding layers are separated from LayerNorm layers by row.
Component estimators of Equations 4 and 5 are shown (left) with the GNS over the course of training
on the (right).

All experiments computed per-example gradient norms for all layers in the model with the exception
of the performance results of Sections 5.1 and 5.2, which only computed per-example gradient norms
for the normalization layers. Each experiment was run on Nvidia A10 GPUs, in either 12 or 24 hours
depending on the precision used, Bfloat16 or Float32 respectively. We used the nanoGPT6 codebase
with the layers described in Section 3 added.

Having an accurate estimate of the GNS statistics ∥G∥22 and S allows us to visualize the movement
of both in a phase space during training as shown in Figure 5. LayerNorm layers are separate from
the rest of the network because their statistics are much smaller and to illustrate how the resulting
GNS estimates on the right track each other. To observe these trends in another training regime, see
Figure 14 in Appendix D.1.

4.1 The Temperature of Training

McCandlish et al. [39, App. C] observed that the GNS measurement depends on the batch size and
learning rate used in training. In fact, from the derivation outlined in Section 2.1, the gradient noise
scale is only well-defined at the optimal learning rate. Using a toy model of a quadratic loss function,
they observed that the GNS should be inversely proportional to the temperature, T , a ratio of batch
size B to learning rate ϵ:

Bnoise ∝ Bsimple ∝
1

T
=

B

ϵ
.

This enables a testable prediction that the GNS will increase with increasing batch size or with
descending learning rate. This prediction was found to accurately describe experiments on a small

6https://github.com/karpathy/nanoGPT
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Figure 6: During the middle of training a 111M parameter language model on OpenWebText, the
learning rate, ϵ or batch size, B were varied, restarting the run from the same point. This Figure
replicates an experiment from McCandlish et al. [39] showing how varying the ratio causes changes
in the measured GNS, but here only due to changes in the learning rate. Changes in the batch size do
not have the predicted effect.

convolutional model on the SVHN dataset. We repeat it here in the setting described above in Figure 6.
To match the results of McCandlish et al. [39], all interventions tested should yield the same result.
We find the GNS does indeed react predictably to changes in the learning rate, but the reactions to
changes in the batch size are not predicted by the theory.

4.2 GNS Correlates Between Layer Types

Inspection of Figure 5 suggests the LayerNorm layers produce a similar GNS, when combined, as
the total GNS of the model. Before describing how to quantify this relationship we must first note
that the unbiased estimators ∥G∥22 and S are noisy. All GNS figures presented in this paper and other
work smooth both of these estimators, typically with an Exponential Moving Average (EMA) filter,
before computing the GNS ratio.7

So, when quantifying the relationship between the GNS of different layers, it must be compared for
different smoothing factors. Here, we show the regression coefficients with respect to the alpha of
the EMA filter in Figure 7. The results show that the GNS of the LayerNorm and Attention layers
are highly predictive of the total GNS of the model. In both cases, the slope is approximately 1.4,
meaning the total GNS is approximately 1.4 times the GNS of the LayerNorm or Attention layers.

Comparing the quality of this fit versus the quality of prior work’s overall fit of the GNS to the critical
batch size (measured empirically) [39], the quality seems acceptable and we do not need to apply this
1.4x correction factor, rather we just note that the true Bcrit may be greater than the measured Bsimple.

5 Batch Size Scheduling

We focus on two concerns that affect the practicality of batch size scheduling. First, measuring the
appropriate batch size without incurring any additional training time. We find this is possible with the
method described in Section 5.1. Second, whether batch size scheduling is effective in practice. We
find it can offer significant savings in the required number of tokens processed in Section 5.2.

5.1 Universal GNS with Zero Overhead

Capturing a GNS estimate for a linear layer is powerful, but efficiently doing so presents a challenge.
Such an estimate requires accumulating per-example gradients of hidden_size2 across the sequence
dimension, compared to just hidden_size with LayerNorm. This increased size requires using more
complex reductions in the kernel, rather than a simple warp reduction followed by shared-memory
atomic reduction with a final atomic global reduction (as we can implement for LayerNorm per-
example gradients within shared memory). In addition, linear layer kernels are already highly
optimized and require using advanced techniques to keep GPU tensor cores fed with data, so

7The results described in Figure 5 are explored at a 1.3B parameter scale in Appendix D.3.
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combining such a kernel with per-example gradient computation - with its own memory overheads
and corresponding available bandwidth reduction - would be a difficult undertaking.

We thus implemented a LayerNorm-specific CUDA kernel that also captures GNS. In experiments
with language models at different scales, illustrated in Figure 8, we find this kernel has practically
zero overhead compared to PyTorch’s LayerNorm implementation. The complete source code for
this kernel is provided with the accompanying code for this paper8.

5.2 Case Study: Batch Size Schedule

As a case study we continue with the 111M parameter language model on OpenWebText described
above. Over three seeds, we run both a fixed batch size and a batch size schedule that increases
linearly with the number of tokens processed to the original batch size. We vary the batch size during
training by varying the number of gradient accumulation steps.

8https://github.com/CerebrasResearch/nanoGNS/tree/main/exact/normgnorm
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The results of this experiment are shown in Figure 9. The left plot shows the progression of the loss
for both models, with the range of values captured over different seeds. The mean loss for the linear
batch size schedule leads the fixed batch size throughout training. On the right, this lead is quantified
by interpolating the number of tokens saved to achieve the same loss. The precise schedule used is
shown in Figure 15 in Appendix D.2.

6 Limitations

In this paper, we only studied Transformers, which include Normalization sub-layers natively. While
Transformers are ubiquitous in machine learning, there are many models, including variations of
RNNs, CNNs, and state-space models, that do not use such layers conventionally. However, we
note LayerNorm could be added to these networks with very little overhead (in fact, the desire
to normalize activations in RNNs was one of the original motivations for developing LayerNorm;
application of batch normalization [30] to RNNs was “not obvious” [4]). Nevertheless, investigating
LayerNorm-based GNS in these other models requires further work.

Our work is also part of efforts to improve efficiency and address the increasing costs of training
and tuning large neural networks [6]. We provide both a more-efficient technique for computing
the GNS, and also, by enabling use of GNS statistics, we support compute-efficient training recipes,
such as use of dynamic batch sizes. While some have argued that hyperscalers may re-invest any
efficiency savings into ever-larger models [42], for academic researchers, such savings could allow
pushing the state-of-the-art, while still getting results in a reasonable timeframe. Recent efforts
to enable frontier-model-performance within academic budgets are encouraging, both to reduce
memory [38, 18] and save compute [37, 2]. Of course, even for such economical approaches,
“extensive hyperparameter search” may still be required [31]. There is a growing awareness that
hyperparameter tuning has a negative impact on equity in AI research, as tuning success depends
directly on researcher finances [51]. A correlated trend is to use better training measurements
(such as gradient noise in batch and step size optimizers (Section 2.3)) to reduce dependence on
hyperparameters, and in this way we hope our work can also ultimately improve research equity.

7 Conclusion

This work set out to provide a practical method for computing the per-example gradient norms
necessary to compute the GNS independent of the training configuration. In the process we discovered
that not all the layers are necessary for a practical estimate of the GNS and that the per-example
gradient norms can be computed for the normalization layers with zero overhead. This enabled
practical experiments, such as a batch size schedule and replicating prior GNS observations. We
are hopeful that democratising access to GNS statistics, on any device, will enable subsequent
discoveries.
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A Taxonomy

Gray et al. [27] included an prior version of this taxonomy in their work.

The following taxonomy describes the different methods available to compute the ∥GBsmall∥
2
2 necessary

to compute the GNS as described in Section 2.1. “Gradient norm cost” below refers to the cost of
computing the norm of the gradient for all parameters in the model, which is typically orders of
magnitude smaller than the cost of forward or backward passes.

• Microbatch: multiple ∥GBsmall∥
2
2 are computed over a set of microbatches

– DDP: Each ∥GBsmall∥
2
2 is computed before gradients are communicated between DDP

nodes [39].
Pros: Only gradient norm cost.
Cons: Variance tied to number of DDP nodes (see Figure 2), can’t be used on one node.

– Sequential: Each ∥GBsmall∥
2
2 are computed sequentially during gradient accumulation.

Pros: Only gradient norm cost.
Cons: Variance tied to the number of gradient accumulation steps.

• Subbatch: During gradient accumulation, select ∥GBsmall∥
2
2 partway through.

Pros: Only gradient norm cost, easy to implement.
Cons: Higher variance than Microbatch as ∥GBsmall∥

2
2 is not averaged.

• Per-example:
Pros: Independent of gradient accumulation or DDP configuration, minimal variance.

– Exact:

* ∥GBsmall∥
2
2 is computed directly by the per-example gradient trick [26, 36].

Pros: Minimal cost in 2D regime.
Cons: Redundant computation required in 3D regime.

* ∥GBsmall∥
2
2 is computed in tandem with the parameter gradients using the method

described in Section 3.
Pros: No redundant computation.
Cons: Expansion in memory causes slowdowns as described in Section 3.1.

– Approximation: ∥GBsmall∥
2
2 is approximated by assuming input activations are normally

distributed with mean zero [27].
Pros: Fewer FLOPs than Exact methods.
Cons: Not exact.

All of the methods described above can be measured either online or offline. The description above
focuses on the online case; i.e. measuring the gradient norms during training. To use these methods
offline: run the models without performing weight updates and measure gradient norms the same
way. The estimators of Equation 4 and 5 can then be aggregated using a mean rather than an EMA or
by using a method to estimate measurement uncertainty such as the jackknife mentioned in Figure 2
(described in the context of GNS by Gray et al. [27, App.B]). This can be useful to estimate how
long to run the offline estimate.

B Additional Simultaneous Per-Example Gradient Norm Computations

Algorithms 3 and 2 describe the process for computing the per-example gradient norms for the
embedding and LayerNorm layers, which are typically the remaining layers in Transformer models.
RMSNorm [59] is practically identical to LayerNorm in this case because the parameters the gradient
is computed wrt are in the affine transform, which is the same in both layer types.

C Language Model Experiment Details

As mentioned in the text, the code to run the experiments described in this paper can be found at
https://github.com/CerebrasResearch/nanoGNS/tree/main/exact.
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Algorithm 2 Layernorm Simultaneous Per-Example Gradient Norm Computation

Require: gradient tensor g of shape (B, ...,K), input activation tensor x of shape (B, ...,K)

Ensure: gamma gradient tensor γ′ of shape (K, ), mean of per-example squared norms ∥γ′
b∥

2
2,

gradient tensor β′ of shape (K, ), mean of per-example squared norms
∥∥β′

b

∥∥2
2

1: γ′
b ← einsum(‘b...k, b...k → bk’,x,g)

2: sγ ← einsum(‘bk → b’, γ′2
b )

3: γ′ ← einsum(‘bk → k’,γ′
b)

4: ∥γ′
b∥

2
2 ← 1/B × einsum(sγ , ‘b→ ’)×B2 # reduce by mean then apply correction

5: β′
b ← einsum(‘b...k → bk’,g)

6: sβ ← einsum(‘bk → b’,β′2
b )

7: β′ ← einsum(‘bk → k’,β′
b)

8:
∥∥β′

b

∥∥2
2
← 1/B × einsum(sβ , ‘b→ ’)×B2 # reduce by mean then apply correction

9: return γ′, ∥γ′
b∥

2
2, β′,

∥∥β′
b

∥∥2
2

Algorithm 3 Embedding Layer Simultaneous Per-Example Gradient Norm Computation

Require: gradient tensor g of shape (B, T,D), input id tensor x of shape (B, T ), vocabulary size V
Ensure: weight gradient tensor w′ of shape (V,D), mean of per-example squared norms ∥w′

b∥
2
2

1: o← onehot(x, V )
2: w′

b ← einsum(‘btv, btd→ bvd’,o,g)
3: sw ← einsum(‘bvd→ b’,w′2

b )
4: w′ ← einsum(‘bvd→ vd’,w′

b)

5: ∥w′
b∥

2
2 ← 1/B × einsum(sw, ‘b→ ’)×B2 # reduce by mean then apply correction

6: return w′, ∥w′
b∥

2
2

C.1 Optimality on OpenWebText

We chose to use the Cerebras-GPT [19] recipes for experiments as they are designed to be Chinchilla
optimal. This means that each model size should achieve the lowest possible loss for a given FLOP
budget [29]. However, these recipes were tuned on the Pile dataset [23] and we used the OpenWebText
dataset [24] so that results could be replicated (Pile is no longer publicly available).

To verify that the training protocol is optimal on OpenWebText, we performed a small study to
illustrate how the performance would vary as we vary the size and total tokens trained on. Model size
was varied by changing the hidden size: the 70M model has a hidden size of 576, the 111M model
has a hidden size of 768 and the 161M model has a hidden size of 960. The token budget for each
model size was chosen to keep the total FLOPs constant.

The learning rate was varied to observe a minima in the loss at each model scale. The results are
shown in Figure 10. While we found that the learning rate may be increased overall, the 111M
model was found to have the lowest loss of the three models. From these results we conclude that the
training protocol is optimal within this range of model sizes and we assume 111M is good enough. In
other words, a better model might exist between 70M and 161M parameters for this FLOP budget but
it isn’t outside of this range.

C.2 Flash Attention Numerical Instability

The experiments described in Sections 4 and 5.2 involve Chinchilla optimal language models at a
111M scale [19]. These experiments were replicated according to the published information. We
encountered diverging runs when executing in bfloat16 Automatic Mixed Precision (AMP) consistent
with the default settings in nanoGPT. These experiments were executed on NVIDIA A10 GPUs for
accessible replication at small scale. By ablation it was found that these runs would diverge:

• Regardless of batch size schedule
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Figure 10: The loss of models trained on OpenWebText with 70M, 111M and 161M parameters. The
learning rate was varied to find the minima in the loss at each model scale. The optimal learning rate
for each model size is annotated.

• Regardless of hyperparameters: learning rate, weight decay, LayerNorm epsilon or Adam
epsilon [53]

• When using PyTorch’s AMP in bfloat16 precision
• When using Flash attention [16, 25]

This was surprising because prior work had trained these models successfully [19]. In that work the
model was also trained using bfloat16 AMP precision, but it was trained on a Cerebras CS-2 system.
Due to this difference, we suspected the issue was due to a difference between the efficient attention
kernel and the Flash attention kernel in PyTorch.

By inspecting the histograms of weights and biases in the Query, Key, Value (QKV) projection
during training, we found that range grew the fastest in block 1 (the second block in the model). In
addition, we observed that the histogram of the query and key projection weights became bimodal
as the gradient norm diverged. This is illustrated in Figure 11. Further analysis of a checkpoint
taken at this point in training focused on the difference between gradients computed using the flash
attention kernel and the nanoGPT pure PyTorch attention implementation using float32 precision. At
initialization the gradients were not significantly different but at the point of divergence there was a
significant difference coinciding with increased parameter norms in that layer.

To replicate the issue from scratch, we came up with a simulation from a generic initialization. Inspired
by the teacher-student experiment protocol proposed by Ba et al. [3] (although otherwise unrelated)
we set up a learning task with a “teacher” and “student” model with the same architecture. Both
networks begin with the same weights but we add a small amount of noise to the teacher’s weights.
The student is trained to match the teacher’s output. After experimenting with hyperparameters we
were able to replicated the divergence seen during training9, as illustrated in Figure 12.

Using this isolated simulation we were able to test different methods to mitigate the divergence.
Karras et al. [32] suggested that cosine attention could address similar divergences attributed to
self-attention. In Figure 13 we replicated the experiment described in Figure 12 using cosine attention
and found that the divergence no longer occurred.

Separately, experimenting with precision ablation found that if float32 precision was used only in
block 1 (2nd) then the divergence would also not occur. Based on this and the above, we found the
following two architectural mitigations for the divergence, in only block 1 (2nd):

• Use cosine attention, i.e. normalize the query and key head vectors before self-attention. OR
9The code for this experiment is available at https://gist.github.com/gaviag-cerebras/

b77aef9de29e859a5e999a582d57f6a2
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Figure 11: Histograms of weights and biases for the 111M experiment described in Sections 4 and 5.2
from the attention block containing the QKV projection, self-attention and output projection layers.
The histograms for the query and key projection weights and biases are bimodal while the value
projection weights and biases are not.
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Figure 12: Two “student” networks, identical to the “teacher” network except for the addition of a
small amount of noise to the teacher’s QKV projection bias. As training progresses, the student using
Flash attention diverges for the same inputs. Plots are, clockwise from top left: “Bias Norms” shows
the norms of the bias layer in each of the networks, “Distances to Teacher” shows the L2 distance
from each student to the teacher. “Flash to Non-Flash Distance” shows the L2 distance between the
student using Flash attention and not, “Teacher Distance Difference” is the difference between the
distances to the teacher for both cases.
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Figure 13: Replication of the experiment described in Figure 12 using cosine attention instead of
Flash attention. The divergence observed no longer occurs.
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• Use spectral normalization [40] on the QKV projection.

Critically, only modifying a single layer does not affect the throughput of the model, the observed
Model FLOPs Utilization (MFU) did not decrease by more than 1% in either case. Both of these
bound the norm of the query and key head vectors prior to attention. Spectral normalization achieves
this because the QKV projection is preceded by a LayerNorm layer. Using this mitigation on the
111M model allowed the experiment to be replicated on an NVIDIA A10 GPU and we observed the
same behaviour as running the model more slowly in float32 precision.

Similar divergences are discussed in prior literature (and in nanoGPT’s issue tracker) but we are
unable to verify that it is the same problem. Wortsman et al. [53] discuss how to build similar
experiments to those described above but do not investigate flash attention specifically. Golden
et al. [25] investigate the numerical stability of Flash attention but neglect to demonstrate a failure
mode that affects real training runs. Zhai et al. [58] focus on the numerical stability of attention in
general and propose a similar mitigation (their method, σReparam, is a scaled version of spectral
normalization) but do not investigate flash attention specifically.

It is likely that the mitigation proposed will not work in all cases, such as for larger models. However,
we only needed to replicate at the scale we were working at. The experiments in Figure 12 and
Figure 13 are included to illustrate how bounding the norm of the query and key head vectors seems
to be important for numerical stability. However, this may change in future versions of the flash
attention kernel, these results were obtained with PyTorch 2.4.0.

D Additional GNS Results

D.1 Additional GNS Phase Plot

Figure 14 shows the GNS phase plot for the same model as described in Section 4 but with the linear
batch size schedule described in Section 5.2.

D.2 Batch Size Schedule

The batch size schedule used in the experiment described in Section 5.2 is shown in Figure 15.

D.3 Larger Scale Training

To demonstrate that the method scales to larger models, we trained a 1.3B parameter GPT model10 on
OpenWebText using 8 H100 GPUs. The results of this experiment are shown in Figure 16. The left
plot shows the per-example gradient norms for all layers, while the right plot shows the per-example
gradient norms for only the LayerNorm layers. The GNS computed using the traditional DDP method
is also shown for comparison. In Figure 16a we observe that the LayerNorm remains predictive of the
total GNS, as in the 111M model results of Figure 7. When all non-fused simultaneous per-example
gradient norms were collected we observed an MFU of 40% and when only the fused LayerNorm
layers were collected we observed an MFU of 57%.

After completing this experiment a bug was discovered in the code that decreased per-example
gradient norms by a constant factor. This caused an underestimation of the GNS. In Figure 16b
this can be seen when we compare the GNS estimated via DDP method. Initially, we assumed
that this constant factor was due a failure of the LayerNorm GNS approximation to larger models.
Unfortunately, we did not have the budget in time or resources to rerun the experiment so we corrected
the results by multiplying by the constant factor observed in the comparison to the DDP method.

This may be representative of real world scenarios where a large model is pretrained over many DDP
nodes. As the user has access to two methods to estimate the GNS, they may account for any bias or
slope between the estimates. Then, if it is necessary to continue training on a single node, they can
use the per-example gradient norms to estimate the GNS. Similar techniques can involve enabling
per-example GNS estimation for all layers for a short time, or estimating the GNS offline as described
in Appendix A.

10Again following the GPT2-like[43] prescription from Dey et al. [19].
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Figure 14: GNS phase plot as in Figure 5 but focusing on the batch size schedule described in Sec-
tion 5.2. Linear/Embedding layers are separated from LayerNorm layers by row and the component
estimators of Equations 4 and 5 are plotted (left), with the GNS over the course of training (right).

E FLOP & I/O Formulae

We use the following formulae in our FLOP and I/O cost estimations, where B = Batch Size,
T = Sequence Length, K = Input Dimension, L = Output Dimension:

Table 1: FLOPs
Algorithm Weight Gradient Gradient Norms

Simultaneous BKL (2T − 1) +KL (B − 1) BKL+B (KL− 1)
[36] KL (2BT − 1) BT 2 · (2K + 2L− 2) +BT 2

Table 2: I/O
Algorithm Weight Gradient Gradient Norms

Simultaneous BKL+BKT +BLT BKL+B
[36] BKT +BLT +KL 2BT 2 +B
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Solving the I/O equations above reproduces [36]’s analysis with T =
√
2
√
KL

2 at the cross-over point
above which simultaneous calculation is more I/O efficient. Solving for FLOPs gives:

T =

√
2KL− 1

2K + 2L− 1
.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claimed contributions are a method for computing per-example gradient
norms in the forward pass of a neural network and a GNS discovery of correlation between
layers. The method is efficient, see Section 5.1, and the GNS is shown to be predictable, see
Section 4.2.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are discussed in Section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: The main theoretical results concern the FLOP costs of computing per-example
gradient norms, which can be found in Section 3.1. All other theoretical results are summa-
rized from prior work.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The algorithms described in Sections 3 are sufficient to reproduce the
main experimental results. To obtain the performance reported in Section 5.1 the cus-
tom LayerNorm kernel is provided with the shared code. The code is available at
https://github.com/CerebrasResearch/nanoGNS/tree/main/exact.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The code to implement the cuda kernel described in Section 5.1 is provided
with the submission. The code to implement the per-example gradient norm computations
described in Section 3 and Appendix B is provided in pseudocode in the text and results may
be replicated by using the shared code at https://github.com/CerebrasResearch/
nanoGNS/tree/main/exact.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experiments conducted in Section 4 use the same settings as Dey et al.
[19], whose code and hyperparameters are available. The only changes from these details,
which were made for numerical stability on GPU, are described in Appendix C.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The experiments in Section 4.2 and 5.2 are the only experiments requiring
statistical testing. Section 4.2 reports the Pearson correlation coefficient and Section 5.2
reports the results over three seeds.
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Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The runtime of each experiment performed in Section 4 is provided in the text.
The code to implement the custom LayerNorm kernel described in Section 5.1 is available
at https://github.com/CerebrasResearch/nanoGNS/tree/main/exact.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This research has no human participants, uses public open datasets and has
generic applications in training deep neural networks.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The consequences of this work are difficult to anticipate, we frame it here as
useful for practitioners training deep models but it may also influence differential privacy as
described in Section 2.3.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper does not release any data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided relgeneric easing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Section 4 links to the nanoGPT repo, which our experiments are based on.
The code includes sections implementing GNS for DDP that may be found in the code of
Crowson et al. [14] which are properly attributed.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The code shared with the submission at https://github.com/
CerebrasResearch/nanoGNS/tree/main/exact includes instructions for replicating
experiments and notebooks for replicating figures.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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