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Abstract

Large Language Models (LLMs) have demon-001
strated strong capabilities in multilingual ma-002
chine translation, sometimes even outperform-003
ing traditional neural systems. However, previ-004
ous research has highlighted the challenges of005
using LLMs — particularly with prompt engi-006
neering — for low-resource languages. In this007
work, we introduce Fragment-Shot Prompting,008
a novel in-context learning method that seg-009
ments input and retrieves translation examples010
based on syntactic coverage, along with Piv-011
oted Fragment-Shot, an extension that enables012
translation without direct parallel data. We eval-013
uate these methods using GPT-3.5, GPT-4o, o1-014
mini, LLaMA-3.3, and DeepSeek-R1 for trans-015
lation between Italian and two Ladin variants,016
revealing three key findings: (1) Fragment-017
Shot Prompting is effective for translating018
into and between the studied low-resource lan-019
guages, with syntactic coverage positively cor-020
relating with translation quality; (2) Models021
with stronger reasoning abilities make more ef-022
fective use of retrieved knowledge, generally023
produce better translations, and enable Pivoted024
Fragment-Shot to significantly improve trans-025
lation quality between the Ladin variants; and026
(3) prompt engineering offers limited, if any,027
improvements when translating from a low-028
resource to a high-resource language, where029
zero-shot prompting already yields satisfactory030
results. We publicly release our code and the031
retrieval corpora on https://github.com/XXX.032

1 Introduction033

In recent years, LLMs have made signifi-034

cant advancements in machine translation, gain-035

ing widespread attention and achieving promis-036

ing results, especially for high-resource lan-037

guages (Zhang et al., 2023). However, LLMs often038

face challenges when applied to low-resource sce-039

narios where limited training data and resources040

are available, leading to poor translation qual- 041

ity (Robinson et al., 2023; Hendy et al., 2023; Baw- 042

den and Yvon, 2023). In particular, LLMs have 043

limited awareness of (different variants of) smaller 044

languages and struggle to distinguish between them 045

and in producing coherent output (Court and El- 046

sner, 2024; Ondrejová and Šuppa, 2024). In con- 047

trast, fine-tuning specialised models can be a more 048

effective approach. However, Gu et al. (2018) 049

found that fewer than 13,000 sentence pairs are 050

not enough to train a neural machine translation 051

model to an acceptable quality. Therefore, meth- 052

ods that can better exploit the potential of limited 053

data are particularly in demand, and LLMs are a 054

promising solution due to their strong generalisa- 055

tion capability. Previous studies have explored dif- 056

ferent techniques to improve LLM performance for 057

low-resource languages (Elsner and Needle, 2023; 058

Zhang et al., 2024; Merx et al., 2024; Guo et al., 059

2024; Gao et al., 2024; Shu et al., 2024; Moslem 060

et al., 2023; Bawden and Yvon, 2023). These ap- 061

proaches typically enhance LLM output by incorpo- 062

rating additional information, such as dictionaries, 063

grammatical rules, or example sentences via Re- 064

trieval Augmented Generation (RAG) (Lewis et al., 065

2020). Although LLMs still lag behind traditional 066

neural translation systems in the translation of low- 067

resource languages (Robinson et al., 2023), they 068

hold significant potential for further exploration, 069

especially as they continue to evolve. Recent ad- 070

vances in the multi-hop reasoning capabilities of 071

LLMs have opened up new possibilities, especially 072

in low-resource scenarios. 073

This work aims to evaluate the effectiveness of 074

different prompting techniques for machine transla- 075

tion to and from the low-resource language Ladin 076

using LLMs, in the case of Italian and the two stan- 077

dard variants of Ladin: Val Badia and Gherdëina. 078

Specifically, it explores what can be achieved with 079

a small set of parallel sentences available for as re- 080

trieval corpus. Rather than fine-tuning LLMs (Yong 081
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Translate to Ladin (Val Badia):

Find the largest fragments for which examples can be found
unmatchedunmatched

ENG: this is the largest one.
LLD: Chësc é le plü gran.

ENG: The largest wave was massive.
LLD: La onda plü grana ê daspavënt grana.

found examples

ENG: She has a reason for which she is late
LLD: Ara á na rajun ciodi che ara é tardia.

ENG: This is a problem for which we need a solution.
LLD: Chësc é n problem olache i adorun na soluziun.

found examples

ENG: Examples can be found in the appendix
LLD: Ejempli é da ciafé tl’injunta.

ENG: Several examples can be found online.
LLD: Tröc ejempli pó gni ciafá online.

found examples

Figure 1: Fragment-Shot Prompting

et al., 2023; Zhu et al., 2024; Stap et al., 2024; Tora-082

man, 2024; Vieira et al., 2024), our approach aims083

to stimulate the generalization capabilities of LLMs084

through In-Context Learning (ICL) (Rubin et al.,085

2022; Cahyawijaya et al., 2024; Dong et al., 2024),086

using a single RAG-augmented prompt.087

Our key contributions: (i) We introduce the Frag-088

ment-Shot prompting technique, a novel prompting089

method that offers exemplary translations for indi-090

vidual fragments of the input sentence, selected to091

ensure broad syntactic coverage (Figure 1). Fur-092

thermore, we extend this approach with the Pivoted093

Fragment-Shot method, which enables translation094

between two languages that lack direct parallel095

data by leveraging a pivot language. (ii) We evalu-096

ate the performance of GPT-3.5, GPT-4o, o1-mini,097

Llama-3.3, and DeepSeek-R1 on translation tasks098

between two variants of Ladin and Italian using099

four prompting methods: zero-shot, random-shot,100

Fragment-Shot, and Pivoted Fragment-Shot. We101

further examine the role of LLM reasoning capabil-102

ities in low-resource language translation through103

a coverage correlation analysis, assessing the rela-104

tionship between translation quality and retrieved105

reference data, as well as a qualitative evaluation106

of the results. (iii) We publicly release our code107

along with the retrieval datasets containing parallel108

sentences for Gherdëina–Italian and for Val Badi-109

a–Gherdëina, to support further research on Ladin110

and low-resource languages in general. These con-111

tributions seek to illustrate how LLMs can be lever-112

aged in low-resource settings and deepen our un-113

derstanding of their reasoning capabilities.114

2 Related Work115

The use of LLMs for machine translation has116

emerged as an active research area at the latest117

since the release of ChatGPT (Zhang et al., 2023).118

Researchers have increasingly explored the poten- 119

tial of LLMs in comparison to traditional neural 120

machine translation (NMT) systems, showing that 121

human annotators, in some cases, preferred Chat- 122

GPT over mainstream NMT systems (Manakhi- 123

mova et al., 2023). However, the way LLMs are 124

prompted plays a critical role and affects translation 125

quality (Zhang et al., 2023; Agrawal et al., 2023; 126

Vilar et al., 2023). Moreover, there is experimental 127

evidence showing that GPT-models underperform 128

for low-resource and African languages (Robinson 129

et al., 2023). 130

LLM-MT with RAG and Prompt Engineering 131

The zero-shot approach (Robinson et al., 2023) is 132

the simplest way to prompt an LLM for transla- 133

tion, relying solely on the model’s inherent lan- 134

guage understanding without task-specific exam- 135

ples. However, translating low-resource languages 136

requires more sophisticated prompt engineering 137

techniques: Some of the most effective strategies 138

include Few-Shot Prompting (Brown et al., 2020), 139

which improves output quality by providing a few 140

illustrative examples; RAG (Lewis et al., 2020), 141

which enriches prompts with relevant external in- 142

formation to reduce hallucinations and enhance 143

translation quality; and Chain-of-Thought Prompt- 144

ing (Wei et al., 2022), which enables models to 145

tackle complex problems by decomposing them 146

into smaller, sequential reasoning steps. 147

Several studies have recently focused on improv- 148

ing LLM performance for low-resource languages 149

through prompt engineering and/or RAG (Elsner 150

and Needle, 2023; Zhang et al., 2024; Merx et al., 151

2024; Guo et al., 2024). Various strategies that 152

enrich the prompt with supplementary informa- 153

tion have been shown to improve translation qual- 154

ity. Examples include (i) random-shot, where ran- 155

domly selected translation pairs are provided in the 156
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prompt (Zhang et al., 2023), (ii) dictionary-prompt-157

ing, where dictionary entries or word definitions158

are included (Merx et al., 2024; Zhang et al., 2024;159

Elsner and Needle, 2023; Guo et al., 2024), as160

well as (iii) the inclusion of translations of sim-161

ilar sentences in the prompt (Merx et al., 2024).162

The Fragment-Shot and Pivoted Fragment-Shot we163

present in this work build on these ideas. In con-164

trast to Merx et al. (2024), we base our method on165

the highest word overlap, as semantic similarity via166

embeddings is not feasible due to the unavailability167

of suitable models.168

Machine Translation and Multi-Hop Reasoning169

There is strong evidence of latent multi-hop rea-170

soning in LLMs (Yang et al., 2024), a capability171

that enables models to draw on multiple pieces of172

information — potentially from different parts of173

a prompt or even from external knowledge — to174

arrive at a final answer. Puduppully et al. (2023) ap-175

plied this idea in DecoMT, a decomposed prompt-176

ing method that significantly outperformed stan-177

dard few-shot approaches, particularly for transla-178

tion between related low-resource languages. This179

method shares similarities with our Fragment-Shot180

approach. However, unlike the two-stage process181

that first segments the text and then translates each182

part with added context, our method translates183

the full text in a single prompt. Furthermore, it184

raises important questions about the performance185

of newer reasoning models on low-resource lan-186

guages and the effective evaluation of the reasoning187

process involved in translation.188

Machine Translation for Ladin To date, only189

two studies have explicitly focused on Ladin in190

the context of machine translation, both relying191

on basic zero-shot prompting without exploring192

more advanced prompting strategies: Frontull and193

Moser (2024) explored the effect of different mod-194

els used for back-translation, including GPT-3.5.195

Similarly, Valer et al. (2024) introduced a bidirec-196

tional machine translation system for Fassa Ladin,197

highlighting the benefits of multilingual training198

and knowledge transfer from related languages like199

Friulian and compared the results to the ones pro-200

duced by GPT-4o.201

3 Prompting Techniques202

This section details the four prompting methodolo-203

gies applied in our experiments to enhance machine204

translation performance for Ladin.205

Zero-Shot (ZS) The zero-shot method (Robin- 206

son et al., 2023; Gao et al., 2024; Hendy et al., 207

2023; Bawden and Yvon, 2023) relies solely on 208

the model’s pre-existing knowledge. The prompt 209

directly instructs the model to translate sentence 210

into the target, without providing explicit transla- 211

tion examples or lexical guidance. This baseline 212

approach tests the model’s intrinsic understanding 213

of Ladin syntax and vocabulary. 214

Random-Shot (RS) In the random few-shot tech- 215

nique (Agrawal et al., 2023; Robinson et al., 2023; 216

Bawden and Yvon, 2023) we provided 16 randomly 217

selected source–target language translation pairs 218

followed by the sentence to translate. These ex- 219

amples, even if not necessarily related, serve as 220

in-context references, encouraging the model to 221

infer translation and language patterns. 222

Fragment-Shot (FS) In the Fragment-Shot 223

method, the sentence to be translated is partitioned 224

into contiguous word sequences which we call frag- 225

ments. For each fragment, we retrieve validated 226

translation examples from the training corpus in 227

which the fragment appears in the source sentence 228

(see Figure 1). These fragments are constructed 229

based on their occurrences in the retrieval data. 230

We start with a sliding window of seven contigu- 231

ous words and check whether any sentence in the 232

retrieval data contains an exact match for this frag- 233

ment on the source side. If such examples are 234

found, we randomly select up to six sentence pairs 235

containing the full fragment and include them in the 236

prompt. If no matches are found, the window size 237

is progressively reduced until we arrive at one-word 238

units. Also, the fragments are chosen to avoid over- 239

lap, ideally ensuring a complete but non-redundant 240

coverage of the sentence. We prioritize examples 241

that explicitly contain the fragment in the source 242

sentence, rather than selecting on the basis of a 243

global sentence similarity. The examples serve to 244

illustrate plausible translations of the fragment in 245

context. 246

Pivoted Fragment-Shot (PF) The pivoted 247

Fragment-Shot approach extends the FS-approach 248

by enabling translation between two languages 249

for which no direct parallel data is unavailable, 250

leveraging a pivot language. This method applies 251

the FS method in a nested manner across two 252

different bilingual corpora: source-pivot and 253

pivot-target. In our case we implemented this 254

method for translating between Ladin (Gherdëina) 255
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DeepSeek-R1

...**suvënz**: The example "l tlama suvënz
te ustaria" translates to "frequenta spesso
il bar". In Val Badia, "spesso" is "gonot"
as seen in "la uma bruntora gonot le möt"
(la mamma rimprovera spesso il bambino).
So "suvënz" (often) becomes "gonot"...

Llama-3.3

...**suvënz** means often,
so "spesso" or a similar term
in Ladin (Val Badia) would work...

GPT-4o

...The word "suvënz" is seen in Gherdëina
as "spesso" in Italian, with no alternative
translation provided in Val Badia,
suggesting that "sovenz" might be retained...

1 Translate the following sentence from
2 Ladin (Gherdëina) into Ladin (Val Badia):
3

4 >>I pësc mor suvënz per gauja dla cunzentrazion
5 auta de tuesse tl'eghes.<<
6 ...
7

8 Examples that illustrate the usage of **suvënz**:
9

10 - Ladin (Gherdëina): l tlama suvënz suvënz te ustaria
11 - Italian: frequenta spesso il bar
12

13 Examples that illustrate the usage of **spesso il**:
14

15 - Italian: la mamma rimprovera spesso il bambino
16 - Ladin (Val Badia): la uma bruntora gonot le möt
17 ...

Figure 2: Example of Pivoted-Fragments Prompting and the corresponding reasoning employed by different LLMs.

and Ladin (Val Badia) via Italian.256

Specifically, for a given sentence in the source257

language, we extract fragments as in the FS-258

method. For each fragment, we search the259

source-pivot corpus for up to three sentence pairs260

that contain the fragment on the source side and261

the corresponding pivot translations. We reduced262

to 2 for that exceeded the context size of the model.263

We then treat the pivot translations as new source264

texts and perform a second round of this search265

in the pivot-target corpus for (again, up to three)266

sentence pairs in the pivot language that contain267

fragments of the pivot translation, along with their268

translations into the target language. Given the269

substantial overlap between the Italian sentences270

in both corpora, we deliberately excluded exact271

pivot-sentence matches in order to force reasoning272

about fragments and thus simulate a more difficult273

translation problem. Figure 2 illustrates this274

approach by showing, on the left, the examples275

provided for the fragment suvënz occurring in276

the Ladin (Gherdëina) sentence, which connects277

via Italian to the corresponding Ladin (Val Badia)278

translation gonot. The right side illustrates the rea-279

sonings employed by DeepSeek-R1, Llama-3.3,280

and GPT-4o.281

4 The Ladin Language282

Ladin is a Rhaeto-Romance language spoken in the283

Dolomite region of Northern Italy. Ladin is char-284

acterised by its internal linguistic diversity, with285

five main regional variants: Val Badia, Gherdëina,286

Fassa, Fodom, and Anpezo. Each variant has its287

own orthographic conventions, vocabulary, and288

grammatical structures, making it a compelling289

case for machine translation research. This study 290

analyses the performance of various LLMs in trans- 291

lating texts between Italian and the written stan- 292

dards of Val Badia and Gherdëina. These standards 293

represent the Ladin varieties spoken by around 294

20,0001 people in these two South Tyrolean val- 295

leys. Due to the very limited amount of machine- 296

readable data available for Ladin and the fact that 297

ita variants are not distinguishable in ISO 639-32 298

it is likely that LLMs have minimal exposure to 299

Ladin and are unaware of its internal variation. To 300

give an intution on the similarity between the two 301

variants and Italian and on the difficulty of the trans- 302

lation task, we computed the BLEU score obtained 303

by leaving the text untranslated, which resulted in 304

a score of 12.9 for Val Badia–Gherdëina, 5.0 for 305

Italian–Val Badia and 4.3 for Italian–Gherdëina. 306

Retrieval Corpora As retrieval corpora, we 307

have included the following datasets: 18, 140 308

sentences for Val Badia–Italian, which have al- 309

ready been published3, and 19, 971 sentences for 310

Gherdëina–Italian, extracted from the dictionary 311

Ladin (Gherdëina)–Italiano (Forni, 2013). Since 312

the Italian sentences of both datasets largely over- 313

lap, we aligned them to construct an additional par- 314

allel dataset for Val Badia–Gherdëina with 14, 953 315

sentences. We make both the Gherdëina–Italian4 316

and Val Badia–Gherdëina5 datasets publicly avail- 317

1This number is based on data from the 2024 South
Tyrolean Language Group Census, 2023 published by ASTAT
at https://astat.provinz.bz.it/de/publikationen/
ergebnisse-sprachgruppenzahlung-2024.

2https://iso639-3.sil.org
3https://doi.org/10.57967/hf/1878
4https://doi.org/XXX/YYY
5https://doi.org/XXX/YYY
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able under a CC BY-NC-SA 4.0 license. These318

sentences, originally created as language reference319

material, are relatively short and simple with an320

average length of ≈ 25 characters.321

Test Data For this study, we had 175 sentences322

from the FLORES+ (NLLB Team et al., 2024)323

dataset (dev split) translated into Val Badia and324

Gherdëina. These translations were produced by325

native Ladin speakers and professional translators326

affiliated with the Ladin Cultural Institute “Micurá327

de Rü”6. All translators followed the guidelines328

provided by OLDI7, ensuring consistency and ac-329

curacy in the translation process.330

5 Large Language Models331

To evaluate the efficacy of the prompting tech-332

niques, we selected the following five state-of-the-333

art LLMs: (i) GPT-3.5 is a general-purpose lan-334

guage model from OpenAI’s GPT-3 series with335

175B parameters, released in 2022 (Brown et al.,336

2020). (ii) GPT-4o a model by OpenAI, introduced337

in 2023, with 200B parameters and enhanced rea-338

soning capabilities designed for complex problem–339

solving (Hurst et al., 2024). (iii) o1-mini a model340

by OpenAI optimised for reasoning with 50B341

parameters, launched in September 2024 (Jaech342

et al., 2024). (iv) Llama-3.3 is a text-only model343

by Meta AI, released in December 2024, fea-344

turing 70B parameters (Touvron et al., 2023).345

(v) DeepSeek-R1 is a reasoning-focused model by346

DeepSeek AI, introduced in January 2025, with347

658B parameters (DeepSeek-AI et al., 2025). The348

models were prompted using the API services:349

OpenAI API8 for GPT-3.5, GPT-4o, and o1-mini,350

DeepSeek API9 for DeepSeek-R1, and Together351

Inference API10 for Llama-3.3. The hyperparam-352

eters were configured according to the default set-353

tings provided by each service.354

6 Results355

Table 1 shows, for the selected LLMs GPT-3.5,356

GPT-4o, o1-mini, Llama-3.3 and DeepSeek-R1,357

the mean BLEU (Post, 2018) scores computed358

with sacrebleu11 as well as the standard devia-359

tion observed for ZS, RS, FS and PF between Val360

6https://www.micura.it
7https://oldi.org/guidelines
8https://platform.openai.com
9https://www.deepseek.ai/api

10https://www.together.ai
11https://github.com/mjpost/sacrebleu

Badia, Gherdëina and Italian. We perform pair- 361

wise statistical significance tests to assess whether 362

differences in BLEU scores between models and 363

prompting strategies are meaningful or attributable 364

to chance. Therefore, we examined three aspects, 365

using sacrebleu pairwise tests: (1. underlined) 366

we used the FS approach as the baseline in the sig- 367

nificance test to determine whether it yields the best 368

results for each model and translation direction; (2. 369

dashed underlined) we used the PF approach as a 370

baseline to assess whether it outperforms ZS and 371

RS methods for each model and for translations 372

between low-resource languages; (3. bold) for 373

each prompting approach and translation direction, 374

we used the DeepSeek-R1 model as the baseline 375

to assess whether it outperforms the others. We 376

underlined the FS approach if it was statistically 377

significantly better than all others, and we high- 378

lighted DeepSeek-R1 in bold if it outperformed all 379

other models. 380

Table 1 highlights three key findings: (1) In 381

translations from low-resource to high-resource 382

languages, the FS approach yields significant im- 383

provements only for o1-mini and Llama-3.3. For 384

all other models, and for Gherdëina to Italian trans- 385

lations in particular, more sophisticated prompting 386

techniques show little to no benefit; in some cases, 387

ZS prompting even delivers the best results. (2) 388

In translations from high-resource to low-resource 389

languages, as well as between two low-resource 390

languages, our FS approach consistently achieves 391

the highest performance. Additionally, the Pivoted- 392

Fragments prompting method yielded significant 393

translation improvements compared to ZS and RS, 394

but only for reasoning models. (3) DeepSeek-R1 395

consistently outperforms all other models, espe- 396

cially in translations from high-resource to low- 397

resource languages and between low-resource lan- 398

guage pairs. 399

Table 2 presents statistics for the different meth- 400

ods. We compare the prompt creation times, the 401

average prompt length (in characters), and the in- 402

ference times of the various models. Our findings 403

indicate that reasoning-oriented models generally 404

require longer inference times. For all models, in- 405

ference time tends to increase with prompt size, 406

though not always in direct proportion. Notably, 407

PF-prompts are significantly larger – approximately 408

ten times the size of RS-prompts – and can quickly 409

approach the model’s context limits when process- 410

ing longer sentences. Table 3 presents the syntactic 411

coverage analysis for the different language com- 412
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Translation direction / BLEU GPT-3.5 GPT-4o o1-mini Llama-3.3 DeepSeek-R1

Val Badia → Italian ZS 19.35±2.09 22.90±2.11 18.36±2.31 20.31±2.10 22.47±2.04
RS 20.75±2.07 22.83±2.11 18.29±2.09 20.44±2.27 22.80±2.05
FS 19.77±2.01 22.49±1.99 21.07±2.16 21.98±2.17 22.46±1.94

Gherdëina → Italian ZS 18.52±2.04 23.03±2.09 17.26±1.99 21.02±2.12 23.02±1.96
RS 19.35±1.98 22.15±2.32 18.63±2.04 20.59±2.11 22.45±2.00
FS 19.43±1.82 21.18±1.95 19.78±1.86 20.96±1.90 21.79±1.75

Italian → Val Badia ZS 4.91±1.23 5.70±1.40 4.67±1.22 6.46±1.29 6.31±1.24
RS 5.01±1.18 5.70±1.45 5.22±1.30 7.94±1.47 6.91±1.38
FS 7.28±1.31 13.31±1.63 11.37±1.59 12.85±1.55 14.22±1.61

Italian → Gherdëina ZS 6.73±1.18 5.53±1.20 6.69±1.15 9.50±1.35 8.77±1.30
RS 6.65±1.15 7.56±1.26 6.39±1.13 9.50±1.28 9.07±1.23
FS 8.58±1.27 12.58±1.50 11.51±1.46 13.32±1.58 14.63±1.48

Val Badia → Gherdëina ZS 10.52±1.41 11.15±1.61 8.94±1.25 15.01±1.69 13.11±1.52
RS 10.39±1.34 12.21±1.49 12.07±1.64 16.61±1.83 15.28±1.64
FS 13.91±1.68 25.46±2.13 23.81±1.75 24.16±1.99 28.60±2.23
PF 10.78±1.48 16.19±1.62 14.52±1.70 15.52±1.65 20.94±1.89

Gherdëina → Val Badia ZS 10.73±1.53 11.17±1.37 8.10±1.20 12.46±1.53 10.19±1.34
RS 11.25±1.50 12.36±1.45 10.83±1.42 13.14±1.53 13.75±1.60
FS 13.99±1.70 23.10±2.02 22.21±2.00 21.70±2.01 26.27±2.16
PF 10.08±1.39 15.67±1.69 13.32±1.54 14.07±1.67 19.33±1.70

Table 1: BLEU mean scores and confidence intervals of GPT-3.5, GPT-4o, o1-mini, Llama-3.3, and DeepSeek-R1
across various Ladin and Italian translation pairs using different prompting methods as reported by sacrebleu.

avg. duration [s] ZS RS FS PF

GPT-3.5 1.01 0.99 1.18 1.24
GPT-4o 1.63 1.78 6.85 7.34
Llama-3.3 1.74 2.04 6.49 9.54
o1-mini 7.10 9.54 15.27 27.56
DeepSeek-R1 19.42 20.87 34.22 30.97

creation time [s] 0.00 0.02 1.08 1.90
avg. # chars 247 2232 8974 24852

Table 2: Prompt statistics and average inference times.

binations for the FS-method. We evaluated the413

input sentence coverage by counting, for each sen-414

tence, how many words could be exemplified or415

assumed to be non-translatable (e.g., proper names).416

Moreover, we list the total number of fragments417

of size 1,2,3 and 4 we found in the retrieval cor-418

pus. We observe a significant correlation between419

coverage and BLEU score in translations from high-420

resource to low-resource languages, as well as be-421

tween two low-resource languages–indicating that422

higher coverage of relevant information leads to423

better translation quality. However, this correlation424

does not hold in translations from low-resource to425

high-resource languages.426

To give an insight into the translations generated427

with the different prompting methods, we have in-428

cluded an example sentence in Gherdëina in Ta-429

ble 4, along with the different outputs by selected430

models, as well as the reference translation in Val431

Badia. We have highlighted the input fragments432

for which we could retrieve examples, as well as433

the correctly translated segments in the generated 434

translations. 435

7 Discussion 436

In the following, we discuss our main findings 437

based on the results presented above. 438

Syntactic Coverage Correlates with Translation 439

Quality into and between Low-Resource Lan- 440

guages In contrast to the Ladin to Italian direc- 441

tion, we observe substantial performance improve- 442

ments when moving from ZS or RS to FS or PF. 443

While previous work has selected examples based 444

on sentence-level similarity—using metrics like 445

BLEU (Agrawal et al., 2023) or semantic embed- 446

dings (Merx et al., 2024; Shu et al., 2024), our FS 447

and PF approaches prioritise examples that max- 448

imise syntactic coverage, i.e., the inclusion of 449

source words present in the input sentence. This 450

strategy is particularly valuable in settings where 451

building reliable embedding models is challeng- 452

ing due to limited data availability. The impor- 453

tance of lexical overlap was previously emphasized 454

by Agrawal et al. (2023); we measure the coverage 455

more directly by counting the number of complete 456

source words for which example translations are 457

available and reinforce this finding with the corre- 458

lation results observed between this fragment cov- 459

erage and BLEU scores in the FS setting. There 460

is a clear trend in all models that the FS-method 461
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fragment size pearson correlation
Coverage 1 2 3 4 GPT-3.5 GPT-4o o1-mini Llama-3.3 DeepSeek-R1

VB→ IT 0.88±0.08 1559 646 122 12 0.04 0.01 0.02 0.04 0.07
GH→ IT 0.89±0.06 1538 730 165 22 0.10 0.00 0.06 0.01 0.03
IT→ VB 0.70±0.12 1629 491 50 3 0.28∗ 0.24∗ 0.29∗ 0.29∗ 0.35∗

IT→ GH 0.71±0.11 1628 480 54 1 0.42∗ 0.34∗ 0.41∗ 0.35∗ 0.42∗

VB→ GH 0.85±0.13 1607 621 97 13 0.46∗ 0.48∗ 0.46∗ 0.45∗ 0.53∗

GH→ VB 0.83±0.08 1602 706 146 21 0.40∗ 0.47∗ 0.48∗ 0.43∗ 0.50∗

Table 3: FS-coverage and pearson correlation FS-coverage–BLEU statistics.

help the models to produce more accurate transla-462

tions and promotes adherence to standard spelling463

conventions. However, the degree of improve-464

ment varies between models. For example, com-465

pared to ZS, the gain is approximately +3.3 BLEU466

points for GPT-3.5 and +15.5 for DeepSeek-R1.467

DeepSeek-R1 not only delivers the best perfor-468

mance gains, but also shows the highest correlation469

between syntactic coverage and translation qual-470

ity, highlighting the importance of reasoning for471

effectively processing the prompts.472

Reasoning Can Compensate for Data In the473

absence of direct parallel data, the Pivoted FS474

method—which translates between Val Badia and475

Gherdëina—offers a promising approach for low-476

resource language translation by leveraging nested477

FS prompting with Italian as the pivot language.478

Although the results achieved with this method are479

clearly inferior to those achieved with FS on direct480

parallel data, the leap in comparison to RS is sig-481

nificant for GPT-4o, o1-mini and DeepSeek-R1.482

DeepSeek-R1 demonstrates notable strengths in483

processing the structured PF prompts, significantly484

outperforming the other models. These find-485

ings suggest that robust reasoning capabilities are486

crucial for effectively applying the PF approach.487

PF requires models to perform multi-hop reason-488

ing (Yang et al., 2024) across retrieved examples489

and pivot language rather than rely solely on lan-490

guage modeling or memorized translation patterns.491

We thus conclude that such capabilities can, at least492

to some extent, compensate for the lack of exten-493

sive training corpora. However, this is related to494

longer inference times (see Table 2). Further qual-495

itative analysis revealed that DeepSeek-R1 is the496

model with the highest proportion of syntactically497

valid words in the generated translations for the498

specific target variant, also leaving the smallest499

proportion of words untranslated. Nevertheless,500

there are still challenges in fully capturing the vo-501

cabulary and morphology of the target variant. On502

average—compared to the reference translations—503

7–9% more words in the generated translations are 504

syntactically not valid in the target language, in- 505

dicating substantial room for improvement. The 506

observed weaknesses may be explained by sev- 507

eral factors: (i) the models do not appear to have 508

prior knowledge of Ladin or a built-in distinction 509

between its variants, as demonstrated by their per- 510

formance in ZS; (ii) the retrieval corpus used in 511

prompt construction is relatively small; based on 512

the statistics shown in Table 3, we could expect 513

coverage of only around 55% for Gherdëina—- 514

Val Badia prompts; (iii) the reasoning is highly 515

sensitive to the prompt. Figure 2 illustrates this 516

issue: despite the prompt containing an example 517

for the word suvënz with its Italian and Val Badia 518

translations, some models fail to correctly infer 519

the translation. In this case, the prompt explic- 520

itly refers to the fragment spesso il, which may 521

have caused GPT-4o to claim that no example for 522

spesso exists. Llama-3.3 understands the meaning 523

of suvënz but fails to generate the correct trans- 524

lation, while DeepSeek-R1 succeeds, highlighting 525

its comparatively stronger ability to perform mul- 526

ti-hop reasoning (Yang et al., 2024). Addressing 527

these weaknesses could improve the overall effec- 528

tiveness of the approach. Further improvements 529

can be expected if language-specific resources are 530

incorporated during the pre-training of the model, 531

as discussed in Ye et al. (2025). 532

Limited Adaptation in High-Resource Lan- 533

guage Translation Our findings indicate that, in 534

the Ladin to Italian translation direction, neither 535

the tested prompting strategies nor higher cover- 536

age of retrieved information lead to noticeable im- 537

provements in translation quality. This observation 538

aligns with Robinson et al. (2023), who noted that 539

few-shot prompting offers limited benefits. In some 540

cases, providing additional information even led 541

to degraded performance, an effect also reported 542

by Alves et al. (2023); DeepSeek-AI et al. (2025); 543

Reynolds and McDonell (2021). An exception is 544

o1-mini and Llama-3.3, which achieve the best 545
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Gherdëina: I pësc mor suvënz per gauja dla
cunzentrazion auta de tuesse tl’eghes.

GP
T-

4o

ZS: I pësc moro suvent per ieie dla cunsentrazion
ota de tuesc tl’ega.
FS: I pësc mör gonot por gauja dles conzen-
trazion alta da tosser tl’ecas.
PF: I pësc ne mör sovenz por gauja dl cunzen-
trażion eveata de töies tl’egnes.

Ll
am

a-
3.

3

ZS: I pesc se à ziplà de spess per la gauja dla
concentrazion auta de tuess te eghes.
FS: I pësc mör gonot por gauja dles cunzen-
trazions altas de tosser te eglises.
PF: I pesc muion spesso per la ragion de na cun-
centrazion auta de velen tl’ega.

De
ep

Se
ek

-R
1 ZS: I pesc muer sovenz per via de la cunzentrazion

auta de tossich tla ega.
FS: I pësc mör gonot por gauja dla cunzentrazion
alta de tosser tles eghes.
PF: I pësc mör gonot por gauja dla cunzentrazion
auta de tuesse tles eghes.

Val Badia: I pësc mör gonot porvia dles conzen-
traziuns altes dla tossina tles eghes.

Table 4: Example translation Gherdëina to Val Badia.

results with the FS method for Ladin (Val Badia)546

to Italian translation. To contextualise the results,547

we computed the BLEU score for English to Ital-548

ian translation using GPT-4o and obtained a value549

of ≈ 30 BLEU, demonstrating strong ZS perfor-550

mance, while still highlighting room for improve-551

ment, considering that the Ladin texts are expert552

translations of the original English. We observed553

notable performance differences across the models554

where o1-mini often retained Ladin words. In con-555

trast, GPT-4o and DeepSeek-R1 consistently gen-556

erated acceptable results without source-language557

interference. GPT-3.5 and Llama-3.3 sometimes558

adhering too closely to Ladin sentence structure.559

These results primarily reflect the underlying mul-560

tilingual capabilities of the models.561

Specialised NMT Models Are Superior for562

Translation into Low-Resource Languages For563

Ladin, NMT models have so far only been pub-564

lished for the language pair Ladin (Val Badia)–565

Italian (Frontull and Moser, 2024). We have eval-566

uated them on our test data in order to obtain567

a performance comparison. For Italian to Ladin568

(Val Badia), the best performing NMT model (L4)569

achieved a BLEU score of 16.77, which is signifi-570

cantly higher than the best performing LLM. This571

confirms that while the FS method allows for sig-572

nificant improvements, specialised NMT models573

remain superior for this task (Scalvini et al., 2025;574

Robinson et al., 2023; Aycock et al., 2024). How-575

ever, these NMT models were trained also with 576

monolingual texts, giving them access to language- 577

specific information that was not leveraged in our 578

prompting experiments. Methods that aim to incor- 579

porate such monolingual data have, for instance, 580

been explored in Guo et al. (2024). In the oppo- 581

site direction, the best performing NMT model 582

R4 achieved a BLEU score of 17.04, which is 583

lower than the one achieved by the different LLMs 584

with ZS. This highlights the potential of LLMs for 585

low-resource languages. For example, they can 586

be used to produce higher-quality initial transla- 587

tions (Ondrejová and Šuppa, 2024), which is a par- 588

ticularly relevant aspect of the widely used back- 589

translation (Sennrich et al., 2016). 590

8 Conclusion 591

In this work, we introduced Fragment-Shot Prompt- 592

ing, a novel in-context learning method that im- 593

proves the quality of translations into and between 594

low-resource languages with LLMs by retrieving 595

examples based on syntactic coverage. Building 596

on this idea, we proposed Pivoted Fragment-Shot: 597

an extension that enables translation without the 598

need for direct parallel data, leveraging a pivot lan- 599

guage instead. While prompt engineering only of- 600

fers marginal improvements when translating into 601

high-resource languages, it becomes significantly 602

more impactful in low-resource scenarios. Our ex- 603

periments emphasise the importance of syntactic 604

coverage in example selection. However, select- 605

ing examples solely based on syntactic overlap, 606

without access to semantic information, makes it 607

difficult to capture connections between source and 608

target language, as fragments may have multiple 609

meanings and uses. As a result, effective trans- 610

lation in such cases requires models with strong 611

reasoning capabilities. At the same time, reasoning 612

enables models to generalise beyond the examples, 613

reducing the need for large amounts of data. 614

Future Work Our results show that in-context 615

learning combined with the reasoning capabilities 616

of LLMs can improve translation quality for low- 617

resource languages, but the mechanisms underly- 618

ing this effectiveness still need to be understood 619

in more detail (Chitale et al., 2024; Alves et al., 620

2023), highlighting the need for further research. 621

Future work could also consider approaches that 622

go beyond a single-query approach that guide the 623

reasoning process, such as through the use of query 624

languages like LMQL (Beurer-Kellner et al., 2023). 625

8



Ethical Statement626

We see a particular community consciousness in627

low-resource languages that are perceived as more628

trustworthy in certain contexts. For example, speak-629

ers of such languages have so far hardly been af-630

fected by phishing or similar attacks in their na-631

tive language. With technological advances, these632

methods could be abused to exploit precisely this633

"greater trust" that these languages retain in the634

digital world.635

Limitations636

Our approach augments prompts with data from637

an external corpus. While this method has the638

potential to improve machine translation for low-639

resource languages, we recognise several risks as-640

sociated with its use. LLMs often lack robust safety641

mechanisms for low-resource languages, making642

them more prone to generating inaccurate, inap-643

propriate or harmful content (Yong et al., 2024;644

Deng et al., 2024; Zeng et al., 2024). Augmenting645

prompts with external data could exacerbate this646

problem by increasing hallucinations, potentially647

leading to the production of offensive or mislead-648

ing translations and texts. In addition, our approach649

retrieves relevant ICL-examples based on syntactic650

similarity to fragments of the input sentence. How-651

ever, this purely syntactic selection does not take652

into account potential biases in the training data or653

in the model itself. As a result, our method may654

inadvertently propagate or even amplify existing655

biases, raising concerns about fairness and ethical656

use. Future work should explore strategies to miti-657

gate these risks, such as refining selection criteria658

beyond syntax or incorporating bias-aware filtering659

mechanisms.660

We only conducted experiments on translation661

between Ladin and Italian. As Italian belongs to662

the same language family as Ladin and shares struc-663

tural and lexical similarities, our methods may have664

benefited from these similarities. For more distant665

languages, translation may be more challenging666

and further evaluation is needed to assess the gen-667

eralisability of our findings.668

Not all prompts included an instruction on in669

which format the result should be returned, and670

even when they did, the automatic readout of the671

translations was not always possible. Moreover, the672

models occasionally generated additional content673

or information that went beyond the translations to674

be generated, e.g. to explain the generated trans-675

lations or to warn the user of a lack of knowledge 676

of the Ladin language. Since the amount of gener- 677

ated translations was manageable, we parsed the 678

translations manually from the generated output. 679

However, we note that this should be considered 680

for efficient scaling of the experiments. 681

Although the PF-method shows promising re- 682

sults when translating between variants of Ladin, 683

the size of the prompts generated by this nesting 684

is a point of criticism. The size of the prompts 685

increases rapidly depending on the length of the 686

input and the translations found, as there are no 687

assumptions about how the fragments in the source 688

sentence correspond to those in the pivot language. 689

The result is a search for example translations for 690

all the fragments in the intermediate sentences. In 691

our case, the translations in the corpus were simple, 692

short sentences and so we have not yet reached the 693

limits here, but this could look different with other 694

training data. Introducing an alignment for these 695

fragments could reduce the size of the prompts 696

and improve efficiency by allowing less relevant 697

examples to be omitted. 698

One limitation of our work is the relatively small 699

test data set, which consists of only 175 sentences. 700

A more comprehensive evaluation using the full 701

FLORES+ dataset would provide more robust and 702

representative results. To ensure compliance with 703

the original access conditions, any release of the 704

dataset should be complete and formally submit- 705

ted to OLDI, thereby preserving its integrity as an 706

evaluation benchmark. Given that our dataset is 707

incomplete, we have chosen not to release it to 708

prevent unintended uses, as it may end up in the 709

training data of models - an outcome that would 710

compromise FLORES+’s role as a benchmark for 711

assessing translation quality. 712
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