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Abstract

Recent studies have demonstrated the effectiveness of Large Language Models
(LLMs) as reasoning modules that can deconstruct complex tasks into more man-
ageable sub-tasks, particularly when applied to visual reasoning tasks for images.
In contrast, this paper introduces a Video Understanding and Reasoning Frame-
work (VURF) based on the reasoning power of LLMs. Ours is a novel approach to
extend the utility of LLMs in the context of video tasks, leveraging their capacity
to generalize from minimal input and output demonstrations within a contextual
framework. We harness their contextual learning capabilities by presenting LLMs
with pairs of instructions and their corresponding high-level programs to generate
executable visual programs for video understanding. To enhance the program’s
accuracy and robustness, we implement two important strategies. Firstly, we em-
ploy a feedback-generation approach, powered by GPT-3.5, to rectify errors in
programs utilizing unsupported functions. Secondly, taking motivation from recent
works on self-refinement of LLM outputs, we introduce an iterative procedure for
improving the quality of the in-context examples by aligning the initial outputs to
the outputs that would have been generated had the LLLM not been bound by the
structure of the in-context examples. Our results on several video-specific tasks,
including visual QA, video anticipation, pose estimation, and multi-video QA,
illustrate these enhancements’ efficacy in improving the performance of visual
programming approaches for video tasks.

1 Introduction

In recent years, the vision community has developed highly efficient specialized models for various
video understanding tasks, including Video Question Answering /Antol et al.|[2015]], Action Antici-
pation Girdhar and Grauman|[2021]] and Pose Estimation Toshev and Szegedy| [2014], [Koprinska
and Carratol|[2001]], [Yilmaz et al.|[2006]],(Gammulle et al.| [2019]. Despite such advancements, video
models usually offer isolated visual comprehension capabilities in the form of narrow task-specific
models. Such specialized models limited to individual tasks struggle to offer a comprehensive,
adaptable, and scalable understanding of videos for complex reasoning. Although the current off-the-
shelf models can perform specific well-defined tasks, they require specialized and comprehensive
datasets to effectively train dedicated models for each task, which is not feasible for general-purpose
complex reasoning problems. Furthermore, individual off-the-shelf vision models for each video-
understanding task necessitate a distinct framework with unique model configurations. This problem
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Figure 1: An overview of the VURF pipeline: Figure demonstrates how a complex query regarding
video editing is broken down in VUREF to arrive at the final edited result. Best viewed in zoom.

underscores the requirement for a uniform reasoning framework that offers plug-and-play architecture,
capable of leveraging any pre-trained computer vision model, enabling seamless execution of a given
task.

To address these challenges, we adopt a strategy of decomposing broad video-understanding tasks
into more manageable sub-tasks, each of which can be solved by executing task-specific models, and
subsequently consolidating the results. Our framework is motivated by the observation that complex
tasks can be effectively solved by executing an intermediate sequence of sub-tasks, collectively
working in sequence to solve the more challenging problem. This process of task decomposition
necessitates a reasoning module capable of discriminating the necessary steps for task execution.
Large Language Models (LLMs) emerge as promising candidates for this role. Recent works on
Visual Programming [Gupta and Kembhavi [2023]] have demonstrated the effectiveness of LLMs in
breaking down complex tasks into smaller, more manageable components that can be tackled by
specialized computer vision models[Wu et al.|[2023]], [Yang et al|[2023], [Ruan et al.| [2023]]. In our
study, we demonstrate the utility of such a reasoning module in tackling specific challenges within the
domain of video understanding. We also show that building such an approach on top of the existing
off-the-shelf video models can significantly enhance task performance.

While LLMs demonstrate competence in serving as reasoning modules, they are not immune to
errors and limitations. One notable deficiency is their vulnerability to hallucinations induced by
contextual information, without the means to self-correct based on task-agnostic knowledge
[2023]. To address this concern, we draw inspiration from recent research demonstrating the
efficacy of self-refinement processes in enabling LLMs to enhance their outputs Madaan et al.| [2024],
[Feng et al| [2024]], akin to the way humans engage in self-correction. Specifically, we propose
a feedback-generation mechanism that evaluates the LLM’s output and employs this feedback to
prompt the LLM to refine its output. Our findings substantiate the effectiveness of this approach
in elevating the performance of video-based reasoning approaches. Our main contributions are as
follows:

* The first generic visual reasoning framework for video understanding consolidates multiple
task-specific, domain-specialized video models to answer any video-related user queries.

» Using in-context learning, we align LLM behavior for decomposing a given complex task
into multiple sub-tasks easily solvable using existing task-specific video models.

* Our proposed self-refinement strategy helps avoid errors in the programs (outlining subtask
decomposition) generated by the LLM and boosts the performance by iterative refining the
generated program. The proposed framework is shown to boost performance for tasks such
as visual question answering for videos in complex reasoning scenarios.

2 Related Work

Video Understanding: Video understanding focuses on teaching machines to understand and analyze
visual content. One crucial task is to recognize and localize different actions in the video|Reddy et al.



[2023]]. Numerous algorithms have been developed to cater the video understanding tasks such as
Video Swin Transformer Liu et al.| [2022], VideoMAE [Tong et al.| [2022], C2D Wang et al.|[2018]],
MViT-V2|Li et al.|[2022], STGCN++|Yu et al.|[2017], and ViViT |Arnab et al.|[2021] that achieve
high accuracy on SOTA datasets Sigurdsson et al.|[2016]],/Gao et al.|[2017],|Gu et al.| [2018], Deliege
et al.| [2021]], [Huang et al.|[2020], Girdhar and Grauman|[2021], Sadhu et al.|[2021]].

Video understanding tasks facilitate the efficient handling of diverse information modalities |Li et al.
[2020] and various tasks have been introduced to test the capabilities of the methods for video
understanding such as retrieving temporal and spatial information Zhang et al.| [2023| and answering
natural language questions from the video i.e., Video Question Answering (VQA)|Yang et al. [2003]],
Lei et al.|[2018]]. Other methods such as SeViLA [Yu et al.|[2024] and iVQA [Lin et al.| [2023b], adapt
Localizer and Answerer for both QA and temporal key-frame localization which are then extended to
zero-shot VQA |Song et al.|[2023]], [Yang et al.|[2022], |Lin et al.| [2023a]. Another challenging task in
video understanding is to localize the starting and ending time of the video segment that corresponds
to the input query i.e., video grounding |Chen et al.| [2018]],|Yang et al.| [2022]],Zeng et al.| [2020]. It
can solve various video understanding tasks such as Temporal Action Recognition Chen et al.|[2019]],
spatio-temporal video grounding|Zhang et al.|[2020]], and Action Recognition |Carreira and Zisserman
[2017]. Our work on video programming provides a pipeline for various video understanding and
reasoning tasks leveraging off-the-shelf SOTA models and the reasoning capabilities of LLMs for
each sub-task.

Visual Programming: Visual Programming leverages Language Models (LLMs) to break down
complex vision-understanding tasks into simpler sub-tasks executed sequentially, improving responses
with in-context examples and prompts. Recent advancements, such as VisProg Gupta and Kembhavi
[2023]], enhance visual task performance by increasing in-context examples, replacing high-error
modules with off-the-shelf models, and refining instructions. Our work, VUREF, is the first generic
reasoning framework for video, utilizing LLMs’ self-critique and refining visual programs to address
errors. While zero-shot models like Flamingo |Alayrac et al.|[2022]] can adapt to new tasks without
fine-tuning, they struggle with generalization, unlike VUREF, which leverages SOTA models for
downstream tasks.

Self Refinement: LL.Ms demonstrate a special ability to enhance their outputs just like how humans
re-evaluate, refine, and reiterate the text that they have initially written. The same LLM when used to
identify the potential issues with the output and through the generator, refiner, and feedback provider,
it even has the potential to improve responses generated by SOTA LLMs like GPT4 Madaan et al.
[2023]]. Other methods include using external tools like search engines to rectify the output Madaan
et al.|[2023]], detecting hallucinated outputs |Gou et al.|[2023]],|[Evans et al.| [2021]], Zhou et al.| [2020],
Golovneva et al.|[2022], using natural language feedback |Saunders et al.|[2022] to improve the initial
generated response.

Leveraging the capabilities of self-debugging, language models have been able to debug their predicted
program via few-shot demonstrations [Chen et al.| [2023]], use of relevant in-context examples to
generate efficient response|Wang et al.|[2023]], [Thawakar et al.|[2024]], and have contributed in various
domains such as code generation and its applications |Yu et al.|[2019]], summarization Campos and
Shern! [2022]], and program synthesis Le et al.| [2022]], Kim et al.| [2023].

While these approaches improve the LLM’s response via recursive feedback methods, these methods
require continuous refinement of any output generated. Our self-refinement approach focuses on the
critique and refinement of in-context examples and we show that just a pre-defined set of in-context
examples can boost the performance of a visual programming approach (Table [T)).

3 Methodology

In contrast to conventional task-specific models that exhibit limitations in addressing complex
reasoning challenges, the Video Understanding and Reasoning Framework (VURF) seeks to utilize
the reasoning power of LLMs to deconstruct complex video-related queries into a series of sub-tasks
(video programs). By executing these sub-tasks sequentially, we can culminate to arrive at the final
response. Moreover, VURF allows seamless integration of new visual models in a plug-and-play
manner and also employs self-critique mechanisms to mitigate LLM’s hallucinations and judgment
errors. An overview of our approach is shown in Fig. [2} and we explain the approach in detail below.
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Figure 2: Video Understanding and Reasoning Framework (VURF) pipeline. Top: figure shows
the main approach of VURF with the added self-correction module. Bottom: figure shows the
self-refinement module.
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3.1 Video Reasoning LLMs

Role of Large Language Models. Large language models (LLMs), exemplified by GPT-3
[2020] and GPT-4 Achiam et al.|[2023], have demonstrated an impressive in-context learning
capability (ICL) that does not necessitate fine-tuning. ICL aims to extend the understanding of
LLMs to novel scenarios using a restricted set of input and output demonstrations within the relevant
context. In this work, we leverage GPT-3.5 to generate visual programs that solve video reasoning
tasks involving natural language instructions. The LLMs efficiently perform video reasoning tasks
by avoiding direct video processing. Instead, it formulates logical sequence flows that decompose
complex tasks into simpler sub-tasks. This approach enhances efficiency and allows the model to
navigate the intricacies of video-related challenges.

Prompting. We prompt GPT-3.5 with in-context examples which consist of pairs of instruction
and the associated programs that the LLM is expected to generate. The programs follow a generic
structure where each line of the program includes the name of a module, the module’s input argument
names and their values, and an output variable name. As output variables in a specific step are used
later for another step they follow a general structure which the LLM learns:

OUTPUTO=FUNCO(video=VIDEQO,...)
OUTPUT1=FUNC1 (arg0=0UTPUTO, .. .)

Given a set of these pairs and a new instruction, the LLM can generate a new program that follows
the same structure and can thus be executed via our program interpreter.

3.2 Self-Refinement

One prominent limitation of a naive visual programming technique like (Gupta and Kembhavi| [2023]]
is the proneness of generating inaccurate information influenced by contextual cues, as well as lacking
an inherent capacity for autonomous self-correction through task-agnostic knowledge. Two major
issues arise with the LLM-generated program. Firstly, due to LLM hallucinations, the program might
be using some function that is not supported by our interpreter. Secondly, the program may not break
down the instruction into sub-tasks in an optimal fashion. We resolve these limitations by the below
steps.




— - ~

P ~
A\ VIDO=TRIM(video=VIDEO, interval=(0.5,1))

/ \
> LM
AN No context FRAME=EXTRACT_FRAME(video=VIDO, time=1)

MAN_BLUE=DETECT_OBJECT(frame=FRAME, object="ma

VIDO=TRIM(video=VIDEO, interval=(0.5,1))

MAN_RED=DETECT_OBIECT(frame:FRAME, object=" o
Context £ = (o ebisctama oo TRACKO=TRACK(video=VIDO, query="man in blue", max_tracks=1)
e MOTION_BLUE=TRACK_MOTION(object=MAN_BLUE)

TRACK1=TRACK(video=VIDO, query="man in red", max_tracks=1)

QUESTION: MOTION_RED=TRACK_MOTION(object=MAN_RED)
q VID1=CROP(video=VIDO, track=TRACKO)
At the end of the video, ANSWER=COMPARE_MOTION(motiont=MOTION_BLUE, motion2=MOTION_RED)
did the man in blue jump VID2=CROP(video=VIDO, track=TRACKI)

i >
or the manin red? ACTION1=VQA(video=VID1, query="Did the man in blue jump?")

VIDO=TRIM(video=VIDEO,

interval=(0.5,1)) B ACTION2=VQA(video=VID2, query="Did the man in red jump>*)
ANSWER=VQA(video=VIDO, /- \\ ANSWER=EVAL(expr=""blue' if $ACTIONI else 'red"")
query="Did the man in blue or the man LLM
in red jump?") 4 L /

“Align the ideal program with the correct functions"
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examples and one without, but with added information for structural integrity. Both are then input
into the Language Model (LLM) to generate a new program that aligns with the ideal while avoiding
invalid functions.

Video Understanding ( Video Manipulation ‘ Knowledge Retrieval

VQA TRACK SEGMENT | MERGE owor | TRM
¢ PREDICT COUNT EVAL
Lowest Max bbox +
N =N e
GROUND SUMMARISE | |POSE DETECT TRIM_AFTER|  TRIM_BEFORI
l { Listindexing

= |

Figure 4: Main Modules used by VURF. The red boxes show modules that require a pre-trained
model whereas the boxes are modules that require trivial functions.

Error Correction: To address the issue of a program utilizing a function unsupported by our
interpreter, we employ a feedback generation approach, which notably leverages the power of GPT-
3.5. We present the program to this module, alongside the available list of functions and their general
usage, and inquire if the given program violates these constraints. If discrepancies are identified, the
program is subsequently regenerated, incorporating the provided feedback as contextual information.
This iterative process ensures error-free execution of the given instruction.

Auto-Refinement of In-Context Examples: The effectiveness of our approach hinges significantly
on the quality of in-context examples. Therefore, it is imperative to refine these examples to enhance
the module’s performance Lu et al.| [2023]],[Madaan et al.|[2023|]. To accomplish this, we implement
a self-refinement procedure. Initially, given an instruction, /, and the initial program generated P,
we input [ to the LLM, prompting it to generate an improved program, P’, without the inclusion of
in-context examples. Subsequently, both P and P’ are input into the LLM, enabling the generation
of a refined program that aligns more closely with the LLM’s reasoning, all while excluding the
influence of in-context examples. Replicating this process for n instructions yields a set of n new
in-context examples, enhancing the module’s ability to perform tasks effectively. Note that as shown
in Fig. 2] the auto self-refinement module can be applied to a single user query to iteratively improve
the generated program as well. However, this is inefficient and costly and thus we show that even
pre-refining the in-context program-instruction pairs can improve the performance of the VURF
(Table % A concrete illustration of this process on a single program and instruction pair is provided

in Fig.

4 Tasks

Our video understanding and reasoning framework (VURF) aims to offer a versatile approach
adaptable to various visual tasks. By integrating an interpreter component into an existing state-of-
the-art (SOTA) vision model, VURF addresses four diverse challenges: Video Question Answering
(VQA), Video Anticipation, Pose Estimation, and Multi-Video VQA. VURF functions by employing
a large language model (LLM) as a reasoning module to generate a visual program. This program
outlines a sequence of steps, each executed independently. The output of one step is fed as input to
the next, creating a cohesive workflow.
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Videol Frames Video2 Frames Instruction: Are the number of people in the kitchen in both
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Program:
TRACKO=TRACK(video=VIDEO1,query="person",max_tracks=-1)
TRACK1=TRACK(video=VIDEO2,query="person",max_tracks=-1)
COUNTO=COUNT(track=TRACKO)
COUNT1=COUNT(track=TRACK1)
ANSWER=EVAL(expr="{COUNT0} == {COUNT1}")

Prediction: 0 (False)

Figure 5: A qualitative example showing the Program steps in the Multi-Video VQA task. The
programs provide a logical decomposition of the original complex tasks.

4.1 Video Question Answering

VQA is an important task in video comprehension that endeavors to connect natural language
processing with video comprehension. The objective is to empower models to interpret the content of
a video and respond to user queries related to the video content. Effective resolution of such queries
often involves breaking down the overarching problem into manageable sub-problems.

For instance, consider a video of a man entering a room and then performing some action. If a human
is asked, “What does the man do after entering the room?” they would visually inspect the video,
locate the man, observe his actions by examining the video, and then deduce what the nature of his
activities. This example illustrates the critical role of logical reasoning in decomposing complex
questions into more manageable sub-queries, suitable for evaluation using off-the-shelf models. The
inherent complexity of such tasks makes VQA an ideal candidate for a visual programming approach,
given its primary function of decomposing intricate tasks into more manageable components. In the
context of the aforementioned example, VUREF, as demonstrated in Fig. [7] (Right), initially employs a
GROUNDING model to identify an interval where the man enters the room. Subsequently, it would
call the TRIMAFTER module to retrieve the relevant part of the video, and finally using the VQA
module, it will engage in visual examination of the video to answer the question “Pick up towel”.
This approach makes the task more logical and interpretable, with possible explanations in case an
output is wrong.

VUREF also extends its functionality to Multi-Video Question Answering tasks which involves
synthesizing information from two distinct videos to provide accurate responses to user queries. Our
approach simplifies this intricate process by breaking it down into a sequence of steps executed by a
language model. An example is shown in Fig. [3

4.2 Pose Estimation

Pose Estimation identifies the position and orientation of human bodies in images or videos using a
skeletal model and has been applied in areas like HCI, virtual reality, and clinical assessments Zheng
et al.|[2023]], Erol et al.| [2007]], |[Escobar et al.|[2019]. The process typically involves two stages:
detecting joint orientations, as seen in tools like MMPose [Sengupta et al.| [2020] and OpenPose
Cao et al.[[2017]], followed by using a model to estimate the pose from the skeletal representation
Andriluka et al.|[2014]]. While these approaches are effective, they often struggle to generalize to
unseen datasets.

In our Visual Programming approach, pose estimation is used to pre-process videos by tracking
and cropping specific individuals, followed by pose classification. We utilize MMPose for keypoint
detection and classify poses for tasks like fall detection, which can be extended to applications such
as hazard or crime detection. For example, Fig. [7]shows pose tagging in a video, and Fig. [f]illustrates
a fall detection scenario where relevant frames are trimmed, pose is detected, and the fall is classified.

4.3 Video Editing

Video editing is a crucial process in the post-production phase of film-making, television production,
and other visual media industries Dancyger| [2018]]. It involves manipulating and rearranging video
clips to create a coherent and engaging narrative or visual presentation. Video editing encompasses
various tasks such as trimming, cutting, merging, and arranging video segments, as well as adding
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Figure 6: Qualitative example showing the program steps of the Pose Estimation task of VURF.

Pose detection Video Editing Video Question Answering

"

.l'llsﬁ'vcfmﬂ What does the man do after entering the room?

{etrictin Tog the person in black with their pose

Instruction: Make a color pop of the girl

TRACKO- - TRACK(video=VIDEO query="person in black" max_tracks=1)
VIDO=CROP(video=VIDEO, track=TRACKO)
SKELETONO=POSE_DETECT(video=VIDO)
RESULT=CLASSIFY_POSE(video=VIDEO skeleton=SKELETONO)

m:
[ TRACKO=TRACK(video=VIDEO query="girl",max_tracks=1)
RESULT=COLORPOP(video=VIDEO,track=TRACKO)

g RAL= 5ROUND(video=VIDEO,query="man enters room")
VIDO=TRIMAF TER(video=VIDEO,interval-INTERVALO)
ANSWER=VQA(video=VIDO query="What is the man doing?")

| Siting

PP Prediction: Pick up towel"

Figure 7: Qualitative examples demonstrating different use cases of VURF. Left: An example of
Pose Detection that uses the visual program generated by VURF. Middle: A qualitative example
of Video Editing that directly leverages VURF’s list of modules. Right: An example of VQA task
decomposition by manageable sub-tasks by our framework. Best viewed in zoom.

visual effects, transitions, and audio enhancements. In today’s digital age, video editing is typically
performed using specialized software applications that offer a wide range of tools and features to
facilitate the editing process.

Our approach directly applies to Video Editing by breaking any instruction down into a series of
sequential steps. For this task we employ the use of the MERGE, CROP, TRIM, BGBLUR, and
COLORPOP functions. Some concrete qualitative examples can be found in Fig. [T]and [7] (Middle).

5 Experiments and Results

Our experiments encompass both quantitative and qualitative evaluation of the proposed video
reasoning framework. In the quantitative experiments, we assess the performance impact of the
proposed video programming approach built on a pre-trained model designed specifically for the
Video Question Answering task. Additionally, we examine how the self-refinement approach affects
the performance of the video programming approach, exploring the effects of altering the number of
iterations on the model outputs. Finally, we present qualitative examples involving diverse tasks such
as Pose Detection and Video Editing to highlight the efficacy of video programming in the context of
video understanding tasks.



Table 1: Performance of VURF on Video Question Answering (zero-shot) compared to other
existing models. Each result is evaluated on the validation set of the corresponding dataset.

Datasets NextQA STAR Social-1Q-2.0 TrafficQA
InternVideo Wang et al.|[2022] 50.2% 41.8% 30.1% 31.2%
ViperGPT Suris et al.|[2023] 60.0% 40.3% 37.8% 35.7%
SeViLA |Yu et al. [[2024] 63.8% 44.3% 47.3% 39.1%
VURF 64.0% 47.2% 51.6% 43.5%

Table 2: Comparison with Visual Instruction Tuning. We finetune Video-ChatGPT on program-
question pairs (which we use as in-context examples in our system) and then test their program-
generating performance.

Dataset VUREF (ours) Visual Instruction Tuning
STAR 44.5% 22.3%

5.1 VQA Evaluation

Diverse approaches to video question answering (VQA) have been investigated, yielding promising
outcomes. However, the SeViLA framework [Yu et al.| [2024], has emerged as a distinguished
approach, integrating temporal keyframe localization and question answering by employing a unified
image-language model (BLIP2)Li et al.| [2023]. We incorporate SeViLA as the VQA module,
showcasing improved performance in the zero-shot video question-answering task with our VURF.
The assessment is conducted on four benchmark datasets: STAR, NextQA, Social-IQ QA, and
TrafficQA Xu et al.|[2021]].

We conduct a comprehensive evaluation, commencing with the application of the base SeViLA
zero-shot model on each dataset. Subsequently, we assess the effectiveness of the video programming
approach on the same validation set. For the latter, a curated set of in-context examples is manually
assembled for ICL, tailored to the specific characteristics of each dataset.

Several approaches, including InternVideo Wang et al.| [2022] and ViperGPT |Suris et al.| [2023]],
have been proposed to address the challenge of Visual Question Answering alongside SeViLA.
However, as illustrated in Table[I] VURF outperforms all three in zero-shot video question answering.
VUREF offers a significant advantage over SeViLA and InternVideo by enabling reasoning through
instructions rather than functioning as a black box, facilitating self-improvement. This capability
proves advantageous over ViperGPT, which, despite employing the reasoning power of LLMs, is
outperformed by VURF. The primary reason for this discrepancy is ViperGPT’s susceptibility to
contextual hallucinations. We demonstrate that integrating the self-refinement of in-context program-
instruction pairs and incorporating a simple error correction module substantially enhances the
performance of a visual programming approach.

5.2 VQA Ablations

ViperGPT |Suris et al.|[2023]] diverges from VURF by not incorporating self-refinement mechanisms.
This distinction is noteworthy as it highlights differing approaches to handling instruction compre-
hension within the context of VQA. Sole reliance on pre-trained language models without iterative
refinement mechanisms makes the approach susceptible to contextual hallucinations. Our ablations
(see Table[3) clearly demonstrate that integrating the self-refinement of in-context program-instruction
pairs and incorporating a simple error correction module substantially enhances the performance of a
visual programming approach.

Moreover, we also compare our method with visual instruction tuning [Liu et al.|[2023]]. To this end,
we finetune a LlaVA-based model (trained using Visual instruction tuning) called Video-ChatGPT
Maaz et al.|[2024] on question-program pairs and test the performance of generated programs on the
STAR VQA dataset. VURF outperforms the visual instruction tuning method (Table[2)), even when
the latter has access to more data during the training phase compared to the number of in-context
examples used by VURF. VURF’s superior performance stems from its dynamic adaptation to various
scenarios, leveraging contextual cues to manage tasks on the fly.
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Figure 8: The impact of the self-refinement stage on quality of video programs.

Table 3: Ablations demonstrating the effectiveness of the refinement pipeline. Results that do not
use the error correction module, are such that if a syntactically incorrect program is generated it is
considered as a wrong prediction.

Datasets NextQA STAR  Social-IQ-2.0  TrafficQA
Accuracy w/o error correction & self refinement 47.8% 42.1% 45.5% 38.3%
Accuracy w/o error correction 57.1%  44.9% 48.3% 41.1%
Accuracy w/o self refinement 56.5%  43.1% 47.2% 40.2%
Accuracy with self refinement & error correction 64.0%  47.2% 51.6% 43.5%

5.3 Self-Refinement

1. In-Context Example Refinement: In examining the self-refinement process, we employ
the NeXt-QA dataset by randomly sampling 50 videos for the test set. Additionally, we
curate a set of 20 in-context examples for evaluation. The accuracy of the test set is initially
calculated. Subsequently, these in-context examples undergo self-refinement. This approach
initially presents instructions to an LLM for program generation without contextual influence.
The generated program, along with the original program, is then provided to the LLM with
a prompt to maintain the structure of the initial program while enhancing it using the non-
contextual program. The refined in-context examples undergo multiple iterations of this
process, and we report the accuracy on the test set concerning the number of iterations of
self-refinement applied to the in-context examples in Fig. [8a]

2. Error Correction Evaluation: To assess the efficacy of automatic error correction, we
randomly select 400 videos from the STAR dataset. The evaluation involves calculating
the number of errors stemming from program invalidity. Given the ability to feed a pro-
gram into the auto-correction module multiple times, we explore the impact of increasing
these iterations on error occurrences within the 400 video-instruction pairs and report our
evaluations in Fig. [8b]

6 Conclusion

Our work expands the boundaries of Visual Programming by integrating it into the realm of video
understanding, showcasing its efficacy in diverse applications such as Video Question Answering,
Pose Estimation, and Multi-Video VQA. Additionally, we introduce a novel approach for enhancing
the program generation process within the LLM through self-refinement, consequently elevating the
efficacy of few-shot prompting to the LLM. Our approach not only broadens the scope of Visual
Programming but also underscores the potential for continuous self-refinement to optimize the
capabilities of LLMs for video reasoning tasks.
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