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Abstract

Large Language Models (LLMs) often lack ro-001
bust emotional intelligence, limiting their ef-002
fectiveness in sensitive domains such as men-003
tal health and crisis response. Existing open-004
source LLMs struggle to track nuanced emo-005
tions over multi-turn dialogues, resulting in006
shallow or misaligned responses. Proprietary007
models show promise but remain closed-source,008
hindering transparent evaluation and improve-009
ment. To address these limitations, we pro-010
pose EMOCAP, a comprehensive Emotional011
Intelligence framework that integrates well-012
established psychological frameworks (e.g., Ek-013
man, Plutchik, Russell, Goleman, Affective Do-014
main in Blooms Taxonomy etc.) for enhanced015
emotion detection, contextual adaptation, and016
ethical alignment. We develop a multi-turn,017
domain-general dataset and evaluation proto-018
col to test how LLMs manage evolving emo-019
tions, mixed affective states, and subtle cues.020
Our experiments compare baseline open-source021
LLMs (Gemma-2-9b, Qwen2.5-7b and Llama-022
3-8B) against its instruction fine tuned versions023
(Gemma-2-9b-It, Qwen2.5-7b-It and Llama-3-024
8B-It) .Models incorporating the recognition025
and response guidelines well demonstrate bet-026
ter emotional tracking, reduced repetitive re-027
sponses, and more ethically aligned output028
compared to standard baselines, although com-029
plex scenarios (e.g., sarcasm) remain chal-030
lenging. By providing an open-source taxon-031
omy and benchmark for emotional intelligence,032
this work lays the groundwork for empathetic,033
context-aware, and ethically responsible LLMs034
across various real-world applications.035

1 Introduction036

Large Language Models (LLMs) have demon-037

strated significant progress in natural language pro-038

cessing (NLP), enabling them to generate human-039

like responses across diverse applications, includ-040

ing customer service, education, healthcare, and041

mental health support (Waswani et al., 2017; Brown042

et al., 2020; Fitzpatrick et al., 2017). However, de- 043

spite these advances, LLMs remain fundamentally 044

deficient in Emotional Intelligence (EI)—the abil- 045

ity to perceive, interpret, and appropriately respond 046

to human emotions in dynamic, multi-turn conver- 047

sations (Rashkin, 2018). 048

This limitation is particularly critical in high- 049

stakes applications such as mental health counsel- 050

ing, crisis response systems, and empathetic AI- 051

driven assistants, where a failure to recognize and 052

adapt to user emotions can result in disengagement, 053

ineffective support, or even ethically concerning re- 054

sponses. While proprietary models have exhibited 055

improved capabilities in emotion-aware dialogue 056

generation, their closed-source nature prevents sys- 057

tematic benchmarking, interpretability, and tar- 058

geted improvements. Meanwhile, open-source 059

LLMs still lack the ability to track evolving emo- 060

tions, recognize complex affective states, and gen- 061

erate socially and ethically aligned responses, lim- 062

iting their reliability in real-world, human-centered 063

AI interactions (Touvron et al., 2023). 064

Despite progress in affective computing, senti- 065

ment analysis, and multimodal emotion recogni- 066

tion (Picard, 1997; Pang and Lee, 2008; Poria et al., 067

2019a), existing LLMs exhibit several critical gaps 068

in emotional intelligence, which we systematically 069

outline below. 070

(i) Fundamental Limitations in EI Modeling: 071

Lack of Emotion Tracking Across Conversa- 072

tions – Current LLMs fail to retain emotional con- 073

text across conversational turns, leading to incon- 074

sistent, repetitive, or contextually misaligned re- 075

sponses (Chen et al., 2023) 076

(ii) Inability to Recognize Mixed or Conflicting 077

Emotions – Most models struggle with overlapping 078

emotional states (e.g., relief mixed with anxiety) 079

and subtle affective transitions, which are crucial 080

for nuanced human interaction(Alhuzali and Ana- 081

niadou, 2021). 082

(iii) Lack of Cultural and Social Sensitivity – 083
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Many emotion models assume universality in emo-084

tional expressions, disregarding cultural and con-085

textual influences on emotional perception and in-086

terpretation (Dudy et al., 2024).087

(iv) Lack of Emotional Causality Awareness –088

LLMs struggle to infer the underlying causes of089

emotional expressions, resulting in shallow or con-090

textually inappropriate responses (Cheng et al.,091

2022).092

(v) Failure in Emotion-Driven Decision-Making093

– Models are unable to incorporate emotional094

awareness into decision-making, limiting their ap-095

plicability in scenarios requiring context-sensitive096

emotional adaptation (Mozikov et al., 2024).097

(vi)Inability to Handle Emotionally Complex098

Situations – LLMs frequently fail in multi-agent099

emotional interactions, particularly in group con-100

versations where conflicting emotions must be rec-101

ognized and addressed appropriately (Poria et al.,102

2019b).103

(vii)Preference Bias in Emotional Support –104

LLMs tend to overuse specific response strategies105

(e.g., excessive reassurance over problem-solving)106

rather than dynamically adapting to the user’s emo-107

tional needs (Akhtar et al., 2024).108

(viii)Ethical Emotional Response Generation –109

Without robust ethical safeguards, LLMs risk pro-110

ducing misleading, insensitive, or even manipula-111

tive responses in emotionally charged interactions112

(Mohammad, 2022).113

(ix) Limited General-Purpose Multi-Turn Emo-114

tional Intelligence Benchmarks – While some115

benchmarks evaluate multi-turn emotional tracking116

in specific domains (e.g., counseling-based ESC117

datasets), there is no standardized, multi-domain118

benchmark to assess how LLMs track, adapt, and119

respond to evolving emotional states across diverse120

applications (Sabour et al., 2024).121

(x) Limited Integration of Theory of Mind122

(ToM) into Emotionally Intelligent Response123

Generation – While existing ToM benchmarks124

evaluate mental state inference, they do not assess125

how LLMs apply ToM reasoning dynamically in126

real-time, emotionally intelligent responses (Xiao127

et al., 2024).128

1.1 EMOCAP129

To address these challenges, we propose a struc-130

tured framework or taxonomy designed to enhance131

open-source LLMs’ ability to detect, process, and132

generate emotionally intelligent responses dynami-133

cally. This framework does not replace existing134

emotional intelligence models but integrates in- 135

sights from established psychological theories, cre- 136

ating a multi-layered system that: 137

• Enhances emotion recognition by leveraging 138

Ekman and Plutchik’s emotion models for 139

foundational emotional detection (Ekman and 140

Friesen, 1981; Plutchik, 1982). 141

• Captures emotional intensity and mixed af- 142

fective states using Russell’s valence-arousal 143

model to model nuanced affective transitions 144

(Russell, 1980a). 145

• Infers emotional causality and prioritizes re- 146

sponses using cognitive appraisal theories to 147

generate more contextually appropriate re- 148

sponses (Lazarus, 1991a; Ortony et al., 1988). 149

• Adapts over time to establish user-specific 150

emotional alignment by incorporating Gole- 151

man’s Emotional Intelligence framework 152

(Goleman, 1995). 153

• Integrates Theory of Mind (ToM) for socially 154

and contextually appropriate interactions, en- 155

suring that LLMs dynamically adjust their 156

responses based on inferred social reason- 157

ing(Premack and Woodruff, 1978a). 158

• Incorporates Bloom’s Affective Domain Tax- 159

onomy to systematically address emotional 160

learning and response adaptation (Krathwohl 161

et al., 1964) 162

Unlike existing approaches, our method system- 163

atically evaluates emotional intelligence in a multi- 164

turn, domain-general setting, ensuring broad ap- 165

plicability across real-world AI-human interaction 166

scenarios. By maintaining a domain-general de- 167

sign, our method ensures flexibility and robustness: 168

it can integrate multiple types of emotional cues, 169

adapt to varying conversation flows, and handle 170

different user goals or topics. In practical terms, 171

this means that even though each row of our tax- 172

onomy could correspond to a different domain or 173

type of interaction, the underlying principles of 174

emotional recognition, adaptation, and response 175

generation remain the same. Consequently, the 176

system can seamlessly handle multi-turn conversa- 177

tions in whichever domain the user or application 178

requires, preserving the core emotional intelligence 179

objectives across contexts. 180
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1.2 Contributions of This Work181

This paper presents the following key contribu-182

tions:183

• EMOCAP Dataset: We introduce EMOCAP,184

a domain-general, multi-turn dataset specifi-185

cally designed to challenge and evaluate how186

LLMs detect, interpret, and respond to evolv-187

ing emotional states. This dataset fills a gap188

in open-source resources by encompassing a189

wide range of emotional scenarios—enabling190

both granular emotion recognition and holistic191

conversation-level analysis.192

• Integration of Psychological Theories: Build-193

ing on established frameworks such as Ek-194

man’s and Plutchik’s emotion models, Rus-195

sell’s valence-arousal structure, and Gole-196

man’s EI concepts, we provide a structured197

approach that captures fundamental emotions,198

nuanced intensity levels, and higher-order em-199

pathy skills in large language models.200

• Systematic Evaluation of LLMs: We conduct201

a comprehensive analysis of leading open-202

source LLMs, assessing their ability to main-203

tain emotional context, handle mixed or over-204

lapping affective states, and produce ethically205

responsible responses over multiple dialogue206

turns.207

1.3 Why This Matters208

As LLMs continue to permeate human-centered209

applications, their lack of robust emotional intel-210

ligence presents significant challenges, including211

user disengagement, ethical concerns, and lim-212

ited applicability in emotionally nuanced interac-213

tions. While proprietary models have made notable214

progress in affect-aware response generation, their215

closed-source nature hinders systematic improve-216

ments and independent benchmarking. Our taxon-217

omy provides a structured, open-source approach218

to equipping LLMs with emotionally intelligent219

capabilities, ensuring that future AI systems can220

engage in more empathetic, contextually aware,221

and ethically responsible interactions.222

2 Related Work223

2.1 Overview of Emotion-Aware AI Affective224

computing has long aimed to create systems that225

detect and respond to human emotions. Early226

work in this area led to the development of af-227

fective agents that simulate appropriate emotional228

responses based on psychological theories and ap- 229

praisal models (Ekman and Friesen, 1981; Plutchik, 230

1982). Although such systems originally focused 231

on single modalities and limited contexts, they 232

laid the groundwork for more comprehensive ap- 233

proaches to emotion-aware AI. 234

2.2 LLMs and Emotional Intelligence 235

Recent advances in large language models 236

(LLMs) have opened new avenues for integrat- 237

ing emotional intelligence (EI) into AI systems. 238

EI—commonly defined as the ability to recognize, 239

understand, and manage emotions in oneself and 240

others—is rooted in well-established theories such 241

as Ekman’s basic emotions, Plutchik’s wheel of 242

emotions, and Russell’s circumplex model (Ek- 243

man and Friesen, 1981; Plutchik, 1982; Russell, 244

1980a). In parallel, cognitive appraisal theories, 245

including the OCC model and Lazarus’s frame- 246

work, have been adopted to understand how events 247

trigger emotional responses (Ortony et al., 1988; 248

Lazarus, 1991b). Moreover, Goleman’s seminal 249

work on emotional intelligence has provided a prac- 250

tical framework for designing emotionally respon- 251

sive systems (Goleman, 1995). 252

LLMs, by virtue of their large-scale pretrain- 253

ing on diverse text corpora, have shown promise 254

in capturing latent affective knowledge. Empirical 255

studies have demonstrated that models can generate 256

empathetic and contextually appropriate responses 257

in dialogue systems (Chen et al., 2023). However, 258

evaluations using benchmarks such as EmoBench 259

reveal that even state-of-the-art models like GPT-4 260

lag behind human performance in nuanced emo- 261

tional reasoning, particularly when it comes to un- 262

derstanding mixed or evolving emotional states 263

(Sabour et al., 2024). Additionally, prompting tech- 264

niques—such as chain-of-thought prompting (Wei 265

et al., 2022) and its emotional variant, the Emo- 266

tional Chain-of-Thought (ECoT) framework—have 267

been proposed to improve the depth of emotional 268

reasoning in LLMs (Li et al., 2023). 269

2.3 Gaps, Debates, and Ethical Considerations 270

Despite these advances, several critical gaps re- 271

main. First, LLMs often exhibit ethical concerns 272

and biases in emotion recognition, frequently re- 273

flecting cultural or gender stereotypes present in 274

their training data. Second, while models perform 275

well on single-turn tasks, they struggle with com- 276

plex multi-turn conversations where emotional con- 277

text evolves over time. This limitation leads to 278

inconsistent or repetitive responses that can under- 279

mine the reliability of emotional support systems. 280
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Emotional Intelligence Taxonomy

Foundation layer - Receiving

Basic Emotion Labels (Ekman, 1992; Russell, 1980b)

Happiness (Fredrickson, 2001)

Sadness (Rottenberg et al., 2003)

Fear (Lazarus, 1991a)

Anticipatory Fear (Barlow, 2002)

Immediate Fear (Panksepp, 1998)

Anger (Averill, 1983)

Surprise (Plutchik, 2001)

Positive Surprise (Ekman, 2003)

Negative Surprise (Lazarus, 1991a)

Relief (Fredrickson, 2001)

Disgust (Rozin et al., 1999)

Confidence/Uncertainty Handling (Tversky and Kahneman, 1974)

High Confidence in Emotion Detection (Ekman, 2003)

Low Confidence in Emotion Detection (Tversky and Kahneman, 1974)

Overlapping Cues (Barrett, 2006)

Probability-Based (Confidence Calibration) (Kahneman, 2011)

Explainability & Reasoning Traces (Miller, 2019)

Contextual Lexical Cues (Pennebaker, 2001)

Emotion-Specific Words (Fellbaum, 1998)

Amplifiers (Wiebe et al., 2005)

Negative Lexical Cues (Turney, 2003)

Idiomatic Phrases (Kreuz and Roberts, 1995)

Neutrals vs. Emotional Content (Schwarz, 2012)

Neutral Statements (Grice, 1975)

Emotional Statements (Schwarz, 2012)

Blended Content (Wiebe et al., 2005)

Edge Cases (Kreuz and Roberts, 1995)

Ambiguous Statements (Wiebe et al., 2005)

Sarcasm or Irony (Kreuz and Roberts, 1995)

Mild Sarcasm (Attardo, 2000)

Heavy Sarcasm (Gibbs, 2000)

Mixed or Conflicting Cues (Plutchik, 2001)

Acknowledgment Types (Clark, 1996)

Positive Reinforcement (Fredrickson, 2001)

Sympathetic/Supportive (Averill, 1983)

Neutral/Clarifying (Clark, 1996)

Appropriate Politeness and Style (Brown and Levinson, 1987)

Foundation layer - Responding

Minimal Emotional Inference (Russell, 2003)

Error Recovery (Brennan, 1998)

Dimensional Layer (Russell, 1980b)

Valence Scale (Bradley and Lang, 1999)

Arousal Scale (Lang, 1993)

Mixed Emotion Detection (Plutchik, 2001)

Temporal or Transitional Emotion (Izard, 1991)

Improving (Fredrickson, 2001)

Worsening (Rottenberg et al., 2003)

Fluctuating (Barrett, 2006)

Appraisal Layer (Lazarus, 1991a)

Cause/Consequence Inference (Tversky and Kahneman, 1974)

External Causes (Lazarus, 1991a)

Internal Causes (Barrett, 2006)

Implicit Causes (Wilson and Gilbert, 2002)Prioritization of Response (Tversky and Kahneman, 1974)

Cultural Sensitivity (Mesquita et al., 2010)

Longer-Context Tracking (Kahneman, 2011)

Ethical Safeguards (Bostrom, 2014) Distress Escalation Detection (Mitchell et al., 2021)

Values Layer (Bostrom, 2014)

Intervention & Escalation (Mitchell et al., 2021)

Tier 1: Mild Distress (Rozin et al., 1999)

Tier 2: Moderate/Serious Distress (Bostrom, 2014)

Tier 3: Crisis (Severe Emotional Distress) (Mitchell et al., 2021)Long-Term Emotional Memory (Kahneman, 2011)

Social Layer (Mesquita et al., 2010)

Theory of Mind (Premack and Woodruff, 1978b)

Conflict Mediation (Brown and Levinson, 1987)

Personal Misunderstandings (Tomasello, 2005)

Deep-Seated Conflicts (Mesquita et al., 2010)

Cultural Sensitivity (Hofstede, 2001)

Regional/Generational Differences (Mesquita et al., 2010)

Polite Navigation/Taboo Topics (Brown and Levinson, 1987)

Social Ethics and Sensitivity (Bostrom, 2014)

Figure 1: EMOCAP: A Comprehensive Emotional Intelligence Taxonomy, spanning Foundational, Dimensional,
Appraisal, Value, and Social layers with numerous emotional categories, sub-categories, and sub-sub-categories
aimed at capturing nuanced emotional responses.
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Third, many systems show a pronounced prefer-281

ence bias—overusing a narrow set of comforting282

strategies—which can limit the diversity and appro-283

priateness of responses (Mozikov et al., 2024).284

Furthermore, the majority of existing bench-285

marks for EI evaluation focus narrowly on emotion286

recognition, neglecting broader capabilities such as287

emotion regulation and context-aware adaptation.288

In this regard, there is a growing debate about the289

adequacy of current evaluation methodologies and290

the need for benchmarks that capture the full spec-291

trum of emotional intelligence in dynamic, real-292

world interactions.293

Connecting Existing Work to Our Research294

Our proposed approach addresses these shortcom-295

ings by developing a multi-turn, domain-general296

framework for emotional intelligence in LLMs.297

By leveraging foundational psychological theo-298

ries—including Ekman’s, Plutchik’s, and Gole-299

man’s models—and integrating modern prompting300

strategies, our work advances LLM-based emo-301

tional reasoning while mitigating issues such as302

preference bias and inconsistent context tracking.303

Although a few multi-turn systems exist, they are304

typically confined to specific domains (e.g., cus-305

tomer support or counseling) and rely on narrow,306

task-specific heuristics. In contrast, our framework307

unifies emotional intelligence across a broad range308

of scenarios, ensuring robust tracking of emotional309

context over extended dialogues regardless of the310

domain.311

3 Methodology312

3.1 Dataset313

Taxonomy Creation: In reviewing recent re-314

search, we identified several critical gaps in LLM-315

based emotional intelligence. Current open source316

models often fail to track emotions over multi-317

turn conversations, struggle with mixed or con-318

flicting feelings, and lack cultural and social sen-319

sitivity (Chen et al., 2023; Alhuzali and Anani-320

adou, 2021; Dudy et al., 2024). They also ex-321

hibit shallow emotional reasoning—missing un-322

derlying causes and failing to integrate emotion323

into decision-making—and tend to over-rely on a324

narrow set of response strategies, raising ethical325

concerns (Cheng et al., 2022; Mozikov et al., 2024;326

Mohammad, 2022). To address these shortcom-327

ings, we developed a novel, hierarchical taxonomy,328

see Figure 1 that integrates renowned emotional329

intelligence theories—including those of Ekman,330

Plutchik, Russell, Lazarus, and Goleman—with 331

Bloom’s affective domain. This multi-layer frame- 332

work, with its categories, subcategories, and sub- 333

subcategories, guides both emotional understand- 334

ing and response generation across diverse, multi- 335

turn interactions. Notably, this taxonomy facili- 336

tates higher-order emotional reasoning, enabling 337

the identification of underlying causes and the inte- 338

gration of emotional insights into decision-making 339

processes, capabilities that classical emotion tax- 340

onomies, such as basic emotion lists, do not capture. 341

Additionally, it incorporates practical dimensions 342

like strategy biases and ethical safeguards, covering 343

issues from cultural sensitivity and mixed emotions 344

to the need for ethically and culturally appropriate 345

responses. In essence, an LLM built with this tax- 346

onomy in mind could recognize a user’s nuanced 347

emotional mix, understand the context and cause of 348

those feelings, adapt its reasoning to accommodate 349

the user’s emotional state, and generate responses 350

that are both emotionally and ethically robust. This 351

end-to-end approach consolidates and extends ex- 352

isting frameworks by addressing missing elements 353

such as long-term emotion tracking, multi-emotion 354

and multi-user dynamics, and the interplay between 355

emotion and decision-making while adding new 356

layers of bias awareness and ethical considerations. 357

Benchmarking Dataset: Initially, our dataset 358

consisted of 53 unique entries—each representing 359

a distinct emotional scenario. It has 6 hierarchi- 360

cal layers, encompassing 24 categories, 37 sub- 361

categories, and 6 sub-sub-categories. It provides a 362

detailed breakdown of emotional intelligence com- 363

ponents covering both recognition and response 364

principles for the AI models. 365

Using GPT-4-o mini API calls, we then gener- 366

ated two multi-turn conversations for each entry, 367

adding additional columns for user input and assis- 368

tant responses. For each conversation, exactly six 369

potential assistant responses were generated: three 370

were designated as the preferred (or correct) an- 371

swers that adhered to emotional intelligence guide- 372

lines, and three were marked as wrong responses. 373

Subsequently, we converted this data into a 374

JSON format, where for every preferred response 375

the associated three wrong responses were stored 376

together, expanding our dataset to 3,000 rows. Our 377

initial prompt instructions for generating wrong 378

responses required that each assistant turn pro- 379

duce exactly six responses: three “good/correct” 380

responses following emotional intelligence guide- 381
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lines, and three “subtly wrong” responses. These382

wrong responses were not to be blatantly offensive383

or obviously contradictory; rather, they were to be384

supportive or empathetic on the surface.385

For example, in a scenario under the Founda-386

tion Layer – Receiving (with basic emotion label387

“fear”), the conversation between user and the two388

AI assistants were as follows in §A.1.389

Although the wrong response begins with a sup-390

portive tone, it ultimately fails because it mini-391

mizes the user’s genuine fear and need for reassur-392

ance. The preferred response validates the user’s393

intense anxiety and explicitly acknowledges the un-394

certainty of the situation, providing both empathy395

and practical suggestions (like taking a deep breath396

and checking in further).397

Because our evaluation LLMs easily chose the398

preferred response (since the errors in the wrong399

responses were obvious), we generated another400

3,000 rows (bringing the total to 6,000) for our401

next iteration. In this revised version, we updated402

our prompt instructions for generating wrong re-403

sponses. The new instructions specified that while404

wrong responses should maintain a supportive or405

empathetic tone, they must ultimately fail at emo-406

tional intelligence by omitting or misrepresenting407

the user’s main concern. We also instructed the408

model to avoid obvious rudeness or harsh con-409

tradiction and to remain plausible on the surface.410

This change proved effective, as the models’ perfor-411

mance dropped; they were stumped by the subtler,412

more nuanced errors.413

For example, consider a scenario under the Foun-414

dation Layer – Receiving with the category “pos-415

itive surprise.” the conversation between user and416

the two AI assistants were as follows in §A.2.417

Although the wrong response remains positive,418

it misses a key detail: the user’s expressed con-419

cern about verifying the legitimacy of the win by420

checking the entry. By omitting this concern, the421

wrong response fails to address the user’s underly-422

ing anxiety about a possible mix-up. This subtle423

omission—failing to mention the need for double-424

checking—renders the response less emotionally425

intelligent, as it neglects an essential part of the426

user’s emotional state, even though the tone is su-427

perficially supportive.428

In summary, the evolution of our dataset—from429

53 unique entries, to 3,000 rows in JSON format,430

and finally to an expanded set of 6,000 rows with re-431

fined prompt instructions—illustrates our commit-432

ment to challenging LLMs on nuanced emotional433

intelligence tasks. The revised prompts, which re- 434

quire wrong responses to be supportive yet miss 435

key concerns, have effectively reduced model per- 436

formance, demonstrating the difficulty of truly un- 437

derstanding and replicating human emotional rea- 438

soning. 439

4 Results and Analysis 440

In Table 1, we highlight four specific scenarios 441

from the EMOCAP dataset that consistently led to 442

confusion or misclassification by the models. The 443

first case (Foundation layer — Receiving, Basic 444

Emotion labels, Surprise) involves a seemingly pos- 445

itive surprise where the user expresses genuine grat- 446

itude (“I really appreciate your understanding...”). 447

Despite the user’s upbeat tone, each “wrong” re- 448

sponse in this row offers a surface-level acknowl- 449

edgement of the user’s statement but omits any 450

deeper reflection on what might have prompted 451

that surprise or why the user’s appreciation is so 452

significant. As a result, base models in particular 453

tended to mark these politely affirming responses as 454

correct, even though they fail to address any under- 455

lying context that might enrich a truly empathetic 456

reply. 457

A greater challenge emerges in the Edge Cases 458

(Sarcasm or Irony, Mild Sarcasm) sub-category, 459

where the user text is intentionally tinged with 460

ironic positivity. In one instance, the user states “I 461

must say, it’s truly a charming surprise to learn that 462

the Wi-Fi decides to take a little vacation...”, which 463

superficially sounds lighthearted but really con- 464

veys frustration. The “wrong” assistant responses 465

in these rows maintain a warm tone—praising 466

the user’s sense of humor or ability to handle 467

chaos—yet gloss over the user’s actual annoyance. 468

Models often misinterpret these polite but incom- 469

plete replies as “correct” simply because the lan- 470

guage remains positive. Similarly, the user’s re- 471

mark about a “quick” update morphing into “an 472

hour-long saga” underscores mild sarcasm that 473

base models struggle to register as a hidden nega- 474

tive sentiment. By contrast, instruction-tuned mod- 475

els fare somewhat better but still exhibit misclassi- 476

fications in this domain, underscoring the complex- 477

ity of detecting an internal contradiction between 478

cheerful wording and underlying irritation. 479

Lastly, the Values Layer — Intervention and Es- 480

calation (Tier 2: Moderate/Serious Distress) sce- 481

nario demonstrates a situation in which the user 482

admits to walking an emotional tightrope (“Chas- 483
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ing my dreams feels like this tightrope walk where484

one misstep could let everyone down...”). Here, the485

“wrong” responses again adopt supportive phras-486

ing—telling the user it’s understandable to feel487

pressure—but omit any real engagement with the488

potential guilt or fear of disappointing others. Al-489

though the tone is never overtly dismissive, the as-490

sistant ignores a central element of the user’s worry,491

leading to misclassifications. Taken together, these492

rows in Figure illuminate how superficially em-493

pathic wording can undermine correct emotional494

interpretation. Models that rely on simple posi-495

tivity or polite phrasing can miss the deeper ten-496

sion—whether it is sarcastic frustration or an un-497

spoken fear of letting someone down—while more498

advanced, instruction-tuned systems at least par-499

tially recognize when a core concern remains un-500

addressed.501

5 Ethics Statement502

This work is conducted in accordance with estab-503

lished ethical guidelines for research in natural lan-504

guage processing and artificial intelligence. All505

data used in this study are synthetically generated506

or derived from publicly available sources, and no507

personally identifiable information (PII) or sensi-508

tive user data has been collected or stored. We509

acknowledge that while our models are instruc-510

tion fine-tuned to follow ethical guidelines, they511

nonetheless inherit biases from their original pre-512

training data. Our research aims to expose these513

limitations and provide a foundation for develop-514

ing more robust, culturally sensitive, and ethically515

aligned LLMs.516

In developing our benchmarking dataset (EMO-517

CAP), we explicitly instructed the generation of518

responses to adhere to supportive and empathetic519

language while ensuring that wrong responses sub-520

tly misrepresent key aspects of user concerns.521

We encourage future research to build upon our522

work with further ethical evaluation involving hu-523

man assessors and more comprehensive, multi-524

modal approaches. Our goal is to advance the field525

responsibly, ensuring that improvements in LLM-526

based emotional reasoning are coupled with robust527

ethical safeguards to mitigate potential harm and528

ensure fair, equitable outcomes across diverse user529

populations.530

6 Conclusions and Future Work 531

This work underscores the importance of emo- 532

tional intelligence (EI) in Large Language Mod- 533

els (LLMs) for engaging in nuanced, multi-turn 534

dialogues. We introduced EMOCAP, a domain- 535

general dataset built on established psychological 536

theories—such as Ekman’s and Plutchik’s emo- 537

tion models, Bloom’s Affective Domain, Russell’s 538

valence-arousal framework, and Goleman’s EI—to 539

rigorously evaluate models’ capacity to detect, in- 540

terpret, and respond to evolving affective states. 541

Our findings indicate that while some open-source 542

LLMs demonstrate promise in maintaining emo- 543

tional context and showing empathy, they continue 544

to struggle with subtleties like sarcasm, cultural 545

dynamics, and overlapping emotions. 546

Looking ahead, several avenues for improve- 547

ment merit exploration. First, expanding EMOCAP 548

to include more diverse emotional expressions and 549

longitudinal interactions could capture richer affec- 550

tive trajectories. Second, incorporating multimodal 551

cues—such as tone or facial expressions—may of- 552

fer deeper insights into complex emotional con- 553

texts. Third, refining ethical safeguards and inte- 554

grating more sophisticated Theory of Mind (ToM) 555

capabilities can further ensure socially and morally 556

aligned responses. Collectively, these efforts aim 557

to advance LLMs toward genuine emotional intel- 558

ligence, making them more adaptable, responsive, 559

and trustworthy in a wide range of real-world con- 560

versational scenarios. 561

7 Limitations 562

Despite the advances introduced by EMOCAP, 563

few limitations persist. The dataset’s focus 564

on text-based interactions may overlook multi- 565

modal cues—such as vocal tone or facial expres- 566

sions—that can critically influence emotional inter- 567

pretation and response. LLMs that are instruction 568

fine-tuned may inherit biases from their original 569

training data, sometimes. Moreover, empathy re- 570

mains highly individualized; different users (e.g., 571

adults vs. adolescents, gender) often expect distinct 572

types of emotional support. Addressing personal- 573

ity, identity, and other user-specific traits could 574

further refine how models align with individual 575

needs. Finally, fully automated metrics may strug- 576

gle to capture the nuanced and subjective facets 577

of emotional intelligence, underscoring the need 578

for subject matter expert human evaluators or more 579

advanced interpretive methods. 580
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A Appendix581

A.1 Example conversation where model easily582

detected the wrong answer583

“I’m feeling really anxious right now be-584

cause I can hear sirens getting closer,585

and my neighbor just informed me that586

there’s an active situation nearby. I’ve587

been advised to stay indoors and lock588

everything down, which feels like the589

right thing to do, but the uncertainty is590

making my heart race. I know I should591

keep my phone handy for updates, but592

I can’t shake this feeling of fear about593

what might be happening outside. It’s a594

lot to process, and I just want to make595

sure I’m safe.”596

A preferred AI response was:597

“It sounds incredibly unsettling to be in598

a situation like this, and it’s completely599

understandable to feel anxious and fear-600

ful given the circumstances. Prioritiz-601

ing your safety by staying indoors and602

locking everything down is definitely the603

right decision. Taking a deep breath can604

help ground you in the moment, and605

keeping your phone handy for updates606

is a smart move. Remember that it’s607

okay to feel overwhelmed; try to focus608

on what you can control right now. If609

you ever feel the need, don’t hesitate to610

reach out for support or talk to someone611

who can help you process this experi-612

ence. How are you holding up in this613

moment?”614

In contrast, the wrong AI response was:615

“It’s understandable to feel a bit anxious616

when you hear sirens nearby; it happens617

to everyone from time to time. Remem-618

ber that staying indoors and securing619

your space is probably all you need to do.620

While it’s good to stay tuned for updates,621

try to distract yourself with something622

else, like watching a show or reading a623

book, to take your mind off things. It’s624

just a precaution, and most likely, every-625

thing will be just fine outside. Focus on626

calming yourself down; there’s no need627

to worry too much about what’s happen-628

ing.”629

A.2 Example conversation where model could 630

not detect the wrong answer 631

“I can hardly believe it—I just found out 632

I won a small prize in that contest! It’s 633

such a delightful surprise, but I’m also 634

feeling a bit baffled since I didn’t even 635

think I entered it properly. Part of me 636

is thrilled and wants to celebrate, while 637

another part is just kind of shaking my 638

head in disbelief. It’s funny how life 639

throws these little surprises our way, isn’t 640

it? I guess I should really check my entry 641

again just to make sure this isn’t a mix- 642

up!” 643

The preferred AI response was: 644

“What an incredible sur- 645

prise—congratulations on winning 646

that prize! It’s completely understand- 647

able to feel a mix of excitement and 648

confusion, especially when you didn’t 649

expect to win. Life does have a way 650

of throwing delightful surprises our 651

way, and it sounds like this one has you 652

feeling both thrilled and a bit baffled. It 653

might be a good idea to double-check 654

your entry just for peace of mind, but in 655

the meantime, how are you planning to 656

celebrate this unexpected win?” 657

Whereas the wrong AI response was: 658

“That’s wonderful 659

news—congratulations on winning 660

the prize! It’s amazing how life surprises 661

us, and it sounds like you have quite 662

the story to tell now. I wouldn’t worry 663

too much about checking your entry; 664

it’s probably just a lucky break that you 665

weren’t expecting. You should definitely 666

celebrate this little win and enjoy the 667

moment! Have you thought about how 668

you’d like to celebrate this delightful 669

surprise?” 670
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