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Abstract

To trust the fluent generations of large lan-001
guage models (LLMs), humans must be able002
to verify their correctness against trusted, ex-003
ternal sources. Recent efforts, such as pro-004
viding citations via retrieved documents or005
post-hoc provenance, enhance verifiability but006
still provide no guarantees on their correct-007
ness. To address these limitations, we tackle008
the verifiability goal with a different philos-009
ophy: trivializing the verification process by010
developing models that quote verbatim state-011
ments from trusted sources in pre-training data.012
We propose QUOTE-TUNING, and demonstrate013
it is feasible to align LLMs to provide quoted014
statements from data memorized during pre-015
training. The core of QUOTE-TUNING is a016
fast membership inference function (Marone017
and Van Durme, 2023) that efficiently verifies018
text against a trusted corpus. We leverage this019
tool to design a reward function to quantify020
quotes in model responses, which is then used021
to create a dataset for preference learning. Ex-022
perimental results show that QUOTE-TUNING023
significantly increases verbatim quotes from024
high-quality pre-training documents by 55% to025
130% relative to un-tuned models while main-026
taining response quality. QUOTE-TUNING also027
generalizes quoting to out-of-domain data, is028
applicable in different tasks, and provides ad-029
ditional benefits to truthfulness. Our method030
not only serves as a hassle-free method to in-031
crease quoting but also opens up avenues for032
improving LLM trustworthiness through better033
verifiability.034

1 Introduction035

Recent developments have enabled large language036

models (LLMs) to generate fluent text and follow037

instructions (Wei et al., 2022; Wang et al., 2023;038

Ouyang et al., 2022b; OpenAI, 2023). However,039

LLMs are known to produce seemingly plausible040

but erroneous outputs, often referred to as halluci-041

nations (Ji et al., 2022; Zhang et al., 2023b). This042

poses significant risks to downstream users because 043

it is difficult to fact-check seemingly convincing 044

generations from LLMs (Yue et al., 2023; Min 045

et al., 2023a; Asai et al., 2024). One of the im- 046

portant desiderata for LLMs is thus verifiability, 047

i.e., the ability to ground their responses to support- 048

ing evidence and render the produced claims easy 049

to verify for humans. Verifiability allows users to 050

uncover the competency of LLMs and calibrate 051

user trust, a crucial aspect of building trustworthy 052

human-machine relationships (Muir, 1987). 053

Recent work increases verifiability through ex- 054

ternal artifacts such as producing citations (Menick 055

et al., 2022; Gao et al., 2023), retrieving documents 056

(Lewis et al., 2020a), or post-hoc attribution meth- 057

ods (Han and Tsvetkov, 2022). Although helpful, 058

these intermediate artifacts do not provide any guar- 059

antee of relevance or usefulness. Models genera- 060

tions can be unfaithful to the retrieved documents 061

in the context (Shi et al., 2023b) and generative 062

search engines often produce citations that are ir- 063

relevant or inaccurate (Liu et al., 2023). 064

We investigate the possibility of overcoming the 065

windingness of previous approaches by a verifiable- 066

by-design method: generating direct quotes from 067

high-quality sources such as Wikipedia. By 068

determining generated texts that are verbatim 069

quoted from large, trusted corpora with efficient 070

membership testing tools such as DATA POR- 071

TRAIT (Marone and Van Durme, 2023), quoted 072

generations provide a natural method for attributing 073

and verifying the correctness of generated claims. 074

LLM’s potential capability to quote is driven by 075

the observation that they are pre-trained on inter- 076

net scale data — a subset of which contains high 077

quality, reliable information — and that pre-trained 078

LLMs have memorized a wide range of content 079

from pre-training (Carlini et al., 2021, 2023; Bi- 080

derman et al., 2023; Hartmann et al., 2023). Such 081

analyses focus on covert memorization and use 082

adversarial prompts to extract the memorized con- 083
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Response: The four corner squares on a 
Monopoly board are Baltic Avenue, 

Mediterranean Avenue, Oriental Avenue, and 
Pacific Avenue. These squares are located at 
the corners of the board and are considered 
some of the most valuable properties in the 

game due to their strategic location.

Response: The four corner squares on a 
Monopoly board are Baltic Avenue, 

Mediterranean Avenue, Oriental Avenue, and 
Pacific Avenue. These squares are located at 
the corners of the board and are considered 
some of the most valuable properties in the 

game due to their strategic location.

Prompt: Which is older jeopardy 
or wheel of fortune?

Response: Jeopardy! was created by 
Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 
created by Merv Griffin and first aired 
in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! was created by Merv Griffin and first aired 
in 1964, while Wheel of Fortune was also created by Merv Griffin and 
first aired in 1975. Therefore, Jeopardy! is older than Wheel of Fortune.

Rejected Response: Jeopardy! was created in 1964 by Merv Griffin, 
while Wheel of Fortune was created in 1975 by Merv Griffin and Roy 
Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

Pre-trained 
LLM

Quote-tuned 
LLM

High-quality subset of 
pre-training corpus

Measure quoting 
via efficient 

membership testing

Step 1: Sample 
multiple responses

Step 2: Constructing 
preference data via 

rank-by-quoting

🥇🥈🥉

Step 3: Preference 
OptimizationPrompt Dataset

Raw LLM Responses

Preference Dataset for Quoting

✅ QUIP: 31.4, length: 66

❌ QUIP: 1.99, length: 60

≈

Figure 1: Pipeline of QUOTE-TUNING. The algorithm works by (1) sampling multiple responses from a pre-trained
LLM, (2) constructing preference data via rank-by-quoting, and (3) preference optimization to quote.

tents (Carlini et al., 2020; Nasr et al., 2023). How-084

ever, it remains an open question whether one can085

adapt LLMs to utilize their parametric knowledge086

to generate contextual quotations across a wide087

range of input prompts — beyond specialized, ad-088

versarial ones — on realistic tasks that require long-089

form generation.090

We show this is indeed possible with QUOTE-091

TUNING, our proposed method that aligns LLMs092

to quote through preference optimization and au-093

tomatic feedback, without the need for any hu-094

man annotation. QUOTE-TUNING first generate095

responses from a pre-trained LLM, and then syn-096

thesize a preference dataset for quoting by rank-097

ing responses by how much they quote from a de-098

sired corpus. Finally, QUOTE-TUNING aligns the099

model to quote by applying preference optimiza-100

tion algorithms (e.g., Direct Preference Optimiza-101

tion (Rafailov et al., 2023)) on the synthesized102

reference dataset. Figure 1 illustrates the three-103

staged “generate, synthesize, then tune" pipeline of104

QUOTE-TUNING.105

Experiment results on long-form QA and open-106

ended text completion show that QUOTE-TUNING107

significantly increases quoting by 55% to 130% rel-108

ative to un-tuned models while maintaining or out-109

performing un-tuned models on downstream per-110

formance (§4). Moreover, our method that aligns111

language models to quote generalizes to other do-112

mains and enhances the truthfulness as measured113

by TruthfulQA (Lin et al., 2022) (§5.1).114

In summary, we present QUOTE-TUNING, a sim-115

ple but effective technique for aligning LLMs to116

quote from their pre-training data. It is a verifiable- 117

by-design method that leverages parametric knowl- 118

edge to induce better verifiability without the need 119

for human annotation and external knowledge 120

bases. QUOTE-TUNING sheds light on the feasibil- 121

ity of directly aligning language models to quote 122

for trustworthiness, complementary to relying on 123

non-parametric knowledge bases. 124

2 Preliminaries 125

Quantifying Quoting In this work, we define a 126

text string x as quoted from a corpus C if a ver- 127

batim copy of x is contained in C.1 This design 128

allows us to use DATA PORTRAIT (Marone and Van 129

Durme, 2023), a membership testing tool based on 130

Bloom Filters (Bloom, 1970), to efficiently check 131

whether text n-grams have appeared in the corpus. 132

Specifically, we use the Quoted Information Preci- 133

sion Score (QUIP-Score) metric proposed in Weller 134

et al. (2024). For text string x and corpus C, 135

QUIPC(x) =

∑
gramn∈x

1C(gramn)

|gramn ∈ x|
, 136

where gramn ∈ x indicates all n-grams in x, and 137

1C(·) is an indicator function implemented by 138

DATA PORTRAITS that return 1 if gramn ∈ C else 139

0. Intuitively, QUIPC(x) measures the percentage 140

of n-grams in x that appeared in C.2 141

1Note that exact-match quoting is a lower bound due to
potential whitespace mismatches.

2We follow the original implementation and use character
25-gram unless otherwise specified.
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Preference Optimization We review Direct Pref-142

erence Optimization (DPO; Rafailov et al., 2023),143

an algorithm for optimizing human preferences144

without reinforcement learning. Given a pre-145

trained LLM policy πref and prompt x, a pair of146

responses (y1, y2) ∼ πef(·|x) is sampled from the147

pre-trained model. The response pair is then la-148

beled by human annotators for preference, where149

the more preferred response is denoted as yw, other-150

wise yl. DPO assumes a static pairwise preference151

dataset D = {x(i), y(i)w , y
(i)
l }

N
i=1. The loss function152

for optimizing the parameterized LLM policy πθ is153

the following likelihood objective:154

LDPO(πθ;πref) =155

−E(x,yw,yl)∼D

[
log σ

(
β log

πθ(yw|x)
πref(yw|x)

156

−β log
πθ(yl|x)
πref(yl|x)

)]
,157

where πθ is initialized as πref, σ is the sigmoid158

function, and β is a hyperparameter.159

3 Aligning LLMs to Quote with160

QUOTE-TUNING161

QUOTE-TUNING is motivated by the observation162

that preference datasets can be constructed to solicit163

certain behaviors of LMs using the reinforcement164

learning from human feedback (RLHF; Christiano165

et al., 2017; Ziegler et al., 2019; Ouyang et al.,166

2022b) or DPO framework; for instance, factuality167

(Tian et al., 2024), honesty (Yang et al., 2023),168

harmlessness (Bai et al., 2022b; Shen et al., 2024),169

and relevance (Wu et al., 2023). We investigate170

whether automatic measures of quoting can be used171

to construct preference datasets that align LLMs to172

quote from their pre-training data. We introduce173

our methodology here and empirically show its174

feasibility in §4.175

Illustrated in Alg. 1, QUOTE-TUNING works by176

sampling multiple responses from the to-be-tuned177

model, synthesizing preference pairs for quoting,178

and preference optimization. We now detail each179

step. First, given a pre-trained LLM policy πref,180

for each prompt x(i) in a prompt dataset Dprompt,181

we sample T responses y1, . . . , yT ∼ πref(·|x(i))182

from the policy. Next, we construct pairwise pref-183

erence data (x(i), yw, yl) by selecting a pair of re-184

sponse (yw, yl) (where yw is more preferred) from185

y1, . . . , yT that satisfies two constraints:186

Constraint 1: quoting. QUIPC(yw) −187

QUIPC(yl) > δquip, where δquip > 0 is a hyperpa-188

rameter. Core to QUOTE-TUNING, this constraint 189

ensures that the preferred response is more quoted 190

than the dispreferred one. 191

Constraint 2: length. |len(yw)−len(yl)|
min{len(yw), len(yl)} < 192

δlength, where δlength ∈ (0, 1) is a hyperparame- 193

ter. Motivated by recent findings that RLHF and 194

other preference optimization approaches lead to 195

increased response length (Singhal et al., 2023; 196

Dubois et al., 2023), we regularize the preferred 197

and dispreferred responses to have similar tok- 198

enized length with each other. We provide an abla- 199

tion of the length constraint in §5.3. 200

If multiple pairs of responses satisfy the con- 201

straints, a single pair (yw, yl) with the highest aver- 202

age QUIP-Score among the two responses will be 203

selected.3 In practice, this is achieved by sorting 204

the responses by decreasing QUIP order before pair 205

selection (Alg. 1, line 5). If no response pair can 206

be selected, the prompt x(i) is discarded. 207

Finally, having obtained the synthetic preference 208

dataset for quoting D, we conduct DPO using D 209

on the pre-trained LLM policy πref to obtain the 210

quoting-aligned policy πθ. 211

Desirability of Quoting We show an example 212

of the model generation before and after QUOTE- 213

TUNING in Table 1 and highlight segments that are 214

quoted verbatim from the Pile (Gao et al., 2020) 215

subset of Wikipedia along with the corresponding 216

QUIP-Score. The quoted segments are determined 217

by conducting membership inference on character- 218

level 25-gram substrings of generated text with 219

DATA PORTRAIT (Marone and Van Durme, 2023). 220

The spans of generated text that are not highlighted 221

or incompletely highlighted need manual verifi- 222

cation. More quoting encouraged by QUOTE- 223

TUNING leads to fewer spans that need to be 224

verified and, thus, better verifiability. On the 225

other hand, the reference text from Wikipedia is 226

usually treated as the “ground truth” that does not 227

need to be verified, as illustrated by its near-perfect 228

QUIP-Score.4 229

Aside from better verifiability, Weller et al. 230

(2024) demonstrates that more quoting, as mea- 231

sured by QUIP-Score, leads to fewer hallucinations 232

in the generated text. Our analysis in §5.1 shows 233

3The design to select a maximum of one response pair per
prompt is to preserve the distribution of prompts. Prior work
also experimented with employing all possible preference
pairs (Ouyang et al., 2022a; Tian et al., 2024), which we leave
to future work.

4The minor mismatch is due to preprocessing and potential
version differences.
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that encouraging quoting leads to more truthful234

models. We thus argue that quoting from high-235

quality pre-training data can lead to more verifiable236

and truthful generations.237

4 Experiments238

In this section, we provide empirical evidence on239

how QUOTE-TUNING can provide better verifiabil-240

ity to LLM-generated responses, while maintaining241

generation quality. We conduct QUOTE-TUNING242

on the long-form QA (§4.1) and open-ended text243

completion (§4.2) tasks. Additionally, we show244

that quoting-aligned models are more truthful than245

their vanilla counterparts (§5.1).246

4.1 Improving Quoting in Long-Form QA247

Task Construction In the long-form QA248

(LFQA) setting, we study whether QUOTE-249

TUNING can effectively increase quoting in model-250

generated answers given questions as the prompt.251

We experiment on two datasets, NaturalQuestions252

(NQ; Kwiatkowski et al., 2019) and ELI5 (Fan253

et al., 2019). NQ consists of real anonymized254

queries issued to the Google search engine. Each255

question may have a long answer (a paragraph), a256

short answer (one or more entities), or both, anno-257

tated from Wikipedia. We employ the subset of258

NQ that has long answers: we sample 20K train-259

ing set questions to be used as the prompt dataset260

Dprompt for QUOTE-TUNING, and the full develop-261

ment set is used as the in-domain evaluation set.262

Additionally, to evaluate whether quoting can be263

generalized to out-of-domain questions, we use the264

evaluation set of the ELI5 dataset, where questions265

are mined from the Reddit “Explain Like I’m Five”266

forum, as the out-of-domain evaluation set.267

Baselines Aside from the pre-trained LLM pol-268

icy πref, we consider the according-to prompting269

method from Weller et al. (2024), which directs270

LLMs to ground responses against pre-training271

sources through prompting.5 Finally, we include a272

strong Best-of-N QUIP re-ranking baseline, where273

we sample 32 responses from the pre-trained model274

πref and re-rank the response by selecting the one275

with the highest QUIP-Score. Note that Best-of-N276

sampling incurs significantly more computational277

cost than other methods.6278

5We use the best grounding prompt found in Weller et al.
(2024), i.e., “Respond to this question using only information
that can be attributed to Wikipedia.”

6We also experimented with fine-tuning on NQ reference
answers. However, we found this baseline ineffective and thus

Metrics To our main interest, we measure quot- 279

ing with QUIP-Score using the Wikipedia subset 280

of the Pile dataset (Gao et al., 2020) as the ground- 281

ing corpus C.7 We report the BARTScore (Yuan 282

et al., 2021) and Rouge-L (Lin, 2004) between 283

generated and reference answers as metrics for ade- 284

quacy of generated answers. The perplexity (PPL) 285

of generation text calculated by LLAMA2-7B is 286

used as a measure for fluency. We also report av- 287

erage generation length as preference optimization 288

could lead to length biases (Singhal et al., 2023). 289

QUOTE-TUNING Details We use LLAMA2- 290

7B-CHAT (Touvron et al., 2023) as the pre-trained 291

model πref and hyperparameters T = 32, δquip = 292

δlength = 0.1 for QUOTE-TUNING on NQ. We set 293

β = 0.05 during the DPO process. From the 294

Dprompt that consists of 20K NQ questions, QUOTE- 295

TUNING on the aforementioned hyperparameters 296

yield a preference dataset of size |D| = 19881. 297

Results After the DPO stage of QUOTE-TUNING, 298

the reward accuracy on a held-out evaluation set 299

is 86.3%, indicating that the model learns quoting 300

preference reasonably well. For in-domain evalu- 301

ation, we test QUOTE-TUNING against baselines 302

on the evaluation set of NQ. Shown in Table 2 303

(upper), QUOTE-TUNING significantly improves 304

upon all baselines in quoting, even outperform- 305

ing the strong Best-of-32 QUIP re-rank base- 306

line that is more computationally costly. In 307

particular, QUOTE-TUNING enables a significant 308

56.2% (34.9 → 54.5) quoting improvement rel- 309

ative to the un-tuned LLAMA2-7B-CHAT model. 310

QUOTE-TUNING also slightly improves answer ad- 311

equacy and fluency. While according-to prompting 312

slightly increases quoting at the expense of notably 313

longer generation length, QUOTE-TUNING main- 314

tains similar answer length compared to LLAMA2- 315

7B-CHAT generations. An example output is avail- 316

able in Table 1. 317

To test the out-of-domain generalization abil- 318

ity of QUOTE-TUNING, we use the LLAMA2-7B- 319

CHAT model quote-tuned on NQ for evaluation on 320

ELI5. QUOTE-TUNING still outperforms all base- 321

lines in quoting, while maintaining similar answer 322

adequacy and better fluency compared to the origi- 323

nal model. Table 2 (lower) shows that QUOTE- 324

TUNING allows LLMs to learn generalizable 325

is omitted in the main results.
7Although LLAMA2 training data is not public, we believe

Wikipedia is presumably observed in the pre-training corpus
due to its widespread usage.
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Question: Who won the most MVP awards in the NBA? QUIP

LLAMA2-7B-CHAT: LeBron James has won the most NBA MVP awards with 4 championships, followed closely
by Bill Russell with 5 MVP awards and 11 championships. Michael Jordan is also among the top MVP winners
with 6 championships and 5 MVP awards.

3.9

QUOTE-TUNING: The player who has won the most Most Valuable Player (MVP) awards in the National
Basketball Association (NBA) is Kareem Abdul-Jabbar, who has won the award a record six times during his career
with the Milwaukee Bucks and the Los Angeles Lakers. Abdul-Jabbar played in the NBA from 1969 to 1989 and is
widely considered one of the greatest basketball players of all time.

60.6

Table 1: Example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ. Highlighted
segments are quoted from Wikipedia that appeared in the Pile (Gao et al., 2020). Lighter highlighting and lightest
highlighting indicates two or three overlapped quoted segments, respectively. The minimum length to be considered
quoted is a character-level 25-gram match. QUOTE-TUNING significantly improves quoting from Wikipedia.

quoting preferences.326

4.2 Improving Quoting in Open-Ended Text327

Completion328

Task Construction We now study whether329

QUOTE-TUNING can be applied to an open-ended330

text completion setting, where the LLM is given a331

prompt and we measure quoting against the corpus332

of interest in the LLM-generated continuation. We333

sample 20K passages from the deduplicated Pile334

subset of Wikipedia as the training set and another335

2K passages as the evaluation set. For each pas-336

sage, we use the first 32 tokens as the prompt and337

the remainder of the passage as the reference con-338

tinuation, which is truncated to a maximum of 128339

tokens.340

Baselines, Metrics, and QUOTE-TUNING hyper-341

parameters We employ the pre-trained LLM342

policy πref and Best-of-N QUIP re-ranking base-343

lines following the LFQA setting (§4.1). Instead344

of according-to prompting, we use fine-tuning345

on reference continuations of the train set as an-346

other baseline because the pre-trained LLM in347

this setting is not instruction-tuned. We use the348

same metrics as the LFQA setting but omit re-349

porting length because LLM continuations are de-350

coded to a fixed length of 128 tokens. We use351

LLAMA2-7B as the pre-trained model πref, and352

measure perplexity with the MISTRAL-7B model353

instead to prevent self-evaluation bias (He et al.,354

2023). MISTRAL-7B is shown to be a stronger355

model (Jiang et al., 2023) compared to LLAMA2-356

7B. We use QUOTE-TUNING hyperparameters357

T = 32, δquip = δlength = 0.1, and β = 0.1 for358

DPO. The synthesized preference dataset derived359

from 20K prompts has size |D| = 19989.360

Results After optimizing quoting preference with361

DPO, the reward accuracy on a held-out evalua-362

tion set is 84.0%. As shown in Table 3, QUOTE- 363

TUNING significantly improves both quoting 364

and fluency over all baselines. Notably, QUOTE- 365

TUNING more than doubles the QUIP-Score com- 366

pared to the pre-trained LLAMA2-7B baseline 367

(25.7 → 59.2, a 130.4% relative increase), and 368

outperforms the strong QUIP re-ranking baseline. 369

On the other hand, QUOTE-TUNING maintains a 370

similar adequacy of generated answers compared 371

to LLAMA2-7B. 372

Interestingly, Table 3 shows that simply re- 373

ranking LLAMA2-7B generation by QUIP can lead 374

to a better perplexity as measured by MISTRAL- 375

7B We hypothesize that because Wikipedia is an 376

encyclopedia that has been revised multiple times 377

and contains mostly high-quality text, quoting from 378

this canonical corpus also has benefits of fluency 379

aside from better verifiability. 380

5 Analysis 381

5.1 Effect of Quoting on Truthfulness 382

We hypothesize that besides increasing verifiabil- 383

ity, quoting from high-quality corpora such as 384

Wikipedia might also increase truthfulness because 385

LLMs are aligned to rely on trustworthy informa- 386

tion. To verify this hypothesis, we take the quote- 387

tuned model from the LFQA setting (§4.1) and 388

evaluate its performance on the TruthfulQA dataset 389

(Lin et al., 2022). We follow the standard evalu- 390

ation procedure on TruthfulQA, which fine-tunes 391

GPT-3 models on human annotations as truthful- 392

ness and informativeness judges. We defer further 393

details to Appendix C. 394

As shown in Table 4, QUOTE-TUNING in- 395

creases model truthfulness, as well as answers 396

that are both truthful and informative, over the un- 397

tuned LLAMA2-7B-CHAT model by a notable mar- 398

gin. On the other hand, informativeness slightly 399
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Quoting Adequacy Fluency

Setting Method QUIP↑ Rouge-L↑ BARTSc↑ PPL↓ Length

In-Domain
NQ

LLAMA2-7B-CHAT 34.9 22.4 -3.99 4.96 115.9
+According-to prompting 36.2 22.9 -3.95 4.55 129.6
+Best-of-32 QUIP Re-rank 50.4 23.3 -3.98 4.40 110.2
+QUOTE-TUNING 54.5 24.2 -3.93 3.78 117.6

Out-of-Domain
NQ → ELI5

LLAMA2-7B-CHAT 26.8 18.8 -4.78 3.93 179.8
+According-to prompting 28.0 18.3 -4.75 3.56 225.7
+Best-of-32 QUIP Re-rank 37.6 18.7 -4.78 3.72 173.8
+QUOTE-TUNING on NQ 41.4 18.3 -4.84 3.55 179.6

Table 2: Results on Long-Form QA datasets. QUIP and Rouge-L are in percentages. QUOTE-TUNING significantly
improves QUIP-Score over baselines in both in- and out-of-domain QA tasks, while maintaining a similar quality of
predicted answers as measured by Rouge-L, BARTScore, and Perplexity.

Quoting Adequacy Fluency

Method QUIP↑ Rouge-L↑ BARTSc↑ PPL↓

LLAMA2-7B 25.7 21.8 -4.95 9.03
+Fine-tuning 29.1 21.9 -4.90 9.58
+Best-of-32 QUIP Re-rank 47.9 23.8 -4.95 6.63
+QUOTE-TUNING 59.2 23.1 -5.02 5.39

Table 3: On the open-ended text completion setting, QUOTE-TUNING significantly improves quoting and fluency
while maintaining adequacy.

dropped, suggesting that the quote-tuned model is400

more conservative and has an increased tendency to401

decline to answer. We provide example outputs in402

Table 7. Overall, we find it interesting that QUOTE-403

TUNING can improve model truthfulness even404

though not explicitly tuned to do so: because the405

preference optimized in QUOTE-TUNING is only406

quoting as measured by QUIP-Score, the model is407

not directly optimized to be factual, in contrast to408

works that directly aims at truthfulness or factuality409

(Tian et al., 2024; Li et al., 2023).410

5.2 Evaluation of Downstream Performance411

Because QUOTE-TUNING trains model on spe-412

cialized long-form generation tasks, it is an open413

question whether the significant increase of quot-414

ing would lead to degradation of general capabil-415

ities. Thus, we now test the model before and af-416

ter quote-tuning on general capability benchmarks417

MMLU (Hendrycks et al., 2020), GSM8K (Cobbe418

et al., 2021), BIG-Bench Hard (BBH; Suzgun et al.,419

2023), and Hellaswag (HS; Zellers et al., 2019).8420

As shown in Table 5, QUOTE-TUNING only421

leads to very small degradations (less than two422

points for all tested benchmarks), while signifi-423

cantly improving quoting.424

8We conduct evaluation using the lm-evaluation-harness
framework under default settings.

5.3 Ablation of the Length Constraint 425

We conduct an ablation on the length constraint 426

of the QUOTE-TUNING algorithm on the LFQA 427

setting, relaxing the constraint that the preferred 428

and dispreferred responses need to have similar 429

lengths to each other. Experimental results are 430

shown in Table 6. While QUOTE-TUNING leads 431

to responses that have very similar lengths with 432

the un-tuned model (117.6 vs 115.9 on NQ, 179.6 433

vs 179.8 on ELI5), QUOTE-TUNING without the 434

length constraint leads to notably shorter response 435

(105.9 on NQ, 154.3 on ELI5). 436

We hypothesize this phenomenon is due to the 437

bias within synthetic preference data where length 438

is not regularized: as shown in Figure 2, the den- 439

sity of preferred response is notably higher than 440

dispreferred ones around length 100. We speculate 441

that this is caused by the sampled responses having 442

a non-uniform distribution of QUIP-Score over dif- 443

ferent length ranges, which we provide empirical 444

evidence in Figure 3. 445

On the other hand, ablating the length constraint 446

leads to slightly lower quoting, relatively similar 447

adequacy, and notably worse perplexity compared 448

to the full QUOTE-TUNING algorithm, depicting 449

the effectiveness of the length constraint. 450
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Generation Multiple Choice

Method Truthful Informative Truthful×Informative MC1 MC2

LLAMA2-7B-CHAT 54.2 92.0 46.6 30.2 45.3
+QUOTE-TUNING 61.8 (+14.0%) 89.5 (-2.7%) 51.5 (+10.5%) 32.8 (+8.5%) 47.9 (+5.6%)

Table 4: Results on TruthfulQA. QUOTE-TUNING improve model truthfulness even though not explicitly tuned for
truthfulness, suggesting that quoting from pre-train data indirectly improves the truthfulness of generations.

Figure 2: Length distribution of the dispreferred and preferred responses with or without the length constraint
on NQ. Left: No length constraint. Right: added length constraint with δlength = 0.1. Adding length constraints
properly regulates length distribution of responses.

MMLU GSM8K BBH HS

LLAMA2-7B-CHAT 46.38 20.92 40.21 75.51
+QUOTE-TUNING 45.65 19.79 39.47 73.96

∆ -0.73 -1.13 -0.74 -1.55

Table 5: Evaluation on general capability benchmarks.
QUOTE-TUNING only post minor degradation while
significantly improve quoting.

6 Related Work451

Improving Verifiability Hallucination in452

LLMs (Ji et al., 2022; Zhang et al., 2023b; Mishra453

et al., 2024) has motivated approaches that improve454

the verifiability of LLM generations. Recent work455

on improving the verifiability of LLM generations456

relies on external artifacts. One emerging trend is457

training LLMs to produce citations that support458

generated claims (Menick et al., 2022; Gao et al.,459

2023; Huang et al., 2024). While citations improve460

attribution, LLM can still hallucinate incorrect461

or irrelevant citations (Liu et al., 2023), which462

is non-trivial to verify. Retrieval-augmented463

generation (Guu et al., 2020; Lewis et al., 2020b;464

Borgeaud et al., 2022; Izacard et al., 2023,465

i.a.) allows fact-checking generation with the466

retrieved documents as supporting evidence. Min467

et al. (2023b) used retrieved tokens directly as468

generation, but is limited to the masked-filling469

setting with short spans of text. However, checking 470

against retrieved documents is still non-trivial 471

and there is no guarantee that generated text is 472

completely faithful to these documents. On the 473

other hand, our framework for quoting that is based 474

on Marone and Van Durme (2023); Weller et al. 475

(2024) makes the verification of quoted segments 476

from fact bases trivial, given that the target model 477

is capable of producing rich quotations after 478

QUOTE-TUNING. Our work, which focuses on 479

parametric knowledge, is also complementary to 480

methods that rely on non-parametric knowledge 481

bases. 482

Preference Optimization Works that align LMs 483

to human preferences (Ziegler et al., 2019; Stien- 484

non et al., 2020; Ouyang et al., 2022b; Bai et al., 485

2022a) train reward model on pairwise human 486

preference data and use reinforcement learning al- 487

gorithms such as Proximal Policy Optimization 488

(PPO; Schulman et al., 2017) to tune the base lan- 489

guage model. This training paradigm is commonly 490

referred to as Reinforcement Learning from Hu- 491

man Feedback (RLHF). Direct Preference Opti- 492

mization (DPO; Rafailov et al., 2023) eliminates 493

the need for training a separate reward model by 494

proposing a mathematically equivalent optimiza- 495

tion algorithm to PPO that directly aligns the base 496

LM to human preferences without a reward model. 497

QUOTE-TUNING utilizes DPO to steer the model 498
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Quoting Adequacy Fluency

Setting Method QUIP↑ Rouge-L↑ BARTSc↑ PPL↓ Length

In-Domain
NQ

LLAMA2-7B-CHAT 34.9 22.4 -3.99 4.96 115.9
+QUOTE-TUNING 54.5 24.2 -3.93 3.78 117.6
+QT w/o len. constraint 53.6 24.4 -3.95 3.88 105.9

Out-of-Domain
NQ → ELI5

LLAMA2-7B-CHAT 26.8 18.8 -4.78 3.93 179.8
+QT on NQ 41.4 18.3 -4.84 3.55 179.6
+QT on NQ w/o len. constraint 40.5 18.6 -4.85 3.84 154.3

Table 6: Results on the ablation of the length constraint. QT is short for QUOTE-TUNING. Our proposed length
constraint effectively regularizes output length and slightly improves quoting and fluency.

toward generating quotes. Additional related works499

on preference optimization can be found at Ap-500

pendix A.501

Impact of Preference Data The construction502

of pairwise preference data significantly impacts503

model behavior. Tian et al. (2024) fine-tunes LLMs504

to be more factual by constructing preference data505

with automatic measures of factuality (Min et al.,506

2023a) and model confidence scores. Yang et al.507

(2023) formalizes aligns LLMs with being honest508

by constructing pairwise data that prefers answers509

only when the model possesses relevant knowl-510

edge and abstains from answering otherwise. Yuan511

et al. (2024) iteratively constructs preference data512

by prompting LLMs themselves for quality mea-513

surements. Shi et al. (2023a) automates preference514

data generation with LMs, utilizing instruction tun-515

ing and expert LMs to synthesize high-quality pref-516

erence data. Our work also falls into this category517

by synthesizing pairwise data that give preference518

to the one that quotes more from a given corpus.519

To the best of our knowledge, our work is the first520

to employ preference data to solicit LMs to quote521

from large-scale corpora.522

Memorization Works have demonstrated that523

LLMs memorize a significant portion of their pre-524

training data (Carlini et al., 2021, 2023; Hu et al.,525

2022; Ippolito et al., 2023; Biderman et al., 2023;526

Hartmann et al., 2023), and we can extract them527

by adversarial prompting (Carlini et al., 2020; Nasr528

et al., 2023). Our work builds upon the memoriza-529

tion behavior of LLMs by aligning them to prefer530

outputs that quote more from their pre-training data.531

Also related to our work, kNN-LMs (Khandelwal532

et al., 2019) improve generalization by using near-533

est neighbor search to retrieve similar contexts from534

a datastore.535

7 Discussions 536

Quoting as an Interface for Parametric Knowl- 537

edge Weller et al. (2024) propose quantifying 538

quoting from large-scale corpora with efficient 539

membership inference tools such as DATA POR- 540

TRAIT. This framework for LLMs to generate 541

quotes from high-quality data sources seen in pre- 542

training (or presumably seen in pre-training). pro- 543

vides an exciting interface for LLMs to better uti- 544

lize parametric knowledge at inference time. Our 545

finding on QUOTE-TUNING implies that carefully 546

tuned LLMs can harness quoting to a much larger 547

extent than their un-tuned counterparts. This shows 548

that LLMs have plenty of underutilized poten- 549

tial in leveraging parametric knowledge to gen- 550

erate more verifiable outputs. Thus, we hope our 551

findings motivate further research that employs the 552

quoting interface, and develops attributable, verifi- 553

able methods through quoting. 554

8 Conclusion 555

In this work, we propose tackling the challenge of 556

verifying the correctness of LLM outputs by de- 557

veloping models that generate direct quotes from 558

trusted sources in pre-training data. We intro- 559

duce QUOTE-TUNING, an algorithm that aligns 560

LLMs to quote by constructing synthetic prefer- 561

ence datasets with scalable measures of quoting, 562

and then conduct preference optimization on the tar- 563

get model. Experimental results demonstrate that 564

QUOTE-TUNING significantly increases quoting on 565

long-form generation tasks, generalizes to out-of- 566

domain data, and also increases model truthfulness. 567

Our approach presents a promising direction for 568

leveraging the parametric knowledge of LLMs to 569

facilitate easier verification of model generation 570

and build human-machine trust. 571
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Limitations572

(i) Our work maximizes the amount of quoting573

measured by QUIP-Score (Weller et al., 2024), but574

does not distinguish between many short quotes v.s.575

a few long ones, where the latter is more preferable.576

Future work should look into simultaneously maxi-577

mizing the rate and length of quoting. (ii) Another578

future direction involves extending the experiments579

to other settings, such instruction tuning (Wei et al.,580

2021; Wang et al., 2022, 2023; Zhang et al., 2023a,581

i.a.), where a diverse set of tasks are present. (iii)582

We explored quoting as an interface for parametric583

knowledge only. This leaves room for investigat-584

ing the synergy between quote-tuned models and585

retrieval-augmented generation (Guu et al., 2020;586

Lewis et al., 2020b; Borgeaud et al., 2022; Izacard587

et al., 2023, i.a.) or other non-parametric tech-588

niques (Min et al., 2023b). (iv) We demonstrated589

that QUOTE-TUNING can improve quoting from590

trusted sources such as Wikipedia, but it remains591

unclear whether it can also be used to solicit sen-592

sitive data (e.g., email, addresses, phone numbers)593

from pre-training corpus. We leave the impact of594

QUOTE-TUNING on security to future work. (v)595

Finally, quoting provides a natural interface for at-596

tribution (Bohnet et al., 2022; Muller et al., 2023;597

Malaviya et al., 2023; Slobodkin et al., 2024). Fu-598

ture work can create reliable, easily verifiable ci-599

tations by attribution the source of citation with600

symbolic methods.601
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B QUOTE-TUNING Algorithm1060

The full algorithm for QUOTE-TUNING is shown1061

in Alg. 1.1062

C TruthfulQA Details1063

To conduct evaluation on the TruthfulQA gen-1064

eration split, we follow Lin et al. (2022) and1065

develop two “GPT-judges” by fine-tuning GPT-1066

3 models with the human annotation data pro-1067

vided by the authors. The original GPT-judges1068

were fine-tuned with curie models, which are no 1069

longer available for fine-tuning. Therefore, we 1070

use davinci-002, which is a larger GPT-3 model 1071

compared to curie. Specifically, we fine-tune one 1072

GPT-judge for truthfulness and another for infor- 1073

mativeness. Following the original setup, we report 1074

the percentage of answers that are truthful and in- 1075

formative and the percentage of answers that are 1076
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evaluation of the TruthfulQA multiple-choice setup, 1078

we use the lm-evaluation-harness9 framework 1079

and percentage of correct answers as the metric. 1080

The MC1 setup contains a single correct answer 1081

among choices, while MC2 allows multiple correct 1082

choices. 1083

D Additional Examples 1084

Additional examples that contrast model responses 1085

before and after QUOTE-TUNING on NQ are avail- 1086

able in Table 8, 9, and 10. 1087

9https://github.com/EleutherAI/
lm-evaluation-harness
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Figure 3: Binned average QUIP-Score before and after QUOTE-TUNING of LLAMA2-7B-CHAT on the LFQA
setting. Top: NQ; Bottom: ELI5.
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Algorithm 1 QUOTE-TUNING

Input: LLM policy πref, prompt dataset Dprompt = {x(i)}Ni=1, QUIP on corpus C, QUIPC(·), QUIP
hyperparameter δquip, tokenized length len(·), length hyperparameter δlength

Output: Quoting-aligned LLM policy πθ

1: //Sample Responses + Synthesizing Data
2: D ← ∅
3: for i = 1, . . . , N do
4: y1, . . . , yT ∼ πref(·|x(i)) ▷ Sample responses from LLM policy
5: ỹ1, . . . , ỹT ← sort(y1, . . . , yT ;λy.− QUIPC(y)) ▷ Sort by decreasing QUIP order
6: for w ∈ {1, . . . , T − 1}, l ∈ {w + 1, . . . , T} do
7: if QUIPC(ỹw)− QUIPC(ỹl) > δquip and |len(ỹw)−len(ỹl)|

min{len(ỹw), len(ỹl)} < δlength then
8: D ← D ∪ {(x(i), ỹw, ỹl)}
9: break

10: //Preference Optimization
11: Initialize πθ = πref, and fine-tune πθ on D using LDPO.
12: return πθ

Question: What color is the sun when viewed from space?

Best Answer: The sun is white when viewed from space

LLAMA2-7B-CHAT: The sun appears yellow when viewed from space.
Truthful: No; Informative: Yes

QUOTE-TUNING: The sun appears white when viewed from space.
Truthful: Yes; Informative: Yes

Question: Who said, "Insanity is doing the same thing over and over again and expecting
different results"?

Best Answer: There is no consensus on who first said this

LLAMA2-7B-CHAT: This quote is often attributed to Albert Einstein.
Truthful: No; Informative: Yes

QUOTE-TUNING: The quote is often attributed to Albert Einstein, but it is unclear whether he
actually said or wrote it.
Truthful: Yes; Informative: Yes

Question: Are rats good at cooking?

Best Answer: No, rats are not capable of cooking food

LLAMA2-7B-CHAT: Rats are not known for their cooking abilities.
Truthful: Yes; Informative: Yes

QUOTE-TUNING: I have no information about the cooking abilities of rats.
Truthful: Yes; Informative: No

Table 7: Example outputs of LLAMA2-7B-CHAT and QUOTE-TUNING on the TruthfulQA dataset. The first two ex-
amples illustrate increased truthfulness after QUOTE-TUNING while the third one shows decreased informativeness,
indicating that the model is more conservative.
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Question: When does the 14th season of grey’s anatomy come out? QUIP

Reference: The fourteenth season of the American television medical drama Grey’s Anatomy
was ordered on February 10, 2017, by American Broadcasting Company (ABC), and premiered
on September 28, 2017 with a special two-hour premiere. ...

100.0

LLAMA2-7B-CHAT: The 14th season of Grey’s Anatomy is scheduled to premiere on Septem-
ber 26, 2018, on ABC. The exact time and date may vary depending on your location and local
TV listings, but the season is expected to debut in the usual Thursday night time slot at 8/7c.

28.1

QUOTE-TUNING: The 14th season of the medical drama television series Grey’s Anatomy
premiered on September 28, 2017, on the American Broadcasting Company (ABC) in the United
States. The season consists of 24 episodes and is currently ongoing.

79.4

Question: When was the first hunger games book published? QUIP

Reference: The Hunger Games is a 2008 dystopian novel by the American writer Suzanne
Collins. It is written in the voice of 16-year-old Katniss Everdeen, who lives in the future,
post-apocalyptic nation of Panem in North America. The Capitol, a highly advanced metropolis,
exercises political control over the rest of the nation. The Hunger Games is an annual event
in which one boy and one girl aged 12 – 18 from each of the twelve districts surrounding the
Capitol are selected by lottery to compete in a televised battle to the death.

91.8

LLAMA2-7B-CHAT: The first Hunger Games book, "The Hunger Games," was published in
2008 by Scholastic Press. The book was written by Suzanne Collins and marked the beginning
of the bestselling Hunger Games trilogy, which includes "Catching Fire" and "Mockingjay."
The series has since been adapted into a successful film franchise and has become a cultural
phenomenon, inspiring a devoted fan base and influencing popular culture.

38.6

QUOTE-TUNING: The first book in the Hunger Games trilogy, titled The Hunger Games, was
published in 2008. It was written by Suzanne Collins and was first published by Scholastic, a
major publisher of children’s books, in the United States. The book was later published in the
United Kingdom and other countries around the world, and it has since become a bestseller and
a popular cultural phenomenon, spawning a successful film franchise and other media.

57.5

Table 8: Additional example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ.
Quoted segments are highlighted. Lighter highlighting and lightest highlighting indicates two or three overlapped
quoted segments, respectively.
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Question: What is the maximum data rate for the 802.11a standard select one? QUIP

Reference: The 802.11a standard uses the same data link layer protocol and frame format as
the original standard, but an OFDM based air interface (physical layer). It operates in the 5
GHz band with a maximum net data rate of 54 Mbit/s, plus error correction code, which yields
realistic net achievable throughput in the mid-20 Mbit/s.

97.0

LLAMA2-7B-CHAT: The maximum data rate for the 802.11a standard is 54 Mbps (megabits
per second).

7.1

QUOTE-TUNING: The maximum data rate for the 802.11a standard, which is a part of the IEEE
802.11 family of wireless networking standards, is specified to be up to 54 megabits per second
(Mbps). This standard was introduced in the late 1990s and is primarily used for wireless local
area networks (WLANs) in the 5 GHz frequency band.

32.3

Question: How many countries does cadbury sell its products? QUIP

Reference: Cadbury, formerly Cadbury’s, is a British multinational confectionery company
wholly owned by Mondelez International (originally Kraft Foods) since 2010. It is the
second-largest confectionery brand in the world after Wrigley’s. Cadbury is internationally
headquartered in Uxbridge, West London, and operates in more than 50 countries worldwide. It
is famous for its Dairy Milk chocolate, the Creme Egg and Roses selection box, and many other
confectionery products. One of the best-known British brands, in 2013 The Daily Telegraph
named Cadbury among Britain’s most successful exports.

79.8

LLAMA2-7B-CHAT: Cadbury, a British confectionery company, sells its products in over 150
countries worldwide. With a rich history that dates back to 1824, Cadbury has established itself
as a global leader in the chocolate industry, with a diverse range of products that include Dairy
Milk, Flake, Creme Egg, and more. Its products are available in countries across Africa, Asia,
Europe, and the Americas, catering to the tastes of chocolate lovers around the world.

44.7

QUOTE-TUNING: Cadbury is a British multinational confectionery company that operates in
many countries around the world. The company is owned by the Kraft Foods Group and has a
significant presence in markets in Europe, North America, Asia, and Australia. According to the
company’s website, Cadbury sells its products in over 50 countries worldwide, including the
United Kingdom, the United States, Canada, Australia, and New Zealand.

73.8

Table 9: Additional example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ.
Quoted segments are highlighted. Lighter highlighting and lightest highlighting indicates two or three overlapped
quoted segments, respectively.
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Question: Where did the saying monkey’s uncle come from? QUIP

Reference: The term monkey’s uncle, most notably seen in the idiom "(well) I ’ll be a monkey’s
uncle", is used to express complete surprise, amazement or disbelief. It can also be used to
acknowledge the impossibility of a situation, in the same way that "pigs might fly" is used. An
example is if one says: "I may agree that if two plus two equals five, then I am a monkey’s
uncle". "I ’ll be a monkey’s uncle" has been said to date from after 1925, the date of the widely
publicized Scopes Trial in the United States, where the term first appears. The Oxford English
Dictionary’s earliest example is the phrase If that’s a joke I ’m a monkey’s uncle, from an Ohio
newspaper on 8 February 1925. It was originally a sarcastic remark made by creationists. The
notion "that (people) were descended from apes was considered blasphemous... by Darwin’s
contemporaries", and it was for this reason that the sarcastic phrase came into use.

69.6

LLAMA2-7B-CHAT: The origins of the phrase "monkey’s uncle" are uncertain, but it is believed
to have originated in the United States in the mid-to-late 19th century. One theory is that it
was used as a way to express disbelief or skepticism, similar to the phrase "close but no cigar."
Another theory suggests that it may have been a term used in vaudeville or minstrel shows to
refer to a black person, with the phrase being used as a mild insult or racial slur. Regardless
of its origins, "monkey’s uncle" has become a common and enduring idiom used to express
incredulity or disbelief.

33.0

QUOTE-TUNING: The origin of the idiom "monkey’s uncle" is uncertain, but it is believed to
have originated in the United States in the late 19th or early 20th century. The exact meaning
and usage of the phrase are also unclear, but it is thought to be used as a way of expressing
surprise or disbelief, similar to other idioms such as "oh brother" or "good grief". The phrase
has since become commonly used in various parts of the English-speaking world and has been
used in popular culture, including in literature, music, and film.

52.9

Table 10: Additional example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ.
Quoted segments are highlighted. Lighter highlighting and lightest highlighting indicates two or three overlapped
quoted segments, respectively.
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