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ABSTRACT

Diffusion language models (dLLMs) offer a promising, non-autoregressive
paradigm for text generation, yet training them for complex reasoning remains
a key challenge. Current reinforcement learning approaches often rely on sparse,
outcome-based rewards, which can reinforce flawed reasoning paths that lead to
coincidentally correct answers. We argue that this stems from a fundamental mis-
match with the natural structure of reasoning. We first propose a theoretical frame-
work that formalizes complex problem-solving as a hierarchical selection process,
where an intractable global constraint is decomposed into a series of simpler, lo-
calized logical steps. This framework provides a principled foundation for algo-
rithm design, including theoretical insights into the identifiability of this latent rea-
soning structure. Motivated by this theory, we identify unstructured refinement—a
failure mode where a model’s iterative steps do not contribute meaningfully to
the solution—as a core deficiency in existing methods. We then introduce Step-
Aware Policy Optimization (SAPO), a novel RL algorithm that aligns the dLLM’s
denoising process with the latent reasoning hierarchy. By using a process-based
reward function that encourages incremental progress, SAPO guides the model to
learn structured, coherent reasoning paths. Our empirical results show that this
principled approach significantly improves performance on challenging reasoning
benchmarks and enhances the interpretability of the generation process.

1 INTRODUCTION

Diffusion large language models (dLLMs) have emerged as a compelling alternative to tradi-
tional autoregressive models, offering significant inference speed-ups through their parallel, non-
sequential generation process (Nie et al., 2025; Sahoo et al., 2024; Gong et al., 2024; Ye et al., 2025).
In particular, mask-based dLLMs (MdLLMs) initialize a sequence with special token [MASK] and
iteratively refine this sequence into coherent text. While this paradigm has shown promise on various
tasks, training MALLMs for complex, multi-step reasoning remains a significant challenge.

The core of this challenge, we argue, lies in a mismatch between how existing models are trained and
the inherent structure of complex reasoning. We posit that sophisticated reasoning is not a monolithic
task but a hierarchical process. A high-level problem imposes a complex global constraint that is
intractable to solve in a single step. Humans overcome this by decomposing the problem into a
hierarchy of simpler, more manageable sub-goals or logical steps. We formalize this intuition as
a hierarchical selection model, which serves as a principled theoretical foundation for designing
reasoning algorithms. This framework provides novel theoretical insights, including a key result on
the conditions under which the latent logical hierarchy is identifiable from problem-solution data.
This core insight that a decomposed reasoning structure can be learned from observation is the
primary motivation for our entire approach.

However, current reinforcement learning (RL) methods for MdLLMs fail to leverage this poten-
tial. Techniques such as GRPO (Shao et al., 2024), as adapted by works like diffu-GRPO (Zhao
et al., 2025), DiffuCoder (Gong et al., 2025), and wd1l (Tang et al., 2025), typically rely on sparse,
outcome-based rewards—judging a generated response solely based on the correctness of its fi-
nal answer. This approach can inadvertently reinforce “correct-by-chance” solutions that arise from
flawed or nonsensical reasoning; see Figure 1 for an illustrative example. We term this critical failure
mode unstructured refinement: the model wastes most of its iterative steps on unproductive tokens,
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Figure 1: The problem of unstructured refinement. A standard MdLLM trained with an outcome-
only reward produces a correct answer but fills its reasoning trace with meaningless, repetitive to-
kens. This indicates the iterative process is not contributing meaningfully to the solution.

failing to progressively simplify the problem and forcing it to solve the complex global constraint in
a few high-difficulty steps.

To address this, we propose Step-Aware Policy Optimization (SAPO), a principled RL framework
designed to align the denoising process of MALLMs with the latent hierarchy of reasoning. The
core of SAPO is a process-based reward function that measures the contribution of each interval of
the denoising trajectory. By rewarding denoising steps that demonstrably increase the probability of
reaching a correct solution, SAPO provides the necessary inductive bias to discover the underlying
reasoning structure. This encourages the model to learn a structured policy where each refinement
stage corresponds to resolving a logical constraint at a specific level of the reasoning hierarchy.

Our contributions are as follows:

1. We propose a novel theoretical formulation of complex reasoning as a hierarchical selection
process. This framework provides key insights into principled reasoning model design and
includes a foundational result on the identifiability of the latent logical structure, which
yields the key design principle.

2. We identify unstructured refinement as a key failure mode in existing MdLLM training
paradigms and propose Step-Aware Policy Optimization (SAPO), an algorithm motivated
by our theoretical framework. We demonstrate empirically that SAPO leads to significant
improvements in both final performance and the quality of generated reasoning paths.

2 RELATED WORK

Mask-based diffusion-based large language models. LLaDA (Nie et al., 2025) proposes a mask-
based diffusion-based large language model (dLLMs). It gradually removes the mask token in each
diffusion step. Based on LLaDA, diffu-GRPO (Zhao et al., 2025) assumes the generated tokens are
independent and proposes a randomly masked prompt to estimate the token probability for reinforce-
ment learning with diffusion models. WINO (Hong et al., 2025) proposes a training-free sampling
strategy to use a low confidence threshold to generate a draft response and use a high threshold for
second verification. TSE (Wang et al., 2025c) observes that the answers generated in intermediate
diffusion steps can also be correct and therefore proposes a weighted voting strategy to get the final
answer. ReMDM (Wang et al., 2025a) proposes a remasking sampler to address the problem that the
generated tokens in dLLMs cannot be revoked. wdl (Tang et al., 2025) proposes a weighted likeli-
hood estimation for the sequence. Many approaches have been proposed to improve the efficiency
of dLLMs, such as KV-cache (Wu et al., 2025; Song et al., 2025; Liu et al., 2025b; Ma et al., 2025).
MDLM (Sahoo et al., 2024) derives a continuous-time, Rao-Blackwellized objective for training
mask-based dLLM. LongLLaDA (Liu et al., 2025a) proposes an NTK-based RoPE extrapolation to
allow long-context text generation. DiffuCoder (Gong et al., 2025) proposes a coupled sampling
scheme to estimate the likelihood for GRPO training.

Process reward model. Verification models have been shown to improve the multi-step reasoning
ability of LLMs. Unlike the outcome verifier (Cobbe et al., 2021; Yu et al., 2023) which exam-
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ines the correctness of the final outcome, the process reward models enhance feedback accuracy by
identifying and localizing errors within generated responses. However, collecting step-wise feed-
back can be costly, especially with human annotators (Uesato et al., 2022; Lightman et al., 2023).
Therefore, many efforts have been devoted to the automatic extraction of process rewards. One
standard way to assess process correctness is by estimating, via Monte Carlo (MC) methods, the
empirical probability of reaching the correct final answers. Given an intermediate step of reasoning,
MATH-SHEPHERD (Wang et al., 2023) asks completers to finalize multiple subsequent reasoning
processes and estimate the potential of this step based on the correctness of all decoded answers.
(Luo et al., 2024) proposes a Monte Carlo Tree Search algorithm to identify the first error in the rea-
soning process. (Zhang et al., 2025) argues that the MC-based estimation can be noisy and requires
an additional LL.M-as-judge to filter the process reward data. Inspired by (Wang et al., 2023), (Wang
et al., 2025b) constructs process rewards for multi-modal LLMs. (Zhang et al., 2024) proposes a tree
search policy with process rewards. Implicit process rewards (Yuan et al., 2024; Cui et al., 2025)
trains the outcome reward model and can obtain the token-level process reward as log-likelihood
ratios of the policy and reference models.

3 A HIERARCHICAL FORMULATION FOR MULTI-STEP REASONING

We postulate that complex reasoning problems can be understood through the lens of a hierarchical
generative process. This formulation begins by defining the task itself as a top-level constraint and
then decomposes the solution-finding process into a sequence of tractable, hierarchically organized
steps. This perspective not only aligns with human cognition but also provides a principled basis for
designing effective reasoning algorithms.
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Figure 2: Decomposition of reasoning complexity via hierarchical selection. The arrows repre-
sent the bottom-up selection process where lower-level variables determine higher-level concepts
(Eq. (1)). (Left) A direct selection model requires a single, high-complexity function where all ele-
ments of the response R jointly determine the validity of the question Q. (Right) Our hierarchical
model decomposes this into simple, localized selection functions with intermediate selection vari-
ables S, greatly reducing complexity.

3.1 THE HIERARCHICAL DECOMPOSITION OF COMPLEX REASONING

A reasoning task begins with a problem, such as a mathematical question, which we model as
a high-level constraint or question, Q. The goal is to generate an observable response, R, that
satisfies this constraint. Directly generating a valid R is often intractable due to the vast search
space. We formalize the natural human approach of problem decomposition using a hierarchical
selection model. This model introduces latent intermediate variables {S1,...,S} to bridge the
problem and the response. The validity of higher-level concepts is determined by those below them,
defining a bottom-up selection function:

S; :=¢s,(Si+1), forl=0,...,L —1, with Sy := Q. (1)
We visualize this process in Figure 2 (right). The core premise is that the single, complex constraint
between Q and R is factorized into a series of simpler, localized functions {gs, }. To solve the prob-
lem, this process is inverted into a top-down generative model, where each step S;11 ~ P [S;4+1|Si]
is a manageable, low-complexity sampling task. For instance, in solving a Sudoku puzzle, a high-
level constraint S; might be the logical state “the top-left 3x3 box is validly filled.” The sampling
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step to generate S;; would then be to determine the specific number placements within that box
that satisfy the constraint. This is a far simpler, more localized task than trying to generate the entire
solved grid R at once. By decomposing the global problem into a hierarchy of logical constraints,
we ensure each generative step is manageable.

Expressiveness of the hierarchical abstraction. We do not posit this hierarchical structure as a
rigid, universal cognitive model. Rather, we propose the hierarchy as a flexible abstraction for a
set of problems and their corresponding solution patterns. The full graph represents the potential
reasoning complexity required for a given domain (e.g., a math dataset). Simpler problems within
this domain activate only a sparse subgraph of the available constraints.

3.2 FROM HIERARCHICAL STRUCTURES TO PRINCIPLED ALGORITHM DESIGN

The hierarchical model implies a core principle for algorithm design: progressive complexity re-
duction. Decomposing the complex global mapping from Q to R into simpler functions {gs, }
suggests that the remaining problem complexity should decrease with each step down the hierarchy.
Our theoretical analysis (detailed in the appendix) serves as a formal certificate for this intuition.
The identifiability theorem, in particular, validates this principle:

Theorem 3.1 (Informal: Recovering the Latent Reasoning Process). A learned model can recover
the true latent reasoning steps (S, ..., Sr) of a reasoning process if it matches the true process’s
observable outputs and satisfies key structural conditions. Specifically, if the model favors the sim-
plest explanation (i.e., sparsity constraint on individual constituent functions) and the true rea-
soning structure is sufficiently rich—with diverse influence between steps and unique dependency
“fingerprints” for each step—then each true step Sy ; is identifiable up to a benign indeterminacy.

The theorem’s sparsity constraint is key. It provides a theoretical basis for why decomposing a
complex problem into a composition of sparse, simple functions is the preferred way to learn the
true reasoning structure. This confirms that the complexity should indeed decrease towards the final
response level. While directly enforcing a sparsity constraint on a neural network’s latent functions
is challenging, the principle of progressive complexity reduction offers a practical path forward. A
plausible, if looser, alternative is to enforce a reduction in the unresolved problem complexity at each
step. This motivates an algorithm that rewards meaningful, incremental progress.

This principle, however, is overlooked by current training paradigms. Mask-based diffusion lan-
guage models (dLLMs) (Nie et al., 2025; Sahoo et al., 2024) exhibit what we term unstructured re-
finement: their training is agnostic to intermediate progress. The denoising path is not incentivized
to progressively reduce complexity. Instead, the model often wastes steps on irrelevant tokens (Fig-
ure 1), failing to decompose the problem and forcing it to learn the intractable mapping from Q to
R in a few final, high-complexity steps.

In light of this gap between the principle of complexity reduction and current practice, we propose
an algorithm that explicitly rewards the progressive reduction of problem complexity in Section 4.

4 STEP-AWARE POLICY OPTIMIZATION FOR STRUCTURED REASONING

Our formulation in Section 3 established that effective reasoning corresponds to a structured, hier-
archical decomposition of a complex problem. We also identified unstructured refinement as a key
failure mode in standard diffusion language models, where the iterative denoising process fails to
align with this latent reasoning hierarchy.

To address this, we introduce a Step-Aware Policy Optimization (SAPO) algorithm. SAPO is a
reinforcement learning framework built upon Group Relative Policy Optimization (GRPO) that is
specifically designed for MALLMs. Its core innovation is a novel process-based reward function
that incentivizes each segment of the denoising trajectory to make a meaningful contribution toward
the final solution. This encourages the model to learn an internal policy that mirrors the structured,
level-by-level constraint satisfaction outlined in our hierarchical model.

4.1 PRELIMINARY: GROUP RELATIVE POLICY OPTIMIZATION (GRPO)

GRPO is a powerful on-policy algorithm for enhancing the capabilities of language models (Shao
et al., 2024). We adapt it for the MALLM setting.



Under review as a conference paper at ICLR 2026

Masked Tokens ~

Step-aware reward for D:
Step T Prompt v v
Step £1 (2 °F F Ny pep b2 (2 ‘;‘; )

Denoise

©aog) v
~E0000 i
m< i A/1 ro“ou‘ts

Denoise

- Denose
- O J
Step 0 HDDDO \ T oEm y,

Figure 3: Illustration of the proposed step-aware reward. To encourage intermediate generations
to contribute meaningfully to the final outcome, we generate new rollouts from randomly selected
steps t1, t2 and estimate their contribution by the difference in outcome rewards. A larger difference
indicates a higher contribution toward the final correct answer.

Response sampling. Given a question Q, we use the current policy 7y to generate G candidate
responses {R(l), R®, ... R(G)}. Each response R is assigned a reward r;, based on the cor-
rectness of the final answer. From these, we can compute a mean-normalized advantage for each
response, A; = r; —mean({r; }JGZI) This advantage is distributed across all tokens in the response.

Learning objective. = The optimization follows the standard proximity policy optimiza-
tion(PPO) (Schulman et al., 2017)-style clipped objective for stable updates, regularized by a KL-
divergence term against a reference policy 7y

a \R<i)|
1 1 . .
Larro(f) = Equp, RO, RO o (1|Q) IE Z RO Z mln(pfAi, clip(pF,1—e,1+4¢) Ai)
i=1 k=1
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2

where the likelihood ratio for the k-th token of response R() is ok = WT;"(%;()Y;,L?QRP;()?)<:2) A key
old ’

challenge in applying this to MALLMs is estimating the sequence likelihood 7g(R(*) | Q), which
we address with existing techniques (Zhao et al., 2025; Gong et al., 2025; Tang et al., 2025).

4.2 STEP-AWARE STRUCTURED REFINEMENT FOR MDLLMS

Standard GRPO for MdLLMs defines the advantage A; based solely on outcome-based rewards
(e.g., final answer accuracy). This may lead to unstructured refinement, as it can equally reinforce
responses that are correct by chance despite having flawed reasoning as illustrated in Fig.1. To
enforce a structured reasoning process, we introduce a step-aware reward.

Denoising steps in MdLLMs. Given an input question Q, MdLLM begins by preparing a sequence
of mask tokens [mask] of pre-defined length and initializing the denoising process at step ¢t = 7.
At each iteration, the model receives the partially masked sequence and incrementally replaces mask
tokens with decoded tokens according to a chosen decoding strategy (e.g., decoding only those
tokens whose confidence exceeds a specified threshold). At an intermediate step ¢, the sequence
thus contains a mixture of text and mask tokens, such as “an apple [mask] [mask] is on the
[mask]”. When ¢t = 0, all mask tokens [mask] are fully resolved into text tokens.

Evaluating denoising steps with step-aware reward. To encourage structured reasoning within the
denoising process, one possible approach is to manually annotate intermediate generations, follow-
ing the methodology of process reward models developed for ARMs (Uesato et al., 2022). However,
unlike ARMs, where tokens are decoded sequentially and intermediate outputs are inherently struc-
tured and separable, annotating intermediate states in MdLLMs poses additional challenges. This
difficulty arises because MdLLM intermediate generations consist of a mixture of text and mask
tokens, often arranged in a non-deterministic order due to the parallel decoding mechanism. For
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instance, an intermediate state might appear as “an apple [mask] [mask] is on the [mask]”,
where incomplete decoding obscures clear annotation.

To address this challenge, we propose measuring the incremental progress achieved between dif-
ferent stages of the denoising process. Specifically, we randomly sample two denoising timesteps,
t1 and tg, such that 0 < ¢; < t9 < T. Let ¢, and x4, denote the intermediate generations at
these steps. To evaluate the contribution of the denoising steps between 2 and ¢1, we generate full
response rollouts from each state, yielding {R) (x;, )};\21 and {R) (24, )};Vil

The step-aware reward is defined as the difference in the expected outcome rewards:

Ny

Ny
1 i 1 )
Rprocess(tlatQ) = N § 1[R(J)(xt1)] - Ny E 1[R(J)(xt2)]7 3)
=1

Jj=1

where 1[-] denotes an indicator function that evaluates the correctness of the final response. A
positive value of Rprocess indicates that the denoising steps between ¢, and ¢; made a meaningful
contribution, thereby reducing its complexity. Importantly, this formulation eliminates the need to
manually annotate intermediate diffusion states or to design task-specific process reward models.

Efficient reward estimation. Although MdLLMs offer faster inference compared to ARMs, gen-
erating multiple responses from intermediate states at two different timesteps can still be computa-
tionally expensive. To mitigate this cost, we focus on an important special case where to = T'. At
this point, the intermediate generation x;, consists entirely of mask tokens [mask] ... [mask].
Consequently, the second term N% Z;\El 1[RY)(zy,)] in Eq. 3 corresponds to the model’s accu-
racy when conditioned solely on the input question prompt Q. In this case, we set to = T,
R (z;,) = RY), and Ny = G. Since full response rollouts are already available from GRPO-
based accuracy reward computation, this term can be directly estimated without additional inference.
In other words, we substitute the mean accuracy reward as a surrogate for the second term, effec-
tively halving the inference cost required to compute Rprocess (£1, t2).

In principle, the full trajectory reward could be computed by evaluating all denoising steps from 7T’
down to 0, but this approach would incur prohibitively high computational cost. Instead, we find that
estimating the reward using a randomly sampled interval (¢1, t2) serves as an effective and efficient
approximation of the overall reasoning process during generation. Accordingly, we define

Rprocess = RpI‘OCCSS(tly t2)- (4)

Up-weighted advantage computation. In GRPO (Shao et al., 2024) and diffu-GRPO (Zhao et al.,
2025), the advantage is computed by normalizing all rewards across rollouts for a given input
prompt. However, in our preliminary experiments, we observe that directly applying such nor-
malization to the step-aware reward can degrade model performance. This occurs because samples
with Rprocess = 0 are pushed further away during mean-normalization, yielding negative advantages.
Such treatment is suboptimal, as these samples (with correct answers and flawed reasoning steps)
may still contribute positively to model learning. To address this issue, we introduce an up-weighted
strategy for computing the total advantage of response R(%):

AP = A; + 1[A; > 0] Rprocess ®

where A; is the advantage for response R(?). Crucially, up-weighting is applied only to responses
that both yield a correct final answer and already possess a positive advantage. This design ensures
that we reinforce valid reasoning paths without rewarding intermediate progress that ultimately leads
to incorrect solutions, and without penalizing correct answers that may contain imperfect reasoning.

This composite advantage thus integrates correctness with structured, productive reasoning, directly
incentivizing the model to adhere to the principle of hierarchical decomposition.

Link to the hierarchical model. Our process reward is motivated by the principles of our theoretical
hierarchical model. While the complex dynamics of an MALLM’s latent space do not map perfectly
one-to-one with the discrete levels of our formulation, the process reward serves as an effective
heuristic to guide the model toward a more structured reasoning process. We can view the denoising
interval from ¢, to ¢; as a proxy for resolving a set of logical constraints. A positive process reward,
Aprocess(t1,t2) > 0, provides an empirical signal that this interval was productive. Intuitively, by
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Figure 4: Comparison of generated responses across models. LLaDA (Nie et al., 2025) and diffu-
GRPO (Zhao et al., 2025) both produce incorrect answers to the evaluation question. LLaDA’s re-
sponse includes a brief but partially meaningful reasoning step toward the end, whereas diffu-GRPO
continues generating verbose sentences that contribute little to the final prediction. In contrast, our
model provides a structured reasoning process and successfully arrives at the correct answer. This
highlights that optimizing solely for accuracy-based rewards may lead to sub-optimal outcomes, as
such rewards overlook the quality and coherence of reasoning within the response.

consistently rewarding such incremental progress, SAPO encourages the learned transition kernel
po(xi—1|xs, Q) to approximate the sampling procedure S; 1 ~ P[S;41|S,,]. This encourages the
alignment of the denoising path with a valid reasoning trajectory.

5 EXPERIMENTS
5.1 SETUP

We build our model on top of diffu-GRPO (Zhao et al., 2025) and adopt the same experimental setup
unless otherwise specified. We provide implementation details in the Appendix.C.

Datasets. We evaluate on four benchmarks: (1) GSM8K (Cobbe et al., 2021), using 7,374 train-
ing and 1,319 test problems; (2) MATH (Lightman et al., 2023), with 7,500 training and 500 test
problems; (3) COUNTDOWN, a synthetic dataset of 490K training and 256 test samples requiring
arithmetic expression generation; and (4) SUDOKU, 4 x 4 puzzles evaluated on a 256-sample split.

Baselines. We compare against recent state-of-the-art MALLMSs: LLaDA (Nie et al., 2025), Diffu-
GRPO (Zhao et al., 2025), TSE (Wang et al., 2025¢c), and WINO (Hong et al., 2025), as well as
models further fine-tuned on the reasoning dataset s1K (Muennighoff et al., 2025).

5.2 RESULTS

Alignment of reasoning process and final answer. To assess how well MDLLMs produce inter-
mediate reasoning that is consistent with the final answer, we analyze the alignment between the
reasoning process and the output. Specifically, we input generations from LLaDA (Nie et al., 2025),
diffu-GRPO (Zhao et al., 2025), and our model into GPT-5, asking it to evaluate “whether a user can
reach the final answer by following the reasoning step by step.” Results on the COUNTDOWN and
GSMEK datasets are shown in Fig. 5. Our method achieves substantially higher alignment ratios
across both datasets. This large improvement helps explain the performance gains in Table 1, as our
proposed reward explicitly encourages the model to maintain consistency between reasoning steps
and final answers through the diffusion-based generation process. We also provide example out-
puts from the three models in Fig. 1. As shown, LLaDA and diffu-GRPO generate less meaningful
reasoning in their responses and ultimately produce incorrect answers.

Superior benchmark performance. Table 1 reports results on benchmarks: GSM8K, MATH,
COUNTDOWN, and SUDOKU. Our approach outperforms baselines across most datasets and even
surpasses those fine-tuned with additional reasoning dataset s1K (Muennighoff et al., 2025).
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COUNTDOWN GSMSK SUDOKU MATH

Model / Seq Len | 128 256 512 | 128 256 512|128 256 512|128 256 512
LLaDA 20.7 19.5 16.0 |68.7 76.7 78.2|11.7 6.7 5.5 |26.0 324 36.2
diffu-GRPO 332 31.3 37.1(72.6 79.8 81.9|18.4 129 11.0|33.2 37.2 39.2
TSE-Vote 25.0 234 16.4|70.1 78.7 789| x X x |28.4 35.6 36.2
WINO - 332 - - 758 - - 152 - - 342 -

SFT 20.3 145 23.8|66.5 78.8 81.1(16.5 8.5 4.6 |26.2 32.6 34.8
SFT + diffu-GRPO |34.8 32.0 42.2 {73.2 81.1 82.1|22.1 16.7 9.5 |33.8 38.6 40.2
SFT + TSE-Reward |41.5 42.6 54.7 |72.1 80.0 83.0| x X x |31.2 354 414
Ours 51.6 52.0 56.3 |72.9 82.2 82.4|22.4 20.3 16.1|32.0 40.0 38.4

Table 1: Performance comparison on COUNTDOWN, GSM8K, SUDOKU, and MATH at different
sequence lengths. “—” denotes unreported results; “x” denotes unsupported tasks. Without addi-
tional SFT on the reasoning dataset s1K (Muennighoff et al., 2025), our method achieves superior
performance across all four tasks.

Model Training SVAMP | ARC Ste COUNTDOWN GSMSK
LLaDA - 83.3 190.2 P "§iffu-GRPO Ours |diffu-GRPO Ours
diffu-GRPO GSMS8K 83.0 | 89.8 1 1.56 1.17 12.81 16.53
Ours GSM8K 84.0 |90.2 8 2.73 1.56 9.48 16.91
[diffu-GRPO|  MATH | ¢ 83.7 | 9181 | 16 3.12 2.34 13.04 1933
Ours MATH 85.7 | 93.0 24 4.69 1.95 17.21 21.61

| diffu-GRPO [COUNTDOWN [ 84.0 | 90.6 | | 32 6.64 27.34| 2426  30.86
Ours COUNTDOWN | 84.0 | 875 40 1250  33.98 39.27 41.17
diff’GRPO[ ~ SUDOKU | 850 | 9101 | 48 | 1953  37.11| 4996  50.57|
Ours SUDOKU 86.7 | 90.6 64 33.2 51.6 72.6 72.9
Table 2: Generalization ability compari- Table 3: Accuracy of intermediate answers with

sequence length 128 and 64 diffusion steps. In-
termediate answers are obtained by decoding nor-
mally up to a target step and then decoding all re-
maining tokens in one pass.

son. The trained models are evaluated on
unseen datasets: the reasoning benchmark
SVAMP (Patel et al., 2021) and the common-
sense benchmark ARC (Clark et al., 2018).

The proposed reward is effectively learned and facilitates training. We visualize the training re-
wards of diffu-GRPO (Zhao et al., 2025) and our model in Fig. 8. Our method consistently achieves
higher total rewards—which combine both accuracy and format rewards—explaining the substantial
performance gains observed on these datasets. For MATH, however, the training rewards of both
methods remain similar. A similar phenomenon was also reported in (Zhao et al., 2025), where the
diffu-GRPO model after SFT on s1k dataset (Muennighoff et al., 2025) attained rewards similar to
those without SFT. We hypothesize that the MATHS00 problems may be too challenging for the
8B base model and may be addressed with a larger dLLM. We further present the reward training
curves in Fig. 7. The upward trend indicates that the model learns to favor responses yielding correct
answers while adhering to reasoning processes that support the final outcome.

Our model demonstrates strong generalization ability. To thoroughly examine the proposed
framework, we further evaluate our models on two unseen datasets: SVAMP (Patel et al., 2021)
and ARC (Clark et al., 2018). The SVAMP dataset consists of numerous mathematical reasoning
problems, while the ARC dataset focuses on commonsense reasoning tasks (e.g., “When oxygen
combines with hydrogen, which substance is formed?”’), where the model must select the correct
answer from multiple choices. Notably, ARC is fundamentally different from our training datasets
(e.g., GSMS8K). Our model noticeably improves performance on both SVAMP and ARC.

Our method enables further acceleration through higher intermediate accuracy. Accelerating
MDLLMs has been an active area of research (Li et al., 2025; Hong et al., 2025). Many approaches
rely on the quality of intermediate responses: if these responses are accurate and contribute meaning-
fully to the final answer, generation can be accelerated. For instance, Prophet (Li et al., 2025) decides
whether to decode all remaining tokens in a single step. Motivated by this, we analyze the accuracy
of intermediate responses produced by our method. Specifically, during diffusion denoising, at each
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Figure 7: The training curve of our proposed step-aware reward.
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Figure 8: Reward curves during GRPO training. For fair comparison, we exclude our step-aware
reward. The step-aware reward emphasizes responses that contain both the correct answer and
meaningful reasoning, which in turn enhances the accuracy reward.

step, we additionally generate an answer by unmasking all remaining tokens at once. This gives us
intermediate answers at every step, in addition to the final output obtained from fully decoding the
masked sequence. We present results in Table.3. Across both datasets, our method achieves higher
intermediate accuracy, suggesting that it may offer advantages over diffu-GRPO (Zhao et al., 2025)
when combined with MdLLM acceleration techniques.

Effect of the number of samples on the reward. Our step-aware reward function is based on an
averaged estimation of the accuracy of generated responses. To assess its reliability, we perform an
ablation study by varying the number of samples, N € {1,3,6,9}. As illustrated in Fig. 6, when
N = 1, the estimation becomes noisy and leads to suboptimal performance. In contrast, when
N > 3, we observe substantial improvements over both baseline methods, LLaDA (Nie et al., 2025)
and Diffu-GRPO (Zhao et al., 2025), across sequence lengths of 128, 256, and 512. These results
highlight the robustness of our proposed reward under different sampling configurations.

6 CONCLUSION AND LIMITATIONS

We address the challenge of training diffusion language models for complex reasoning, identifying
unstructured refinement as a key failure mode. To overcome this, we introduce SAPO, an RL algo-
rithm motivated by a novel theoretical framework that models reasoning as a hierarchical selection
process. SAPO incorporates a process-based reward to encourage structured, multi-step progress.
Our results show SAPO improves performance on complex reasoning benchmarks and produces
more coherent reasoning paths. Limitation. Our method relies on the mean-field assumption in
diffu-GRPO (Zhao et al., 2025) to estimate the log-likelihood of generated responses, which ne-
glects token-level dependency. We leave addressing this open question for future work.



Under review as a conference paper at ICLR 2026

REFERENCES

Peter Clark, Isaac Cowhey, Oren Etzioni, Tushar Khot, Ashish Sabharwal, Carissa Schoenick, and
Oyvind Tafjord. Think you have solved question answering? try arc, the ai2 reasoning challenge.
arXiv preprint arXiv:1803.05457, 2018.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, et al. Training verifiers to
solve math word problems. arXiv preprint arXiv:2110.14168, 2021.

Ganqu Cui, Lifan Yuan, Zefan Wang, Hanbin Wang, Wendi Li, Bingxiang He, Yuchen Fan, Tianyu
Yu, Qixin Xu, Weize Chen, et al. Process reinforcement through implicit rewards. arXiv preprint
arXiv:2502.01456, 2025.

Shansan Gong, Shivam Agarwal, Yizhe Zhang, Jiacheng Ye, Lin Zheng, Mukai Li, Chenxin An,
Peilin Zhao, Wei Bi, Jiawei Han, et al. Scaling diffusion language models via adaptation from
autoregressive models. arXiv preprint arXiv:2410.17891, 2024.

Shansan Gong, Ruixiang Zhang, Huangjie Zheng, Jiatao Gu, Navdeep Jaitly, Lingpeng Kong, and
Yizhe Zhang. Diffucoder: Understanding and improving masked diffusion models for code gen-
eration. arXiv preprint arXiv:2506.20639, 2025.

Feng Hong, Geng Yu, Yushi Ye, Haicheng Huang, Huangjie Zheng, Ya Zhang, Yanfeng Wang, and
Jiangchao Yao. Wide-in, narrow-out: Revokable decoding for efficient and effective dllms. arXiv
preprint arXiv:2507.18578, 2025.

Aapo Hyvarinen and Hiroshi Morioka. Unsupervised feature extraction by time-contrastive learning
and nonlinear ica, 2016.

Aapo Hyvarinen, Hiroaki Sasaki, and Richard Turner. Nonlinear ica using auxiliary variables and
generalized contrastive learning. In The 22nd International Conference on Artificial Intelligence
and Statistics, pp. 859-868. PMLR, 2019.

Lingjing Kong, Shaoan Xie, Weiran Yao, Yujia Zheng, Guangyi Chen, Petar Stojanov, Victor
Akinwande, and Kun Zhang. Partial disentanglement for domain adaptation. In Kamalika
Chaudhuri, Stefanie Jegelka, Le Song, Csaba Szepesvari, Gang Niu, and Sivan Sabato (eds.),
Proceedings of the 39th International Conference on Machine Learning, volume 162 of Pro-
ceedings of Machine Learning Research, pp. 11455-11472. PMLR, 17-23 Jul 2022. URL
https://proceedings.mlr.press/v162/kong22a.html.

Pengxiang Li, Yefan Zhou, Dilxat Muhtar, Lu Yin, Shilin Yan, Li Shen, Yi Liang, Soroush Vosoughi,
and Shiwei Liu. Diffusion language models know the answer before decoding. arXiv preprint
arXiv:2508.19982, 2025.

Hunter Lightman, Vineet Kosaraju, Yuri Burda, Harrison Edwards, Bowen Baker, Teddy Lee, Jan
Leike, John Schulman, Ilya Sutskever, and Karl Cobbe. Let’s verify step by step. In The Twelfth
International Conference on Learning Representations, 2023.

Xiaoran Liu, Zhigeng Liu, Zengfeng Huang, Qipeng Guo, Ziwei He, and Xipeng Qiu. Longllada:
Unlocking long context capabilities in diffusion llms. arXiv preprint arXiv:2506.14429, 2025a.

Zhiyuan Liu, Yicun Yang, Yaojie Zhang, Junjie Chen, Chang Zou, Qingyuan Wei, Shaobo Wang,
and Linfeng Zhang. dllm-cache: Accelerating diffusion large language models with adaptive
caching. arXiv preprint arXiv:2506.06295, 2025b.

Liangchen Luo, Yinxiao Liu, Rosanne Liu, Samrat Phatale, Meiqi Guo, Harsh Lara, Yunxuan Li,
Lei Shu, Yun Zhu, Lei Meng, et al. Improve mathematical reasoning in language models by
automated process supervision. arXiv preprint arXiv:2406.06592, 2024.

Xinyin Ma, Runpeng Yu, Gongfan Fang, and Xinchao Wang. dkv-cache: The cache for diffusion
language models. arXiv preprint arXiv:2505.15781, 2025.

10


https://proceedings.mlr.press/v162/kong22a.html

Under review as a conference paper at ICLR 2026

Niklas Muennighoff, Zitong Yang, Weijia Shi, Xiang Lisa Li, Li Fei-Fei, Hannaneh Hajishirzi, Luke
Zettlemoyer, Percy Liang, Emmanuel Candes, and Tatsunori Hashimoto. sl: Simple test-time
scaling. arXiv preprint arXiv:2501.19393, 2025.

Shen Nie, Fengqi Zhu, Zebin You, Xiaolu Zhang, Jingyang Ou, Jun Hu, Jun Zhou, Yankai
Lin, Ji-Rong Wen, and Chongxuan Li. Large language diffusion models. arXiv preprint
arXiv:2502.09992, 2025.

Arkil Patel, Satwik Bhattamishra, and Navin Goyal. Are nlp models really able to solve simple math
word problems? arXiv preprint arXiv:2103.07191, 2021.

Subham Sahoo, Marianne Arriola, Yair Schiff, Aaron Gokaslan, Edgar Marroquin, Justin Chiu,
Alexander Rush, and Volodymyr Kuleshov. Simple and effective masked diffusion language
models. Advances in Neural Information Processing Systems, 37:130136—-130184, 2024.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy
optimization algorithms. arXiv preprint arXiv:1707.06347, 2017.

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, Junxiao Song, Xiao Bi, Haowei Zhang,
Mingchuan Zhang, YK Li, Yang Wu, et al. Deepseekmath: Pushing the limits of mathemati-
cal reasoning in open language models. arXiv preprint arXiv:2402.03300, 2024.

Yuerong Song, Xiaoran Liu, Ruixiao Li, Zhigeng Liu, Zengfeng Huang, Qipeng Guo, Ziwei He,
and Xipeng Qiu. Sparse-dllm: Accelerating diffusion llms with dynamic cache eviction. arXiv
preprint arXiv:2508.02558, 2025.

Xiaohang Tang, Rares Dolga, Sangwoong Yoon, and Ilija Bogunovic. wdl: Weighted policy opti-
mization for reasoning in diffusion language models. arXiv preprint arXiv:2507.08838, 2025.

Jonathan Uesato, Nate Kushman, Ramana Kumar, Francis Song, Noah Siegel, Lisa Wang, Antonia
Creswell, Geoffrey Irving, and Irina Higgins. Solving math word problems with process-and
outcome-based feedback. arXiv preprint arXiv:2211.14275, 2022.

Guanghan Wang, Yair Schiff, Subham Sekhar Sahoo, and Volodymyr Kuleshov. Remasking discrete
diffusion models with inference-time scaling. arXiv preprint arXiv:2503.00307, 2025a.

Peiyi Wang, Lei Li, Zhihong Shao, RX Xu, Damai Dai, Yifei Li, Deli Chen, Yu Wu, and Zhifang
Sui. Math-shepherd: Verify and reinforce llms step-by-step without human annotations. arXiv
preprint arXiv:2312.08935, 2023.

Weiyun Wang, Zhangwei Gao, Lianjie Chen, Zhe Chen, Jinguo Zhu, Xiangyu Zhao, Yangzhou Liu,
Yue Cao, Shenglong Ye, Xizhou Zhu, et al. Visualprm: An effective process reward model for
multimodal reasoning. arXiv preprint arXiv:2503.10291, 2025b.

Wen Wang, Bozhen Fang, Chenchen Jing, Yongliang Shen, Yangyi Shen, Qiuyu Wang, Hao Ouyang,
Hao Chen, and Chunhua Shen. Time is a feature: Exploiting temporal dynamics in diffusion
language models. arXiv preprint arXiv:2508.09138, 2025c.

Chengyue Wu, Hao Zhang, Shuchen Xue, Zhijian Liu, Shizhe Diao, Ligeng Zhu, Ping Luo, Song
Han, and Enze Xie. Fast-dllm: Training-free acceleration of diffusion llm by enabling kv cache
and parallel decoding. arXiv preprint arXiv:2505.22618, 2025.

Jiacheng Ye, Zhihui Xie, Lin Zheng, Jiahui Gao, Zirui Wu, Xin Jiang, Zhenguo Li, and Lingpeng
Kong. Dream 7b: Diffusion large language models. arXiv preprint arXiv:2508.15487, 2025.

Fei Yu, Anningzhe Gao, and Benyou Wang. Ovm, outcome-supervised value models for planning
in mathematical reasoning. arXiv preprint arXiv:2311.09724, 2023.

Lifan Yuan, Wendi Li, Huayu Chen, Ganqu Cui, Ning Ding, Kaiyan Zhang, Bowen Zhou,
Zhiyuan Liu, and Hao Peng. Free process rewards without process labels. arXiv preprint
arXiv:2412.01981, 2024.

Dan Zhang, Sining Zhoubian, Ziniu Hu, Yisong Yue, Yuxiao Dong, and Jie Tang. Rest-mcts*: LIm
self-training via process reward guided tree search. Advances in Neural Information Processing
Systems, 37:64735-64772, 2024.

11



Under review as a conference paper at ICLR 2026

Zhenru Zhang, Chujie Zheng, Yangzhen Wu, Beichen Zhang, Runji Lin, Bowen Yu, Dayiheng Liu,
Jingren Zhou, and Junyang Lin. The lessons of developing process reward models in mathematical
reasoning. arXiv preprint arXiv:2501.07301, 2025.

Siyan Zhao, Devaansh Gupta, Qinging Zheng, and Aditya Grover. d1: Scaling reasoning in diffusion
large language models via reinforcement learning. arXiv preprint arXiv:2504.12216, 2025.

Yujia Zheng, Ignavier Ng, and Kun Zhang. On the identifiability of nonlinear ica: Sparsity and
beyond. arXiv preprint arXiv:2206.07751, 2022.

Yujia Zheng, Shaoan Xie, and Kun Zhang. Nonparametric identification of latent concepts. In Forty-
second International Conference on Machine Learning, 2025. URL https://openreview.
net/forum?id=cW9TtnmlacC.

12


https://openreview.net/forum?id=cW9Ttnm1aC
https://openreview.net/forum?id=cW9Ttnm1aC

Under review as a conference paper at ICLR 2026

Appendix
A LLM USAGES.

Large Language Models (LLMs) were used solely for polishing the writing and improving the clar-
ity of presentation. All ideas, analyses, results, and conclusions are original contributions of the
authors.

B THEORETICAL ANALYSIS

In this section, we provide a theoretical foundation for our work. The central insight is that if the
underlying hierarchical structure of reasoning can be learned from data, then there is a principled
basis for designing algorithms that explicitly seek this structure. We establish this by showing that
the latent concepts at each level of our proposed hierarchy are identifiable up to benign ambiguities.

B.1 IDENTIFIABILITY OF LATENT CONCEPTS FROM OBSERVATIONS

Consider any level [ in the hierarchy. The concepts S; 1 at the next level are sampled based on S;
via a generating function S;; 1 = fs,,, (Si, €1), where €; denotes the exogenous variables injected
into level [ + 1, independent of S; and all variables at higher levels. The final response R can be
expressed as S; and the collection of exogenous variables E; := (€,,) 1Ln: ; via an invertible function
R = ql(Sl, El)

The following lemma shows how the hierarchically-dependent latent concepts S; 11 can be disen-
tangled from the independent exogenous variables E;;; for any 0 < [ < L. The proof is inspired
by previous work (Hyvarinen & Morioka, 2016; Hyvarinen et al., 2019; Kong et al., 2022).

lemma]lemma Assume the following data-generating process at a fixed, arbitrary 0 <1 < L:

Sit1 ~ P[Si41/Si], Erpr ~ P[Eja], Ri= g1 (Si41, Erga). (6)
We have the following conditions.

Lemma B.0 (Single-level Subspace Identifiability). i Informativeness: The function q;11(-) is
a diffeomorphism.

ii Smooth Density: The probability density function p(S;+1, E;+1|S;) is smooth.
iii Sufficient Variability: At any value Sy 1, there exist n(S;y1) + 1 distinct values of S, denoted

as {SE")}Z(:%“), such that the vectors w(S;4+1,SI') — W(Si41,SY) are linearly independent

_ ([ 9logp(Si+1]S1) 0log p(Si+1(Si)
where w(S;11,S;) = ( Birt T DSy

If a model 0 satisfies i,ii, and iii, another model 0 satisfies i,ii, and they generate identical distri-
butions P [R|S;] = P[RS;], then the latent concepts Sy are identifiable up to an invertible map,
disentangled from Ky 1: there exists an invertible mapping S;+1 — Sl+1 where S;41 and Sl+1 are
generated in model 0 and 0 respectively.

Proof. Since we have matched distributions, it follows that:
p(R[S;) = p(R[S)). (7
As the generating function g;41 has a smooth inverse (i), we can derive:
P(@51(St+1, Ei1)[81) = (a4 1(Sis1, Bii1)|S1) =

P(Si41, Erg1]Sy)

A —1 A A -
T | = Py © @1 (Ste1, Eigd)[S0) ‘Jq;l :

Notice that the Jacobian determinant ‘J -
I+1

> 0 because of ¢;11(-)’s invertibility and let h :=

ql_+11 oGy : (Sl+1, El+1) — (S;+1, E;41) which is smooth and has a smooth inverse thanks to
those properties of ;1 and §;1. It follows that

p(S1s1, Ei1]S1) = p(h(Sis1, Erg1)[S) =
P(Si41, Eig1[S0) = p(Si41, By [S) [T

13
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The independence relation in the generating process implies that

log p(Si+1[S1) + Z log p(Ei11,:) = log p(Si11[S1) + Z log p(Br41,4) + log |- 1.
i€[n(Ery1)] i€[n(Bi41)]

(3)
For any realization SY, we subtract (8) at any S; # S? with that at S?:

log p(Si11]S1) — log p(Si41|SY) = log H(Si41]S1) — log H(Si11]SY). 9)

Taking derivative w.r.t. El+1’j for j € [n(E41)] yields:

0Si41,i
> -(log p(Si41[S1) — log p(Si11(S7)) - TH =0. (10)
i€n(Sian)] LI 1+1,5
The left-hand side zeros out because §l+1 is not a function of El+1.
Condition iii ensures the existence of at least n(S;1) such equations with S}, .. ., Sln(s’“) that are

linearly independent, constituting a full-rank linear system. Since the choice of j € [n(E;;1)] is
arbitrary. It follows that

7 =0,Vi € [n(S141)],j € [n(Erp1)]- (11)

Therefore, the Jacobian matrix Jy, is of the following structure:
OE; 1 OE; 11

| 6E 9Si11
In = 0S14+1 0S14+1 (12)

OB 411 oS4

3$l+1

must have
0Si4+1

(11) suggests that the block % = 0. Since Jj, is full-rank, we can deduce that
141

full row-rank and n(S;;1) < n(S;;1). Assuming the dimensions of the latent spaces are equal,

n(S;41) = n(SlH). Moreover, since Jy, is full-rank and the block LL/ESY

- is zero, we can derive
OE; 41

that the corresponding block aEl}:ll in its inverse matrix J; -1 is also zero. Therefore, there exists an

invertible map S; ;1 — Sl+1, which concludes the proof. O

With Lemma in hand, we can prove the following lemma that refines subspace invertible mappings
Si+1 — Si41 into component-wise invertible mappings S;11,; — S . That is, one can identify
single dimensions on the level [.

I+1,

To formalize our theoretical results, we introduce the following notation. For a matrix M, we denote
its i-th row and j-th column as M; . and M. ; respectively. We use - to indicate all the indices in
that dimension. Recall the definition S;4+1 := fi+1(S;, €;) and R := q;41(Si4+1, Ei+1). We denote
Ds, fs,,, as the partial derivative of the function fs, , with respect to the higher-level variables S;.
Let T be an arbitrary, fixed matrix with the same support as the matrix-valued function T(-) in the

relationship between two models’ Jacobians: Dg, fsl .1 = TDs, fs,,,. Given a subset of indices
S C {1,...,n}, we define the subspace R as {s € R" | s; = 0if ¢ ¢ S}. The support of the
generative process for level [ 4- 1 is defined as D; := supp(Ds, fs,,, ). The dependency structure
is captured by a binary matrix M, where M; ;; = 1 if and only if (4, j) € D;. Let Aj, be the set of
indices for variables in S;1; that depend on the higher-level variable S, . Let d(S;) represent the
dimensionality of S;. The following conditions follow prior work Zheng et al. (2025; 2022).

assumption Jassumption Suppose two alternative models 6 and 6, with an Ly regularization

on Dsg, szl such that |D;| < |Dy|, there exists a set of points {(S, 9)(5)}‘4211"’1'| for each
Si+1,i, such that:
Assumption B.0 (Non-degenerative Subspace Zheng et al. (2022)). 1. The vectors

{Ds, fs,.. ((S1,0))).; Lzll’"il are linearly independent.
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2. The transformed vectors lie in a subspace: [TDs, fs,,, ((Si,0)*)] € Rnﬁ(ls"fl).

We adapt a theoretical result from Zheng et al. (2025) as the following lemma.

lemma]lemma Let 6 := (fsl+1 , qul) and 0 : (fSL+1 ) (jsHl) be two alternative models. Suppose

0 satisfies Condition -i,ii, and Condition [ 0, and 0 satisfies Condition -i,ii, and an £y constraint
min Hsupp Dg, fs... S)] = P[RS/] for all

Si. Then, the Jacobian of the transformation between the latent spaces satisfies:

. If 0 and 0 are observationally equivalent, i.e., PR

OS1i1,m(ANA,) 0 and IS 1i1,m(A,\ A

=0, 13
OSi41,4, OSi41,4, (9

where T is a permutation of the variable indices.

assumption Jassumption For any index i of the variable S; 1, there exists a nonempty index set
J and a specific index j € J for S; such that i is the unique index in A; that satisfies {i} =
A;j \ Uges\ g5} Ar. Moreover, the union Uyc y Ay, is equal to the entire index space [d(S;)].

lemma]lemma Let 0 := (fs,.,,qs,,,) and 6 : (fslﬂ,ﬁsl“) be two alternative models. Sup-
pose 0 satisfies Condition -i,ii,iii and Condition , and 0 satisfies Condition -i,ii,iii, and a con-
straint on the support cardinality min |DS, fsii1 |- If @ and O are observationally equivalent, i.e.,

P[R|S;] = P[R|S/] for all S;, then the variables Sy, and S, are identifiable up to permuta-
tions and invertible transformations. Specifically, for any index i, there exists an invertible mapping
Si41,i = Siy1,x(:) for a permutation .

Proof. Notice that we have assumed all conditions for Lemma and Lemma .
For any variable index 7 on the level [ + 1, invoking Lemma yields that

98111 x(i) _

0. 14
OE;11 (19

Assumption suggests the existence of an index j and an index set J (5 € J) for the variable S;,
such that the intersection such that ¢ is the only index in A; that is unique to A; (relative to other
index sets { Ay }regk=;). Lemma implies that

a§l+1,7r(i)
OS141,Uke s Ap\{i}

=0. (15)

Moreover, since Uge s Ar = [d(S;+1)] (Assumption ), we can deduce that

OS141,7(s) _o (16)
OS141 [d(s14)\ i)
Combining (14) and (16) yields
851+1,7r(i) 0. (17)

OS111,(a(S1+1)UMA(E) i}
Recall that the mapping (S;41,Ei1) — (Si11, Ery1) is invertible. We can deduce from (17) that
the mapping ;1 1,; — Si41,x(;) is invertible. Since the choice of i € [d(S;1)] is arbitrary, we have

arrived at the desired conclusion. O

Now, we are ready to present the identifiability for the entire hierarchical model. For ease of expo-
sition, we consider the question variables Q as the top-level variable S;.
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Theorem B.1 (Identifiability of the Reasoning Hierarchy). Let 6 := (fs,,,,4ds,.,) le(r) and 0 :

( fsl 110 ds, +1) B be two alternative models. Suppose every two adjacent levels S; and S;1
le[L

from 0 satisfy Condition -i,ii,iii and Condition , and every two adjacent levels S; and S;41 from

0 satisfy Condition -i,ii,iii, and a constraint on the support cardinality min ‘DSZ Jsiiil- If 0 and 6

are observationally equivalent, i.e., P [R|S1] = P[R|S1], then the variables S; and S; (I > 1) are
identifiable up to permutations and invertible transformations. Specifically, for any index | > 1 and

i € d(Sy), there exists an invertible mapping Sy ; — Sj x, (i) for a permutation ;.

Proof. Our proof is inductive. Theorem shows that if the variables at level [ are identifiable, then
those at the next level, [ + 1, are also identifiable. Since the top-level Sy is given, i.e., the question
Q, we can derive that all the variables in the hierarchical model are identifiable up to permutation
and invertible transformations. That is, for any index [ > 1 and i € d(S;), there exists an invertible

mapping S ; — S’l’m(i) for a level-specific permutation ;. O

C IMPLEMENTATION

We build our model based on the code repository by diffu-GRPO (Zhao et al., 2025). We apply
GRPO to LLaDA-8B-Instruct (Nie et al., 2025). Following diffu-GRPO, we generate 6 rollouts per
problem with a temperature of 0.9 and perform 12 update iterations per step (for Sudoku, we follow
diffu-GRPO and use a temperature of 0.3 with 8 iterations). The model is trained with LoRA of
rank 128 in 4-bit precision and evaluated in float16 precision. The learning rate is set to 3 x 10~°
with 600 warm-up steps. During evaluation, we use zero-shot prompting and greedy decoding, with
generation lengths of 128, 256, and 512 tokens, consistent with diffu-GRPO.

In order to compute the step-aware reward, we randomly select a timestep during the generation
of rollouts for optimization. At this point, we take the intermediate generations consisting only of
the text tokens that have been produced so far. We then concatenate 64 additional mask tokens
to this partial sequence and feed the extended input back into the model. The model continues the
process by performing iterative denoising based on this new input. Empirically, we find that using 64
mask tokens provides an effective trade-off between efficiency and performance on the benchmark
datasets. After obtaining the outputs, we first compute the accuracy of the original rollouts, which
reflects the correctness of the answers generated from the question alone. Next, we compute the
accuracy of the newly generated answers obtained from the intermediate generations. Finally, we
define the step-aware reward as the difference between these two accuracies, which quantifies the
contribution of the intermediate generations to the final outcome.

D ADDITIONAL EXAMPLES

Here are additional responses comparisons for COUNTDOWN dataset.

Problem:Using only the provided numbers [19,3,5], create an arithmetic expression
evaluates to exactly the target number 52

To reach the target number using the given
numbers, we need to consider the operations of
addition, subtraction, multiplication, and
division. We can start by trying to use the
numbers in a way that sums up to the target
number. However, since the target number is
larger than the sun of the given numbers, we
need to use multiplication to reach the target..
We try multiplying the given numbers in
different combinations. We find that multiplying
19 by 3 gives us exactly the 52.

</reasoning>

<answer>

\boxed{19 * 3}

</answer><|eot_id|><|endoftext |>

To create an arithmetic expression that
evaluates to exactly target number 52 using
the numbers 19, 3, and 5, we need to consider
the combinations of the operations +, -, ¥,
and /. Let's try a few combinations:

To reach the target number using the given numbers,
we need to consider the operations of addition,
subtraction, multiplication, and division. We can start
by using the largest number (19) and the smallest
number (3) to form a larger number. Then, we can use
the remaining number (5) to adjust the result. The, we
can use the remaining number to adjust the result.
Finally, we can use the remaining number to adjust the
result.

<lreasoning>

<answer>

\boxed{19*3-5-3-3}
<lanswer><|eot_id|><|endoftext|>

1.19%3-5
2.19-5%3

From the above, we can that 19 * 3 - 5
works.. .

</reasoning>

<answer>

\boxed{19 * 3 - 5}
</answer><|eot_id|><|endoftext |>

LLaDA diffu-6RPO Ours
Answer: X Answer: x Answer:
Reasoning: 3 Reasoning: Reasoning:

Figure 9: Comparison of generated responses across models. We can see that LLaDA generated
meaningless steps and diffu-GRPO generate wrong reasoning steps. Our model correctly answer
the question.
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Problem:Using only the provided numbers [37,1,73], create an arithmetic expression
evaluates to exactly the target number 37

To get the target number 37 using the numbers 37, 1,
and 73, we need to find a combination of operations
that, when applied to these numbers, result in 37. We
can start by considering the simplest operations and

see if we can reach the target.
<lreasoning>
<answer>
\boxed{73 - 36}

To get the target number 37 using the numbers
37, 1, and 73, we need to find a combination of
operations that, when applied to these numbers,
result in 37. We can start by considering the
simplest operations and see if we can reach the
target.

</reasoning>

<answer>

\boxed{73 - 37}
</answer><|eot_id|><|endoftext|><|endoftext |>
<|endoftext |><|endoftext|><|endoftext|>
<|endoftext |><|endoftext|><|endoftext|>
<|endoftext|><|endoftext | ><|endoftext |>
<|endoftext|><|endoftext | ><|endoftext |>

To create an arithmetic expression that
evaluates to exactly the target number 37
using the numbers 37, 1, and 73, we need to
consider the operations +, -, *, and /. Let's
try different combinations:

1.73-37+1
2.73+1-37

Both of these expressions evaluate to the
target number 37. We can choose either one.
</reasoning>

<answer>

\boxed{73 - 37 + 1}

</answer><|eot_id|><| endoftext |>

LLaDA
Answer: X

Reasoning: x

diffu-6RPO
Answel x

Reasoning: )

Ours

Answer:
Reasoning:

Figure 10: Comparison of generated responses across models. Both LLaDA and diffu-GRPO gen-
erated meaningless < | endoftext | > tokens and doesn’t follow the question. Only our model can
effectively solve the problem.
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