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Figure 1: Reconstructed training samples from a multi-class MLP classifier that was trained on 500
CIFAR10 images. Each column corresponds to one class and shows the 10 training samples (red)
that were best reconstructed from this class, along with their reconstructed result (blue).

ABSTRACT

Reconstructing samples from the training set of trained neural networks is a major
privacy concern. Haim et al. (2022) recently showed that it is possible to recon-
struct training samples from neural network binary classifiers, based on theoreti-
cal results about the implicit bias of gradient methods. In this work, we present
several improvements and new insights over this previous work. As our main
improvement, we show that training-data reconstruction is possible in the multi-
class setting and that the reconstruction quality is even higher than in the case of
binary classification. Moreover, we show that using weight-decay during training
increases the vulnerability to sample reconstruction. Finally, while in the previous
work the training set was of size at most 1000 from 10 classes, we show prelimi-
nary evidence of the ability to reconstruct from a model trained on 5000 samples
from 100 classes.

1 INTRODUCTION

Understanding memorization in data-driven machine learning models is a fundamental question
with implications on explainability, privacy, artistic synthesis and more. Haim et al. (2022) recently
demonstrated that a large portion of the training samples are encoded in the parameters of trained
neural network binary classifiers, by explicitly reconstructing samples from the training set of such
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models. The reconstruction method is based on consequences of the implicit bias of gradient de-
scent, as presented by Lyu & Li (2019); Ji & Telgarsky (2020) – a homogeneous neural network
trained with gradient descent will converge (in direction) to a solution of the KKT conditions of a
maximum-margin problem. This dictates a set of equations that relates the parameters of the trained
network and the training data. The key observation is that given a trained model (and its parameters),
these relations can be leveraged to reconstruct training samples. Thus, a loss function is devised to
show that by changing the inputs to the classifier (in order to minimize the loss), the inputs converge
to true samples from the original training set.

The work of Haim et al. (2022) had several limitations, namely: (1) Their work only showed recon-
structions from binary classifiers; (2) For their reconstruction method to succeed the trained network
needed to be initialized with very small weights, smaller than standard Xavier initialization (Glorot
& Bengio, 2010); and (3) Their experiments consisted of only small datasets with at most 1000 sam-
ples. In this work we extend their results in several directions, and overcome some of the limitations
while gaining new insights on this reconstruction method.

Our contributions: (1) We show reconstruction of large portions of actual training samples from
a trained multi-class neural networks; (2) We show that the use of weight-decay enables reconstruc-
tion of samples from models trained with standard initialization schemes thus overcoming a major
limitation of Haim et al. (2022); (3) We show reconstruction of models trained on datasets that are
10x larger than shown in Haim et al. (2022); (4) We empirically analyze the effect of weight-decay
on sample reconstruction, showing that it increases the vulnerability to such attacks.

Related works. Several works have shown different privacy attacks in deep learning architectures,
which aim to leak private information from trained models. For example, Model inversion attacks
aim at reconstructing class representatives Fredrikson et al. (2015); He et al. (2015); Yang et al.
(2019). Other types of attacks target specific models, such as extracting data from language models
Carlini et al. (2019; 2021), which use crafted prompts; and information leakage from collaborative
deep learning (federated learning) He et al. (2019); Melis et al. (2019); Huang et al. (2021); Hitaj
et al. (2017). In Balle et al. (2022) a reconstruction attack is shown where the attacker knows all the
training samples except for one. Recently, Carlini et al. (2023) showed extraction of actual training
images from trained diffusion models. Their methods rely on generating many different images
and using known membership inference attacks to determine which generated image was used as
a training sample. We emphasize that their method is specific for generative models, whereas we
focus on classifiers.

2 PRELIMINARIES - IMPLICIT BIAS OF GRADIENT METHODS

Neural networks are commonly trained using gradient methods, and when large enough, they are
expected to fit the training data well. However, it is empirically known that these models converge
to solutions that also generalize well to unseen data, despite the risk of overfitting. Several works
pointed to the “implicit bias” of gradient methods as a possible explanation. One of the most promi-
nent results in this area is by Soudry et al. (2018), who showed that linear classifiers trained with
gradient descent on the logistic loss converge to the same solution as that of a hard-SVM, meaning
that they maximize the margins. This result was later extended to non-linear and homogeneous neu-
ral networks by Lyu & Li (2019); Ji & Telgarsky (2020). Based on these results, Haim et al. (2022)
have devised a data reconstruction scheme from trained binary classifiers (see Section 3 in Haim
et al. (2022)). Below we describe an extension of the theorem about the implicit bias of homoge-
neous neural networks to a multi-class setup, based on theoretical results from Appendix G in Lyu
& Li (2019).

Formally, let S = {(xi, yi)}ni=1 ⊆ Rd× [C] be a multi-class classification training set where C ∈ N
is any number of classes, and [C] = {1, . . . , C}. Let Φ(θ; ·) : Rd → RC be a neural network
parameterized by θ ∈ Rp. We denote the j-th output of Φ on an input x as Φj(θ;x) ∈ R. Consider
a homogeneous network, minimizing the standard cross-entropy loss and assume that after some
number of iterations the model correctly classifies all the training examples. Then, gradient flow
will converge to a KKT point of the following maximum-margin problem:
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min
θ

1

2
∥θ∥2 s.t. Φyi(θ;xi)− Φj(θ;xi) ≥ 1 ∀i ∈ [n],∀j ∈ [C] \ {yi} . (1)

This KKT point is characterized by the following set of conditions:

θ −
n∑

i=1

c∑
j ̸=yi

λi,j∇θ(Φyi(θ;xi)− Φj(θ;xi)) = 0 (2)

∀i ∈ [n],∀j ∈ [C] \ {yi} : Φyi
(θ;xi)− Φj(θ;xi) ≥ 1 (3)

∀i ∈ [n],∀j ∈ [C] \ {yi} : λi,j ≥ 0 (4)
∀i ∈ [n],∀j ∈ [C] \ {yi} : λi,j = 0 if Φyi(θ;xi)− Φj(θ;xi) ̸= 1 (5)

3 MULTI-CLASS RECONSTRUCTION

We use a similar reconstruction method to Haim et al. (2022). Suppose we are given a trained clas-
sifier with parameters θ, our goal is to find the set of data samples {xi}ni=1 that the network trained
on. A straightforward approach for such a loss would be to minimize the norm of the L.H.S of con-
dition eq. (2). That is, we initialize {xi}mi=1 and {λi,j}i∈[n],j∈[C]\yi

where m is a hyperparameter.

Note that from eqs. (3) and (5), most λi,j zero out: the distance of a sample xi to its nearest decision
boundary, Φyi

−maxj ̸=yi
Φj , is usually achieved for a single class j and therefore (from eq. (5))

in this case at most one λi,j will be non-zero. For some samples xi it is also possible that all
λi,j will vanish. We therefore turn to only optimizing on the distance from the decision boundary.
This implicitly includes eq. (5) into the summation in eq. (2), dramatically reducing the number of
summands, and simplifying the overall optimization problem. We define the following loss:

Lst(x1, ...,xm, λ1, ..., λm) =

∥∥∥∥∥θ −
m∑
i=1

λi ∇θ[Φyi(xi;θ)−max
j ̸=yi

Φj(xi;θ)]

∥∥∥∥∥
2

2

(6)

Our reconstruction method is, given the parameters of a trained network θ, initialize xi and λi for
i = 1, . . . ,m, and minimize equation 6. In order to make sure that eq. (4) is satisfied we optimize
for ai and require that λi = a2i

1. This further simplifies the optimization problem compared to Haim
et al. (2022) that use a separate loss function.

Since n is unknown we set m ≥ n which represents the number of samples we want to reconstruct
(thus, we only need to upper bound n). We can hypothetically set m = C · n and with balanced
labels, this way there are enough reconstructed samples for any distribution of the labels. In practice,
we set m to be slightly larger than n, which is enough to get good reconstructions. The rest of the
hyperparameters (including λmin) are chosen using a hyper-parameter search.

4 RESULTS

4.1 MULTICLASS RECONSTRUCTION

We compare between reconstruction from binary classifiers (as studied in Haim et al. (2022)) and
multi-class classifiers. We conduct the following experiment: we train an MLP classifier with ar-
chitecture D-1000-1000-C on 500 samples from the CIFAR10 (Krizhevsky et al., 2009) dataset.
We use full-batch GD, and set the learning rate as 0.5. The model is trained to minimize the cross-
entropy loss with full-batch gradient descent, once with two classes (250 samples per class) and
once for the full 10 classes (50 samples per class). The test set accuracy of the models is 77%/32%
respectively, which is far from random (50%/10% resp.).

To quantify the quality of our reconstructed samples, for each sample in the original training set
we search for its nearest neighbour in the reconstructed images and measure the similarity using

1More precisely, λi = a2
i +λmin, where λmin is a hyperparameter that encourages the reconstructed samples

to converge to margin-samples.
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SSIM (Wang et al., 2004) (higher SSIM means better reconstruction). As a rule of thumb, we say
that a sample was reconstructed well if its SSIM> 0.4 (see discussion in appendix A). In fig. 2 we
plot the quality of reconstruction (in terms of SSIM) against the distance of the sample from the
decision boundary Φyi

(xi;θ) − maxj ̸=yi
Φj(xi;θ). As seen, a multi-class classifier yields much

more samples that are vulnerable to being reconstructed.
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Figure 2: Multi-class classifiers are more vulnerable to training-set reconstruction. For a training set
of size 500, a multi-class model (left) yields much more reconstructed samples with good quality
(SSIM> 0.4), than a binary classification model (right).

Next, we examine the dependence between the ability to reconstruct from a model and the number
of classes on which it was trained. Comparing between two models trained on different number
of classes is not immediately clear, since we want to isolate the effect of the number of classes
from the size of the dataset (it was observed by Haim et al. (2022) that the number of reconstructed
samples decreases as the total size of the training set increases). We therefore train models on
training sets with varying number of classes (C ∈ {2, 3, 4, 5, 10}) and varying number of samples
per class (1, 5, 10, 50). The results are visualized in fig. 3a. Note that for models with same number
of samples per class, the ability to reconstruct increases with the number of classes, even though the
total size of the training set is larger. This further validates our hypothesis that multi-class models
are more vulnerable to reconstruction. We continue this study in appendix B.

Another way to validate this hypothesis is by showing the dependency between the number of classes
and the number of “good” reconstructions (SSIM> 0.4) – shown in fig. 3b. As can be seen, training
on multiple classes yields more samples that are vulnerable to reconstruction. A possible intuitive
explanation, is that multi-class classifiers have more “margin” samples. Since margin-samples are
more vulnerable to reconstruction, this results in more samples being reconstructed from the model.

4.2 WEIGHT DECAY INCREASES RECONSTRUCTABILITY
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Figure 4: Using weight-decay during training increases vulnerability to sample reconstruction

Another drawback of Haim et al. (2022) is that reconstruction was only shown for models whose
first fully-connected layer was initialized with small (non-standard) weights. Models with standard
initialization, such as Kaiming He et al. (2015) or Xavier Glorot & Bengio (2010) where each weight
vector is initialized with a variance of ∼ 1

d (where d is the input’s layer dimension) did not yield
good reconstructed samples. Haim et al. (2022) only reconstructed from networks initialized with a
variance of ∼ 1

d1.5 . Set to better understand this drawback, we observed an interesting phenomenon
– for models with standard initialization, using weight-decay during training enabled samples recon-
struction. Moreover, for some values of weight-decay the reconstructability is significantly higher
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than what was observed for models with small-initialized-first-layer models. In fig. 4 we show the
number of good reconstructed samples for different choices of the value of the weight decay (λWD).
We show results for two models trained on C = 2 classes (fig. 4left) and C = 10 classes (fig. 4right),
both trained on 50 samples per class. We add two baselines trained without weight-decay: model
trained with standard initialization (black) and model with small-initialized-first-layer (red).

By looking at the exact distribution of reconstruction quality to the distance from the margin, we
observe that weight-decay (for some values) results in more training samples being on the margin
of the trained classifier, thus being more vulnerable to reconstruction. This observation is shown
in fig. 5 where we show the plots for all experiments from fig. 4left. We also provide the train and
test errors for each model. It seems that the generalization (test error) does not change significantly.
However, an interesting observation is that reconstruction is possible even for models with non-zero
training errors (for which, the assumptions of Lyu & Li (2019) do not hold).
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Figure 5: Weight-Decay “pushes” more samples to the margin, thus enabling them to be reconstructed
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(a) Full results of each experiment
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(b) Number of “good” reconstructions increases with number of classes and the samples per class

Figure 3: Evaluating effect of multiple classes on the ability to reconstruct. We show reconstructions
from models trained with different number of classes and different number of samples per class. As
seen, multiple classes result in more reconstructed samples.
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4.3 RECONSTRUCTION FROM A LARGER NUMBER OF SAMPLES

One of the major limitations of Haim et al. (2022) is that they reconstruct from models that trained
on a relatively small number of samples. Specifically, in their largest experiment, a model is trained
with only 1000 samples. Here we take a step further, and apply our reconstruction scheme for a
model trained on 5000 data samples.

To this end, we trained a 3-layer MLP, where the number of neurons in each hidden layer is 10, 000.
Note that the size of the hidden layer is 10 times larger than in any other model we used. Increasing
the number of neurons seems to be one of the major reasons for which we are able to reconstruct
from such large datasets, although we believe it could be done with smaller models, which we leave
for future research. We used the CIFAR100 dataset, with 50 samples in each class, for a total of
5000 samples.

In fig. 6a we give the best reconstructions of the model. Note that although there is a degradation in
the quality of the reconstruction w.r.t a model trained on less samples, it is still clear that our scheme
can reconstruct some of the training samples to some extent. In fig. 6b we show a scatter plot of the
SSIM score w.r.t the distance from the boundary, similar to fig. 3a. Although most of the samples
are on or close to the margin, only a few dozens achieve an SSIM> 0.4. This may indicate that there
is a potential for much more images to reconstruct, and possibly with better quality.

(a) Full Images. Original samples from the training set (red) and reconstructed results (blue)
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(b) Scatter plot (similar to fig. 3).

Figure 6: Reconstruction from a model trained on 50 images per class from the CIFAR100 dataset
(100 classes, total of 5000 datapoints)

5 CONCLUSIONS AND FUTURE WORK

In this paper we have shown several improvements over Haim et al. (2022). Most notably, we have
shown that it is possible to reconstruct training data in a multi-class setting, compared to only a
binary classification setting in the previous work. Additionally, Haim et al. (2022) showed recon-
structions only from networks trained with small initialization. Here we show reconstructions from
networks trained with weight decay, which is much more standard than a small initialization scale.
Finally, we show it is possible to reconstruct from models trained on 5000 data samples, which is 5
times more than the largest trained model in Haim et al. (2022)
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There are a couple of future research directions that we think might be interesting. First, to extend
our reconstruction scheme to more practical models such as CNN and ResNets. Second, to recon-
struct from models trained on more data, such as the entire CIFAR 10/100 datasets, or different
types of data such as text, time-series or tabular data. Finally, it would be interesting to find privacy
schemes which could protect from reconstruction attacks by specifically protecting samples which
lie on the margin.
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Figure 7: Justifying the threshold of SSIM= 0.4 as good rule-of-thumb for a threshold for a “good”
reconstruction. Note that samples with SSIM> 0.4 (blue) are visually similar. Also some of the
samples with SSIM< 0.4 (red) are similar. In general deciding whether a reconstruction is “good”
is an open question beyond the scope of this paper. The SSIM values are shown above each train-
reconstruction pair.

A DECIDING WHETHER A RECONSTRUCTION IS “GOOD”

Here we justify our selection for SSIM= 0.4 as the threshold for what we consider as a “good”
reconstruction. In general, the problem of deciding whether a reconstruction is the correct match to
a given sample, or whether a reconstruction is a “good” reconstruction is equivalent to the problem
of comparing between images. No “synthetic” metric (like SSIM, l2 etc.) will be aligned with
human perception. A common metric for this purpose is LPIPS Zhang et al. (2018) that uses a
classifier trained on Imagenet Deng et al. (2009), but since CIFAR images are much smaller than
Imagenet images (32 × 32 vs. 224 × 224) it is not clear that this metric will be better. As a
simple rule of thumb, we use SSIM> 0.4 for deciding that a given reconstruction is “good”. To
justify, we plot the best reconstructions (in terms of SSIM) in fig. 7. Note that almost all samples
with SSIM> 0.4 are also visually similar (for a human). Also note that some of the samples with
SSIM< 0.4 are visually similar, so in this sense we are “missing” some good reconstructions. In
general, determining whether a reconstruction is “good” is an open question which cannot be dealt
in the scope of this paper, and is a future direction for our work.

B EXPERIMENTS WITH DIFFERENT NUMBER OF CLASSES AND FIXED
TRAINING SET SIZE

To complete the experiment shown in fig. 3, we also perform experiments on models trained on
various number of classes (C ∈ {2, 3, 4, 5, 10}) but this time with a fixed training set size of 500
samples (distributed equally between classes). It seems from fig. 8 that the results are not much
different from those for 50 samples per class, and we hypothesize that the model only needs a
certain amount of “support vectors” to support its parameters, and this number is also achieved
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Figure 8: Experiments of reconstruction from models trained on a a fixed training set size (500
samples) for different number of classes. Number of “good” reconstruction is shown for each model.

by 50 samples per class, and are not harmed if more data is added for each class. Also note that
for models with less classes, not only the number of good reconstruction decreases, but also the
quality of reconstruction (lower SSIM). Since we don’t have a good heuristic for aggregating the
reconstruction quality score of a given model this observation is hard to quantify, but evident from
the plot itself.
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