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Abstract

Relation Induction is a very practical task in
Natural Language Processing (NLP) area. In
practical application scenarios, people want to
induce more entity pairs having the same rela-
tion from only a few seed entity pairs. Thus, in-
stead of the laborious supervised setting, in this
paper, we focus on the minimally-supervised
setting where only a couple of seed entity pairs
per relation are provided. Although the conven-
tional relation induction methods have made
some success, their performance depends heav-
ily on the quality of word embeddings. The
great success of Pre-trained Language Mod-
els, such as BERT, changes the NLP area a
lot, and they are proven to be able to better
capture relation knowledge. In this paper, we
propose a novel method to induce relation with
BERT under the minimally-supervised setting.
Specifically, we firstly extract proper templates
from the corpus by using the mask-prediction
task in BERT to build pseudo-sentences as the
context of entity pairs. Then we use BERT at-
tention weights to better represent the pseudo-
sentences. In addition, We also use the Inte-
grated Gradient of entity pairs to iteratively
select better templates further. Finally, with the
high-quality pseudo-sentences, we can train a
better classifier for relation induction. Exper-
iments on Google Analogy Test Sets (GATS),
Bigger Analogy Test Set (BATS) and DiffVec
demonstrate that our proposed method achieves
state-of-the-art performance.

1 Introduction

Relation induction is a task to judge whether
two entities have a certain relation based
on some given entity pairs of that relation,
which was first proposed in (Vylomova et al.,
2016). For instance, given {(Germany,Berlin),
(France, Pairs), (Italy,Rome)}, relation induc-
tion is to predict whether new entity pairs such as
(China,Beijing) have the same relation as the
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given entity pairs. In practical scenarios, only a
few seed entity pairs are available. It is challenging
to judge the relation of the target entity pairs in this
minimal supervision setting.

Word embedding, such as skip-gram (Mikolov
et al., 2013a) and Glove (Pennington et al., 2014),
are widely used in many natural language process-
ing (NLP) tasks, and it was reported that word
embeddings can capture the relational knowledge
(Mikolov et al., 2013b). One intuitional method for
relation induction task is using word embeddings
to represent relations and induce relations based
on vector translation or similarity (Vylomova et al.,
2016; Drozd et al., 2016; Bouraoui et al., 2018;
Vulić and Mrkšić, 2018; Camacho-Collados et al.,
2019). However, the performance of these methods
heavily depends on the pre-trained word embed-
ding and these methods are rather noisy. According
to the assumption that if two entities have a rela-
tionship in a known knowledge base, then all sen-
tences that mention these two entities will express
that relationship in some way (Mintz et al., 2009),
many distant-supervised methods of relation extrac-
tion, such as PCNN(Zeng et al., 2015) and PCNN-
BagATT (Ye and Ling, 2019) are proposed. In-
spired by these methods, distant supervision might
be another way to induce relation. To induce re-
lation in the distant supervised way, we need a
method to select proper sentences from corpus and
extract relational knowledge from sentences. Luck-
ily, many Pre-trained Language Models (PLMs),
such as BERT(Devlin et al., 2019), GPT-2 (Rad-
ford et al., 2019) and XLNet(Yang et al., 2019),
have been recently proposed and boost a great per-
formance for many NLP tasks, such as question
answering(Talmor et al., 2019; Feng et al., 2020),
text summarization (Liu and Lapata, 2019; Lewis
et al., 2020) and information extraction (Petroni
et al., 2019; Alt et al., 2019). In order to better un-
derstand the PLMs, several works(Kim et al., 2020;
Bouraoui et al., 2020; Ushio et al., 2021; Chen



et al., 2021) have proven that PLMs can capture
syntactic and semantic knowledge. Bouraoui et al.
(2020) have explored the possibility of inducing
relation from BERT in a distant supervised way
and got a good result. To take the advantage that
BERT can capture context knowledge, they select
templates from corpus and fill entities in them to
let BERT predict the relation.

Existing methods are developed under the as-
sumption of sufficient seed entity pairs. However,
in practical scenarios, only a few entity pairs are
available for a particular relation. These methods
have difficulty in coping with the minimal super-
vision setting. The main reasons are: (1) Due to
the lack of labeled entity pairs, the model tends to
over-focus on the surface cues of the entity pairs
and ignores the contextual semantics. By simply
memorizing the seed entity pairs, it is difficult to
generalize the model to other entity pairs. (2) The
quality of templates is very important for relation
induction.When the seed entity pairs of a certain
relation are sparse, the number of candidate tem-
plates for this relation mined from the corpus will
be reduced.

Therefore, two major challenges should be ad-
dressed for the relation induction in the minimally-
supervised setting. (1) How to obtain a good gener-
alized relation induction model? (2) How to obtain
high-quality templates? So we propose a novel
approach called IST for minimally-supervised rela-
tion induction with Iteratively-Selected Templates
from PLM. Specifically, for the first challenge,
we use surface-agnostic features based on atten-
tion maps of BERT. Many works (Clark et al.,
2019; Kovaleva et al., 2019; Michel et al., 2019;
Wang et al., 2020) have revealed that the atten-
tion heads in BERT can capture much knowledge
and some attention heads are related to certain re-
lations, and some works use attention weights to
predict relations (Gu et al., 2021). For the second
challenge, we use Integrated Gradient (IG) (Sun-
dararajan et al., 2017) to score the templates and
iteratively select better templates. Intuitively, if a
sentence can well express the relational knowledge
between two entities, then the importance of these
two entities must be high in the sentence. On the
contrary, if a pair of entities do not play an impor-
tant role in a sentence, this sentence certainly does
not express the relationship between them. So IG
might be used to select high-quality sentences to
express relations.

We summarize our key contributions as follows:

• We propose a novel minimally-supervised re-
lation induction approach IST. To the best of
our knowledge, we are the first to address the
minimally-supervised relation induction task.

• In order to overcome the minimally-
supervised setting, we generate high-quality
pseudo-sentences by iteratively selecting
templates based on BERT and IG scores.
Moreover, we use attention maps to train a
more generalized model.

• We conduct extensive experiments on three
standard benchmark datasets, and our pro-
posed approach significantly outperforms the
state-of-the-art approaches.

2 Our Approach

In this section, we first formulate the minimally-
supervised relation induction task and give an
overview of our approach. We then describe the
details of each module in our approach.

2.1 Problem Formulation
Given a few seed entity pairs Pr = {(si, ti)}Ni=1

with a certain relation r, the task of relation in-
duction is to judge whether a new entity pair (s, t)
also has the relation r. In the minimally-supervised
setting, the number of the seed pairs is small for
each relation (in our experiments, no more than 5
per relation). To facilitate minimally-supervised re-
lation induction, we generate high-quality pseudo
sentences Sr for each relation r from a text corpus
C according to the seed entity pairs Pr with the
help of a pre-trained language model.

2.2 Overview
As illustrated in Figure 1, our approach consists
of four main modules: template generation mod-
ule, pseudo sentence generation module, relation
classifier and template selection with IG.

In the template generation module, given
seed entity pairs, some proper templates could
be generated based on the mask-prediction re-
sults in BERT. For instance, considering the
seed entity pairs Pr = {(Germany,Berlin),
(France, Paris), (Japan, Tokyo)}, we can ob-
tain a sentence set Sr where each sentence men-
tions both entities of a pair in Pr.Taking a sentence
The current capital of Japan is Tokyo. as an



(Germany, Berlin)

(France, Pairs)

(Japan, Tokyo)

Entity pairs

Corpus

1. The capital of France is Pairs.

2. Tokyo is the center of business, trade, 

and industry of Japan.

3. Tokyo, formerly Edo, city and capital 

of Japan.

4. Berlin is the capital and chief urban 

center of Germany.
……

Sentences

Template 

Generation

……

……

……

……

Pre-trained LM

𝜏1: The capital of ____ is ____.

𝜏2: ____, city and capital of _____.

𝜏3: ____ is the capital of _____.

……

𝜏K: ____ is the center of business, 

trade, and industry of ____.

Templates

The capital of Germany is Berlin.𝜏1(Germany, Berlin)

Tokyo, city and capital of Japan.𝜏2(Japan, Tokyo)

Tokyo is the capital of Japan.𝜏3(Japan, Tokyo)

Relation 

Classifier

Template Selection 

with IG

Iterative Template Selection × T

𝐻𝜏(𝑠,𝑡)
𝑤

Pseudo Sentences

Pseudo Sentence Generation

Figure 1: An overview of IST. First, we extract sentences that mention seed entity pairs as candidate sentences. Then,
the template generation module uses BERT-prediction task to select proper templates from candidates. Templates
and seed entity pairs are assembled to generate pseudo sentences to extract relational knowledge from BERT. The
BERT attention weights between entities within the pseudo sentence are used as surface-agnostic features to better
represent the relational knowledge. Then, the pseudo sentences and attention weights are combined to train a
BERT-based relation classifier. Finally, we use the integrated gradient of entity pairs in pseudo sentences to evaluate
the quality of templates and select better templates iteratively.

example, τ = (The current capital of _ is _) is
the generated template. Then, filling one entity into
templates, the templates can be scored according
to their ability to make BERT correctly predict an-
other entity. This score is referred to as scoreBERT .

After selecting proper templates based on
scoreBERT , we can generate pseudo sentences by
assembling the templates and seed entity pairs. For
example, a pseudo sentence τ(Germany,Berlin)
= The current capital of Germany is Berlin.
is generated by assembling (Germany,Berlin)
and τ . We generate both positive and negative sen-
tences in this process.

For each pseudo-sentence, we extract surface-
agnostic features based on attention weight maps
of BERT and use them to train a relation classifier.

Finally, we use integrated gradient (IG) together
with scoreBERT to evaluate the quality of templates
again, so we can refine templates iteratively.

We will describe each module in detail in the
following sections.

2.3 Template Generation

To induce relation from masked pre-trained lan-
guage models such as BERT, we need templates
for relations. First, many template-based relation
extraction methods(Agichtein and Gravano, 2000;
Ravichandran and Hovy, 2002) have proved that
words near to s and t in corpus may represent a

certain relation. To extract templates for relation
r, we traverse Wiki Corpus to find ki sentences
that contain both si and ti(i≤N), and the distance
between si and ti in sentence Dst ≤ d. Then
we mask si and ti in these senteces to generate
templates τi,1, τi,2...τi,k. We can extract all can-
didate templates for r: {τ1,1, τ1,2...τi,j ...τN,kN }
(i ≤ N, j ≤ ki), but not all of these templates
are proper for inducing the relation r.

Then we need to select templates that are proper
for BERT to induce relation r. Here we use BERT
mask prediction as a template filter (Bouraoui et al.,
2020). Specifically, for a template τ , insert s and t
into τ respectively to get masked sentence τ(s, _)
and τ(_, t). Then let BERT predict the masked
token. If BERT can predict correctly, we consider
the template τ is proper for relation r and τ(s, t) is
“natural” for BERT.

scoreBERT (τ) =
N∑
i=0

(M(τ(si, _))+M(τ(_, ti)))

(1)
where M(τ(si, _)) is 1 if the predicted token is ti
and 0 otherwise, and similar for M(τ(_, ti)) = 1.

By ranking templates with scoreBERT , K
proper templates Tr = {τ1, τ2...τK} are selected
from candidate templates.



2.4 Pseudo Sentence Generation
In order to train a relation classifier, we assemble
templates and seed entity pairs to generate labeled
pseudo sentences.

For positive sentences, we just assemble each
entity pair (s, t) ∈ Pr with each template τ ∈ Tr

to generate a sentence τ(s, t).
While for the negative sentences, follow-

ing(Vylomova et al., 2016), we have three strat-
egy for each pair (si, ti) ∈ Pr. First, we ex-
change s and t as (ti, si)(suppose r is not sym-
metrical). Second, we change one entity to another
entity in the same relation :(si, tj) or (sj , ti)(i ̸=
j, (si, ti), (sj , tj) ∈ Pr). Third, we change one
entity to an entity in other relations:(si, tj)or
(sj , ti)(i ̸= j, (sj , tj) ∈ Pr′ ).

2.5 Relation Classifier
Under the minimally-supervised setting, the model
should have good generalizability. We use surface-
agnostic features based on attention weights of
BERT to make model focus more on the relations
rather than the surface information of training data.

As Clark et al. (2019) has pointed out, some
heads of multi-head attention in BERT are related
to certain relations, and attention weights of cer-
tain heads can be used to extract certain relation
knowledge. Thus, for a proper template of relation
r, the attention weights between s and t of certain
heads related to r should be higher. But it is hard to
specify each head is related to what relations. Thus
we use attention weights of all heads as features to
induce relation knowledge.

Specifically, for a sentence τ(s, t), we calculate
the attention weights between s and t of all heads
as ωi,j,s→t, where i denotes the i-th layer, j denotes
the j-th head in layer i and s → t denotes that this
is the attention s pays to t. We use the average
between s → t and t → s to express the attention
between them:

ωi,j =
ωi,j,s→t + ωi,j,t→s

2
(2)

Then we construct attention weights embedding for
the sentence τ(s, t):

Hatt
τ(s,t) = {ω1,1, ω1,2...ωi,j ...ωnl,nh} (3)

where nl denotes the layer number, nh denotes
head number in a layer of BERT.

Besides Hatt
τ(s,t), we also use BERT outputs to

represent the sentence τ(s, t). Specifically, we in-
put τ(s, t) into the BERT, and then use the output

vector of the [CLS] token as the feature Hcls
τ(s,t).

Hcls
τ(s,t) and Hatt

τ(s,t) can compensate each other,
since Hcls

τ(s,t) can capture the information whether
τ(s, t) is “natural”, and Hatt

τ(s,t) contains the corre-
lation between (s, t) and the relation r. Thus, we
combine these two vectors through concatenation:

Hτ(s,t) = Hcls
τ(s,t) ⊕Hatt

τ(s,t) (4)

Then, we feed Hτ(s,t) to a MLP classifier F
and get the probability of (s, t) having relation r.
We use a cross-entropy loss to optimize F . In
addition, we can also finetune BERT when training
the classifier.

2.6 Iterative Template Selection
BERT can rank templates by measuring whether a
sentence is natural. However, it can not capture the
different attribution of each token in a sentence for
expressing the relation.

Integrated Gradient is an attribution method pro-
posed in (Sundararajan et al., 2017). As Cui et al.
(2020) has described, the attribution score directly
reflects how much changing tokens will change the
model’s outputs. A higher attribution score repre-
sents more importance of tokens. In our relation
induction model, s and t obviously should be the
most important two tokens in sentences. Intuitively,
for a pseudo sentence τ(s, t), if the integrated gra-
dient value for s and t to the relation prediction is
higher, we are more confident that the relational
knowledge of (s, t) can be extracted well by the
model along with τ , so the template τ is much bet-
ter. Thus, we can use the integrated gradient of
(s, t) to the output of relation classifier to select
templates once again. Here, F(τ, s, t) denotes the
relation classifier with τ(s, t) as the input.

According to Sundararajan et al. (2017), the in-
tegrated gradient value of s to F(τ, s, t) is:

IG(τ, s) = (s− s0)

∫ 1

x=0

∂F(τ, s0 + α(s− s0), t)

∂s
dα

(5)

where α ∈ [0, 1], and it can be approximated as:.

IG(τ, s) = (s− s0)

m∑
i=1

1

m
×

∂F(τ, s0 +
i
m
(s− s0), t)

∂s

(6)

where m is the number of approximate steps for
computing integrate gradient and s0 is generated by
replacing the word embedding of s with zeros. For



a template τ , we calculate the average integrated
gradient value for all (s, t) ∈ Pr:

scoreIG(τ) =
∑

(s,t)∈Pr

IG(τ, s) + IG(τ, t)

2
(7)

Then the templates are re-ranked according to
the final score:

score = α · 1

rankBERT
+ (1− α)

1

rankIG
(8)

where rankBERT denotes the rank of templates ac-
cording to scoreBERT , rankIG denotes the rank
of templates according to scoreIG, and α ∈ [0, 1]
is an coefficient to balance the two scores. There-
fore, the templates could be selected iteratively for
better relation induction.

2.7 Relation Induction
Given a new entity pair (x, y), we fill them into tem-
plates τi, (i ∈ K) and use the classifier to predict
pi(x, y), which denotes how much τi(x, y) is “nat-
ural”. Following Bouraoui et al. (2020), for all pre-
dictions from K templates p1(x, y), ..., pK(x, y),
if maxipi(x, y) > 1−minipi(x, y), then (x, y) is
predicted to be positive.

3 Experiment Setup

3.1 Datasets
We conduct the experiments on three standard
benchmark datasets in English: Google Analogy
Test Set (GATS) (Mikolov et al., 2013a), Bigger
Analogy Test Set (BATS) (Gladkova et al., 2016)
and DiffVec(Vylomova et al., 2016).

GATS contains 5 semantic relations and 9 syn-
tactic relations, and each consists of a varying num-
ber of entity pairs. While BATS contains 40 rela-
tions which are divided into 20 morphology rela-
tions and 20 semantic relations, each relation has
50 instances. DiffVec contains 36 relations with
a various number of entity pairs. 10 of them are
lexical or morphology relations and the remaining
26 are semantic relations.

3.2 Implementation Details
The relation induction task can be modeled as a bi-
nary classification problem for each relation.We
first split the dataset into 50% of training data
and 50% of test data. Then, under the minimally-
supervised setting, for each relation r, we randomly
select N entity pairs from training data as the seed

entity pairs Pr. We extract candidate templates
from the English Wikipedia corpus1 and d = 15.
When generating K templates in T iterations, we
initially select K(T + 1) templates according to
BERT score, and then iteratively filter out K im-
proper templates in each iteration according to
the score defined in Formula 8 until K templates
are reserved at last for the final iteration. Notice
that when T = 0, we only select K templates ac-
cording to the scoreBERT without considering the
scoreIG. In our experiments, we use BERT-base2,
and set N = 5,K = 20, T = 3, α = 0.5 by de-
fault.

We generate the same number of negative ex-
amples as positive examples for the training data
and 3 times as many negative examples as positive
examples for the test data.

For each relation, we repeat the experiments for
10 times and calculate the average result. The seed
entity pairs used in each trial is randomly selected.
The results of all metrics are calculated with micro-
average.

4 Baselines

We compare our approach with three kinds of base-
lines.

The first kind is using the combination of
pre-trained word embeddings to present relations.
Specifically, following Vu and Shwartz (2018), we
use s⊕ t⊕ (s⊙ t) to represent the relation between
(s, t) and use a MLP classifier to make predic-
tions. Here, the pre-trained word embeddings we
used are Glove(Pennington et al., 2014)3 and Skip-
Gram(Mikolov et al., 2013b)4. These two base-
lines are referred to as MLPsg and MLPgl respec-
tively.We also use the Trans approach (Bouraoui
et al., 2018) for relation induction by building sub-
spaces for entities using word embeddings and
modeling the relations with relative positions be-
tween subspaces.

The second kind is distant supervised meth-
ods. We use PCNN(Zeng et al., 2015) and PCNN-
BagAtt(Ye and Ling, 2019) as two baselines. These
distant supervised methods are proposed to solve
the problem of noise in labeled data in relation ex-
traction tasks. We also select the same number of

1We used the dump of May 2021
2We used the BERT implementation available at

https://github.com/huggingface/transformers
3https://nlp.stanford.edu/projects/glove/
4https://code.google.com/archive/p/word2vec/



N=3 N=5

GATS BATS DiffVec GATS BATS DiffVec

Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1 Pre Rec F1

MLPsg 41 54.4 39.6 40.3 45.8 40.6 40.1 49.8 41.5 43.3 56.8 45.3 43.5 47.1 43.8 43.5 51.3 43.9
MLPgl 42.5 54.8 43.1 41.2 45.7 51.3 40.5 50.2 41.9 43.9 56.5 45.9 43.8 47.0 43.9 43.8 51.6 44.2
PCNN 58.6 52.5 56.1 52.1 45.8 47.7 57.3 51.5 53.9 60.1 56.2 58.3 53.4 45.8 50.3 59.0 52.7 55.4
PCNN_BagATT 63.9 56.2 59.5 56.4 45.9 48.6 61.5 52.8 55.8 65.3 58.6 60.1 57.8 51.0 50.8 63.5 53.4 57.1
BERT_predict 34.1 48.5 39.6 32.5 45.3 36.1 34.5 46.8 38.5 35.0 48.9 40.1 33.1 45.5 36.8 35.2 46.7 38.9
Trans 35.5. 41.3 37.2 36.8 42.5 39.2 36.7 43.9 39.4 45.8 56.2 50.3 48.5 52.1 49.3 46.6 51.6 48.3
AutoPrompt 75.3 77.9 72.5 65.9 52.6 51.5 72.6 60.3 63.8 78.6 78.1 76.4 67.3 58.5 53.2 75.3 62.5 66.0
RI-BERT 79.3 80.5 75.8 70.1 53.0 53.2 77.4 65.8 68.3 80.7 80.1 79.5 70.1 55.7 55.9 79.5 67.2 70.4

IST 84.2 82.9 80.1 72.5 54.8 58.9 81.3 67.8 71.0 85.3 84.2 82.6 73.8 58.5 60.8 82.5 70.1 73.2

Table 1: Performance on three benchmarks when N = 3 and N = 5.

sentences that mention entity pairs from the En-
glish Wikipedia corpus to construct training data
as in our approach. For an entity pair (s, t), K
sentences are used to predict its relation. If the av-
erage prediction score SK ≥ θ, (s, t) is predicted
to have relation r. θ is a threshold and set to 0.7 in
our experiments for its best performance.

The third kind is using the relational knowl-
edge from PLMs, such as RI-BERT (Bouraoui
et al., 2020), AutoPrompt(Shin et al., 2020)5 and
BERTpredict.

RI-BERT induces relational knowledge from
BERT, and our approach would degenerate to it
when not using attention maps as the surface-
agnostic features and not using scoreIG to refine
the templates. We implement the method by our-
selves since there is no open source.

AutoPrompt tries to elicit knowledge from PLM
using automatically-constructed prompts. Here,
We generate templates with AutoPrompt for each
relation. Since there is only one template can be
generated for each relation, we use a threshold-
based method to determine whether a new entity
pair (x, y) has a relation. When p(x, y) > δ, the
prediction would be positive. Here, δ = 0.8 is the
best threshold in our experiments.

BERTpredict is a simple baseline proposed
by ourselves. After K templates are selected
with scoreBERT , we directly use BERT mask-
prediction task to judge relation. Specifically, for
an entity pair (s, t) and a template τ , if BERT can
predict τ(s, _) or τ(_, t), the score of (s, t) will
be increased by 1. The max score is 2K, so if the
score of (s, t) ≥ ϵ · 2K, (s, t) is predicted to have
the relation r. ϵ is a threshold and set to 0.7 for its
best performance.

5https://github.com/ucinlp/autoprompt

5 Experimental Results

5.1 Main Results

The main experimental results on the three afore-
mentioned benchmarks are shown in Table 1, which
reports the micro-average of precision, recall and
F1 of our approach IST and other state-of-the-art
methods when N = 3 and N = 5.

From the table, there are several observations
drawn from different aspects. (1) Our approach
IST achieves the best performance against all other
kinds of methods. (2) Pre-trained word embedding-
based approaches such as MLPsg and MLPgl per-
formance poorly, which proves that only few la-
beled entity pairs will degrade these approaches
greatly. And Translation does not turn out well
because of the lack of entities to construct represen-
tative subspaces. (3) The relational knowledge di-
rectly drawn from BERT also contains much noise
according to the results of BERTpredict. (4) Tradi-
tional distant-supervised approaches which don’t
resort to PLM suffer from the noisy and sparse bag
issues, although PCNN-BagATT uses intra-bag and
inter-bag attention to handle sentence and bag-level
noise, and get better performance, they are still not
suitable for the minimally-supervised relation in-
duction task. (5) AutoPrompt and RI-BERT use
proper prompts or templates from BERT, so they
can obtain a better performance. However, they
did not consider the generalization problem in the
minimally-supervised setting. In addition, they ig-
nored the contribution of each token in a sentence
for expressing the relation, especially for the en-
tity pairs, but only considered whether a sentence
is natural or not according to BERT. (6) More la-
beled entity pairs can achieve better performance
by comparing the results of N = 3 and N = 5. This



phenomenon is reflected by all methods in both
three datasets.

5.2 Ablation Study and Analysis
Performance of Different Relations To further
explore the performance of different relations, we
show the detailed results of each relation in GATS
in Table 2.

From the table, we can see that our approach
achieves better performance for both semantic and
morphology relations. Moreover, the iteratively
template selection can bring a significant improve-
ment, especially for semantic relations. As to mor-
phological relations, the improvement is not so
evident. This is because the entities in morpho-
logical relations are always adverbs or adjectives
to which little attention is paid, so Hatt

τ(s,t) plays a
limited role.

GATS RI-BERT T=0 T=1 T=2

currency 56.7 58.8 58.6 59.5

Se
m

an
tic family 76.9 78.8 78.4 79.9

capital-common 88.4 87.3 85.7 91.6
city-in-state 68.2 71.0 73.1 75.2

capital-world 77.3 76.8 78.0 78.2
Average 73.5 74.5 74.7 76.9

adj-to-adv 39.1 38.8 42.3 44.8
opposite 55.3 59.7 54.0 56.6

M
or

ph
ol

og
y comparative 90.9 87.5 88.2 89.0

superlative 78.1 79.8 80.6 77.7
presen-participle 98.4 96.2 98.1 98.9
nationality-adj 91.5 92.4 91.7 92.1

past-tense 96.9 97.8 97.2 97.0
plural 93.8 91.6 96.6 95.8

plural-verb 100 99.0 99.7 99.7

Average 82.6 82.6 83.2 83.5

Table 2: Detailed experimental results (F1) for each
relation on GATS. T denotes the iteration number

Performance of attention weights and IG To
investigate the effectiveness of BERT attention
weights and IG, we compare the performance of
several variants of our approach on GATS.

To reduce the effect of BERT attention weights,
the representation of sentence τ(s, t) is simplified
from Hcls

τ(s,t) ⊕Hatt
τ(s,t) to Hcls

τ(s,t). In addition, with-
out IG, there would be no iterative template selec-
tion procedure. The results are shown in Table 3,
and the performance drops in all variants, which
proves that both attention maps and integrated gra-
dient are useful in our approach.

Different Number of Templates To analyze the
impacts of the number of templates (K), we con-
duct experiments with different numbers of tem-
plates, and the results are shown in Table 4. From

GATS T=0 T=1 T=2 T=3
IST 79.7 80.2 81.1 82.6

w/o att 79.5 79.7 80.6 80.9
w/o IG 78.4 78.4 78.4 78.4

Table 3: The F1 scores of IST and other variants on
GATS with different iterations.

the table, we find that more templates can bring bet-
ter performance in all iterations. However, if K is
too large, the time consumption will be greater and
some unsuitable templates will be retained, leading
to worse results.

K=5 K=10 K=20
T=0 72.5 75.3 79.7
T=1 73.8 78.5 80.2
T=2 75.6 78.9 81.1

Table 4: F1-score with different number of templates
(K = 5, 10, 20) and different iterations (T = 0, 1, 2)
on GATS.

Figure 2: F1 scores with different numbers of seed entity
pairs(N = {2, 3, 5, 10}) of our approach on GATS

Different Number of Seeds We evaluate our ap-
proach with different numbers of seed entity pairs
(N ), and the results are shown in Figure 2. From
the figure, we can see that F1 score increases grad-
ually until convergence for all iterations. Our ap-
proach already achieves a satisfactory result when
N = 5.

Effect of Balance Coefficient The parameter
α ∈ [0, 1] is a balance coefficient between
scoreBERT and scoreIG for template scoring.
Larger α will consider scoreIG more in the scor-
ing. We conduct the experiments with different α
on GATS, and the results are shown in Figure 3.
From the figure, we find that our approach achieves
the best performance when α = 0.5.



T=0 T=3

The Government of _ denoted 300 million _ to finance the The _ (, plural: / , ) is the currency of _ .school’s construction in 1975.

Currently, _ uses the _ as its national currency. This was one of the reasons for naming the current currency
of the Republic of _ the _.

Following the introduction of the euro, the _ was linked to
The _ (; ; sign: ; code: KHR) is the currency of _.the euro, until January 1, 2015,

when _ officially adopted the euro as its currency.

AutoPrompt: _ cial largest greenwich _.

Table 5: Case study for relation currency, where top 3 templates are exhibited with different approaches.

Figure 3: F1 scores with α={0, 0.3, 0.5, 0.7, 0.9]} of
our approach on GATS

Case Study Table 5 compares the selected tem-
plates of relation currency between T = 0 and
T = 3. From human’s intuition, we find that
comparing to (T = 3), the templates filtered out
only with scoreBERT (T = 0) are more ambigu-
ous that they might indicate a co-occurrence re-
lationship rather than relation currency. For ex-
ample, for the first template “The Government of
_ denoted 300 million _ to finance the school’s
construction in 1975.”, it is natural for the govern-
ment of a country to denote their own currency or
just use dollar to evaluate how much they have
denoted. So τ(s, dollar) is natural when s de-
notes any country. This is due to the way of se-
lecting templates that only requires the templates is
proper for all (s, t) ∈ Pr without explicitly declar-
ing what the relation is. In fact, the model can
distinguish co − occurrence and currency only
after the BERT is fine-tuned with negative exam-
ples. As to the template generated by AutoPrompt,
it is a combination of some tokens rather than a
human-readable sentence. Although AutoPrompt
got good results on some tasks(Shin et al., 2020),
the template is totally not interpretable from hu-
man’s perspective.

6 Related Work

6.1 Relation Induction
Relation induction was first proposed in (Vylomova
et al., 2016). They used the vector difference be-
tween two entities to represent the relation between
them. More researches on the relation induction
with word embeddings were proposed in(Drozd
et al., 2016; Bouraoui et al., 2018; Vu and Shwartz,
2018). They pointed out that the difference is not
the best way to express the relationship and pro-
posed more complicated methods to better extract
relational knowledge between word embeddings.

6.2 Knowledge Induction from BERT
BERT was proven to be able to capture relational
knowledge(Kim et al., 2020; Bouraoui et al., 2020;
Ushio et al., 2021; Chen et al., 2021). Inspired by
this, some works tried to use BERT on the relation
induction task (Shin et al., 2020; Bouraoui et al.,
2020; Jiang et al., 2020). The key point of these
methods is to fill entities in the proper templates.

Recently, many efforts focus on the generation of
templates. Jiang et al. (2020) proposed a template
generation strategy based on paraphrasing aiming
to improve lexical diversity while remaining rel-
atively faithful to the original prompt. Shin et al.
(2020) proposed AutoPrompt method to generate
templates, or as they called, prompts, from noth-
ing instead of from corpus. They automated create
prompts based on gradient-guided search.

7 Conclusion

In this paper, we propose a novel minimally-
supervised relation induction approach. Our pro-
posed approach can iteratively select proper tem-
plates using scoreIG and socreBERT , and obtain
a good generalized ability with surface-agnoistic
features based on attention maps of BERT. Experi-
ments illustrate that our approach achieves state-of-
the-art performance on three standard benchmarks.
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