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Abstract

Conversational systems have garnered signifi-001
cant attention and importance in recent years.002
However, collecting conversational datasets has003
traditionally been a time-consuming and labor-004
intensive process. With the advent of large lan-005
guage models (LLMs), there is a growing inter-006
est in using them to generate synthetic datasets.007
Given LLMs’ strong role-playing capabilities,008
they hold the potential to simulate users effec-009
tively. This capability allows for the automated010
generation of conversations, with LLMs act-011
ing as both users and assistants across various012
scenarios.013

Our study proposes a framework, designed to014
generate task-based recommendation conver-015
sation datasets across multiple scenarios with016
LLMs. We have created a comprehensive con-017
versational dataset using this framework, and018
the dataset is named RecLLMSim1. We con-019
ducted extensive experiments to measure the020
quality of the user simulator and the assistant,021
and annotated user intent and hallucinations022
to improve its usability. Experimental results023
demonstrate that using LLMs as user simula-024
tors is a promising approach. Besides, the gen-025
erated RecLLMSim dataset can be adapted for026
various tasks such as user profiling and simu-027
lation, offering a rich resource for further ad-028
vancements in conversational systems.029

1 Introduction030

Recently, conversational systems have surged in031

significance and widespread attention as they play032

a pivotal role in enhancing human-computer inter-033

actions. As these conversation systems have been034

applied to various scenarios in our daily lives and035

work, there is a growing demand for high-quality036

conversational datasets to help improve conversa-037

tional systems.038

1The code of the framework and the dataset can be found
in https://anonymous.4open.science/r/RecLLMSim-EF85.

Figure 1: Comparison of different types of conversation
dataset construction methods. The method of generating
conversations between LLMs (LLM-LLM conversation)
is more diverse and efficient.

As shown in the upper part of Figure 1, tradi- 039

tionally, there are mainly two types of strategies to 040

construct conversational datasets. The first type of 041

method involves collecting conversations between 042

humans, such as customer service interactions. Al- 043

though this approach provides rich and diverse con- 044

versational data, it is either inefficient or limited 045

to a single domain. The second type of method 046

entails extracting keywords from user reviews or 047

other static texts to construct synthetic System Ask 048

- User Respond conversations. Although this tech- 049

nique can construct conversations more swiftly, it 050

tends to generate rigid and formulaic texts. 051

Large language models (LLMs) are widely 052

integrated into everyday life, encouraging re- 053

searchers to leverage them to construct conversa- 054

tional datasets. Collecting user-LLM interactions 055

offers a more realistic approach, but it requires 056
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hiring suitable users and is difficult to control con-057

versation scenarios well. In contrast, LLMs have058

garnered significant attention for their use in syn-059

thetic data generation(Liu et al., 2024). Therefore,060

we propose simulating both sides of the conver-061

sations with LLMs, using predefined scenarios to062

ensure diversity.063

However, generating LLM-LLM conversations064

presents its own challenges, such as ensuring LLMs065

understand human-defined scenarios, setting com-066

prehensive user profiles for simulators, and veri-067

fying the quality of the generated utterances. To068

address these issues, we designed a novel conversa-069

tion dataset generation framework, and conducted070

manual quality validation on the generated dataset071

RecLLMSim to confirm its reliability. In summary,072

the main contributions of this work can be summa-073

rized as follows:074

• We propose an automated data collection075

framework, using LLMs as user simulators.076

Based on a three-step approach, it can auto-077

matically generate conversations across vari-078

ous customized task scenarios.079

• Based on the framework, we generate a task-080

based recommendation conversation dataset,081

RecLLMSim. The dataset contains task-based082

recommendation conversations in four daily083

scenarios.084

• We conducted multi-dimensional quality val-085

idation and manual annotations to confirm086

RecLLMSim’s applicability across different087

scenarios. Preliminary intent detection experi-088

ments and further discussion about its poten-089

tial usage show the availability of the dataset.090

2 Related Work091

2.1 Conversational Dataset092

The development of high-quality conversational093

datasets is crucial for advancing conversational sys-094

tems. One traditional approach is collecting dia-095

logues directly from human interactions, which is096

considered the gold standard due to its authenticity.097

A common method is to collect existing user dia-098

logue data, such as JDDC(Chen et al., 2019; Zhao099

et al., 2021, 2022), E-commerce Dialogue Cor-100

pus(Zhang et al., 2018b). Another method involves101

setting up specific pipelines and employing crowd-102

sourced annotators to generate dialogues, such as103

ReDial(Li et al., 2018), KdConv(Zhou et al., 2020),104

etc. Another approach is to extract keywords from 105

user reviews or other static texts to construct Sys- 106

tem Ask - User Respond conversations(Zhang et al., 107

2018a). 108

More recently, researchers have explored lever- 109

aging LLMs to generate conversational datasets. 110

ShareGPT and LMSYS-Chat-1M(Zheng et al., 111

2023) collect user-LLM conversations to construct 112

a real-life conversational dataset. There are also 113

conversational datasets generated by multi LLMs 114

chatting to each other, such as UltraChat(Ding 115

et al., 2023), Baize(Xu et al., 2023b), PEARL(Kim 116

et al., 2024). 117

However, these methods are either inefficient or 118

limited to fewer and simpler task scenarios. Our 119

proposed framework enables rapid automated data 120

generation across various customized task scenar- 121

ios. 122

2.2 Synthetic Data Generation via LLMs 123

LLMs’ in-context learning ability enables re- 124

searchers to apply LLMs to synthetic data genera- 125

tion(Kaddour et al., 2023). Some researchers have 126

experimented with manually engineered prompts 127

and LLMs to annotate unlabeled data(Wang et al., 128

2021; Ding et al., 2022; Ye et al., 2022). Oth- 129

ers have explored employing LLM for automated 130

pairwise feedback annotation to assist in aligning 131

other LLMs or the LLM itself(Lee et al., 2023; 132

Yuan et al., 2024). In addition to using LLMs for 133

automatic data annotation, some studies have lever- 134

aged LLMs to directly generate natural language 135

instructions(Xu et al., 2023a; Wang et al., 2022) or 136

complete data(Dai et al., 2023; Ding et al., 2023; 137

Jeronymo et al., 2023). 138

However, most of these generated data do not 139

consider user interaction behaviors, which is cru- 140

cial in information retrieval. 141

2.3 User Simulation 142

User simulation can effectively approximate real 143

user behavior at a lower cost, reducing the need 144

for actual user data. Before the era of LLMs, there 145

was already significant research on user simula- 146

tion(Georgila et al., 2006; Biswas et al., 2012). The 147

advent of LLMs has further propelled this field. 148

Some researchers have explored using LLMs to 149

simulate users for recommendation systems(Wang 150

et al., 2023a; Zhang et al., 2024) or to propose a 151

novel evaluation paradigm for conversational rec- 152

ommendation(Wang et al., 2023b; Zhu et al., 2024). 153

Additionally, user simulation has been applied to 154
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Figure 2: The overview of our framework to generate task-based recommendation conversation.

studies of social behavior(Park et al., 2023) and155

dialogue generation(Chan et al., 2023).156

However, most work applying LLM user simula-157

tors to conversational systems focuses on improv-158

ing evaluation methods. The few studies on dataset159

generation are often limited by specific task scenar-160

ios. Our framework, in contrast, focuses on using161

LLMs as user simulators to generate conversational162

data across a wide range of scenarios.163

3 Framework164

3.1 Framework Overview165

Figure 2 has shown the overview of our conversa-166

tion generation framework. Our framework lever-167

ages LLMs to facilitate the generation of conversa-168

tional data across multiple scenarios. The process169

is structured as follows:170

• User Profile Generation: We utilize LLMs171

to create user profiles. We provide specific172

fields that the LLMs need to fill, accompanied173

by examples of well-constructed profiles to174

guide the generation process.175

• Pre-defined Scenarios: We manually define176

four distinct task scenarios. We establish sev-177

eral optional variables and construct a descrip-178

tion template for each task. The various sce-179

nario descriptions, resulting from different180

combinations of these variables, will be used181

in the subsequent conversation generation pro-182

cess.183

• Conversation Generation: We use the gener- 184

ated user profile and task scenario descriptions 185

as input for the user simulator LLM, instruct- 186

ing it to follow predefined rules and engage 187

in conversation with the assistant LLM. This 188

interaction generates individual conversations. 189

Upon completion, we perform a basic filtering 190

to ensure the quality of the generated data. 191

We will detail each component in the following 192

subsections. 193

3.2 User Profile Generation 194

Figure 3: Human-involved example generation.
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To minimize the bias caused by our manual195

design, the user profiles we used in the dataset196

construction were all generated by GPT-4. De-197

spite LLMs’ extensive generalized knowledge and198

problem-solving capabilities, we still encountered199

difficulties in the user profile generation process,200

e.g., duplication, forgetfulness, etc. To overcome201

the difficulties, we require LLM to generate user202

profiles in terms of gender, age, personality, occu-203

pation, daily interests and hobbies, travel habits,204

dining preferences, spending habits, and other as-205

pects to enhance the distinction and diversity of206

user-profiles. When the length of context reaches207

LLM’s limitations, we re-emphasize the simplified208

requirements to continue generating to reduce the209

impact of LLM’s forgetfulness. Moreover, to en-210

sure the rationality of the examples we give, we211

have adopted human-involved example generation,212

i.e., we improve the given examples based on the213

generation results. The comparisons in Figure 3214

show how the examples are improved.215

3.3 Pre-defined Scenarios216

In this work, we want to test and utilize LLMs’217

ability to understand and accomplish complicated218

tasks. Each task should be complex and difficult to219

solve within a single chat round and related to the220

user’s preferences. Based on the above require-221

ments for task complexity, we pre-defined four222

types of tasks: travel planning, skill learning plan-223

ning, recipe planning, and gift preparation. We224

set several specific scenarios for each task. Taking225

travel planning as an example, we construct differ-226

ent scenarios from three optional variables: travel227

season, travel duration, and travel type (e.g., busi-228

ness trip, family trip). A scenario-specific task de-229

scription is formed by filling the identified template230

with the abovementioned specific options. The tem-231

plate also contains some standard requirements for232

travel planning tasks, such as accommodations or233

transport.234

A task description example for a travel plan-235

ning scenario is as follows: “You are planning a236

thirty-day-long trip this winter. The trip has no spe-237

cific destination restrictions. You would like to use238

LLM to help refine your travel plans. During this239

conversation, you will need to make arrangements240

for accommodations, transportation, and itinerary241

details. Your ultimate travel plan should be as242

comprehensive as possible, ensuring that you can243

realistically follow it when the time comes.”244

In the same way as above, we similarly designed245

Figure 4: The conversation generation process.

scenario-specific task descriptions for the other 246

three tasks. 247

3.4 Conversation Generation 248

Figure 4 illustrates the basic process of generat- 249

ing conversations using our framework. We used 250

two LLMs to talk to each other for the generation. 251

Before starting the conversation between the two 252

LLMs, we provide the scenario-specific task de- 253

scription for the simulator and ask it to act as a 254

user with the given user profile. Since the structure 255

of LLMs does not contain a memory module and 256

multiple conversations are entirely independent, 257

the impact of all feedback occurs only within the 258

current conversation and does not affect all other 259

generations. We sent each other the simulator and 260

assistant responses during the conversation to com- 261

plete the automated conversation generation. 262

To make the end of the conversation controllable, 263

we added a system-command-like end prompt at 264

the end of each response from the assistant to the 265

simulator, which contains a description of the com- 266

mand to end the conversation. The end prompt 267

may look like “[System]: If you wish to conclude 268

this conversation, please reply with ‘Thank you, 269

goodbye.’”. Based on the above technique, we can 270

achieve dynamic conversation length control by 271

simply checking the simulator’s responses. 272

It is worth noting that the quality of text gen- 273

erated by LLMs does not always perfectly match 274

our requirements. Therefore, after obtaining the 275

generated conversations, we performed a basic con- 276

versation quality validation to ensure that both the 277

user simulator and assistant were playing and per- 278

forming their roles correctly. 279

4 RecLLMSim Dataset 280

We generated a task-based recommendation con- 281

versation dataset called RecLLMSim based on the 282

framework we proposed in the previous section. 283
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4.1 Characteristics284

We give the basic statistics of RecLLMSim in Ta-285

ble 1, including the scenarios, the number of con-286

versations, the average number of rounds of con-287

versations, and the average number of tokens of288

conversations.289

Datasets #scenarios #conv. Avg. #utt. Avg. #tokens

Raw 22 2130 7.68 1191.35

Filtered 22 1857 7.36 1368.49

Table 1: Statistics of datasets.

We also analyzed the distribution of preferences290

exhibited by the user simulator in the conversations291

for each task. Specifically, we used GPT-4 to au-292

tomatically analyze the simulator’s preferences in293

each conversation and asked it to give three to five294

phrases for the conversation description. For tasks295

that have corresponding entries in our given user296

profile (i.e., travel planning and recipe planning),297

we merge the entries into the above preferences.298

We then synonymically merged all preference de-299

scription phrases that appeared under each task300

and used word clouds to show the frequency of301

occurrence of different preference descriptions. As302

shown in Figure 5, the simulator exhibited a broad303

and diverse range of user preferences in conversa-304

tions across different task scenarios.305

4.2 Quality Verification306

A high-quality conversational dataset must ensure307

the reasonableness of role-playing by both parties308

in the conversation. Therefore, we have designed309

multi-dimensional evaluation metrics for both the310

user simulator and the assistant. We mainly focus311

on two aspects: for the user simulator, we em-312

phasize its ability to profile users and accurately313

align with real-world scenarios; for the assistant,314

we focus on the usefulness of responses and their315

coverage of a wide range of situations.316

For user profiling of the simulator, we consider317

the following metrics:318

• Preference Alignment evaluates how well the319

simulator adheres to the provided user profile.320

It ensures that the behavior and preferences321

exhibited by the user simulator align with the322

specified profile characteristics.323

• Additional Preferences checks whether the324

simulator can exhibit additional interests and325

preferences beyond the given user profile.326

• Role-Playing Completeness evaluates how 327

effectively the simulator’s inquiries and re- 328

quests contribute to resolving the given task 329

under the specific scenario. It ensures that the 330

interactions are coherent and relevant to the 331

task at hand. 332

To evaluate the usefulness of the assistant, we 333

considered the following aspects: 334

• Memorization verifies whether the assistant 335

forgets the user’s requirements or requests 336

throughout the conversation. It ensures that 337

the assistant does not forget or overlook previ- 338

ously mentioned user requirements. 339

• Detail Level measures the level of detail in 340

the assistant’s responses and descriptions. 341

• Practical Usefulness evaluates the practical- 342

ity and usefulness of the assistant’s answers 343

and suggestions. It determines how well the 344

provided information can help in real-world 345

scenarios. 346

• Diversity measures the variety and richness 347

of the assistant’s responses. It ensures that the 348

answers are varied and not repetitive, promot- 349

ing a richer conversation experience. 350

We employed a group of qualified crowd- 351

sourced annotators to evaluate the conversations 352

across the abovementioned dimensions. Specif- 353

ically, Memorization and Additional Preference 354

were binary-rated (0 for absence, 1 for presence), 355

while other metrics were rated on a three-point 356

scale. The distribution of scores for each metric is 357

detailed in Figure 6, and Table 2 presents the aver- 358

age scores for each metric across different tasks. 359

From the score distribution in Figure 6, it is evi- 360

dent that the responses of the assistants in the Re- 361

cLLMSim dataset have been positively validated by 362

the annotators across various metrics. The assis- 363

tant’s responses are generally detailed, practical, 364

and diverse, with a strong memory consistency in 365

recalling user requests. The user simulator gen- 366

erally aligns well with the given user profile and 367

effectively assists in task completion. However, it 368

rarely exhibits additional preferences. 369

Breaking it down by specific tasks, the user sim- 370

ulator performs best in the travel planning task, 371

consistently providing role-play that closely aligns 372

with the given user profile. The assistant performs 373

notably well in the skills learning planning and 374
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Figure 5: The distribution of user preferences in all 4 tasks.

Task Pref. Alignment Add’l. Pref. RP. Compl. Memo. Detail Level Practical Usef. Div.

skills learning planning 1.233 0.144 1.564 0.941 1.951 1.888 1.841
travel planning 1.837 0.436 1.551 0.943 1.795 1.736 1.707
preparing gifts 1.228 0.019 1.618 0.998 1.920 1.867 1.989
recipe planning 1.670 0.389 1.616 0.977 1.830 1.795 0.653

Table 2: Average scores for each metric across 4 tasks. For all metrics, higher scores indicate better quality.

preparing gifts tasks, offering detailed and practi-375

cal responses. The assistant’s response diversity376

in the recipe planning task is relatively average,377

indicating room for improvement.378

4.3 Dataset Annotation379

We conducted additional annotations for both the380

simulator and the assistant’s utterances, focusing381

on user intent and hallucinations.382

User Intent Annotators were given options in-383

cluding Search, Recommendation, Search & Rec-384

ommendation, Planning, and Others to select from.385

The following section will demonstrate the detailed386

distributions and usage of intent annotations.387

Hallucinations Annotators were asked to iden-388

tify fundamental common-sense errors in the assis-389

tant’s responses. Eventually, annotators identified390

39 responses with common-sense hallucinations391

out of a total of over 7,000 assistant replies. For392

each response with hallucinations, we also noted393

the reason for the hallucination to help future use.394

In the released dataset, we included all these395

annotations at the utterance level.396

Compared to the traditional conversational rec-397

ommendation datasets, RecLLMSim is constructed398

in multiple more realistic and complicated sce- 399

narios. 400

5 RecLLMSim Application 401

This section will discuss the application of Re- 402

cLLMSim. We conducted the intent detection exper- 403

iments on our dataset and analyzed other potential 404

usages of the dataset. 405

5.1 Experimental Results on Intent Detection 406

5.1.1 Dataset Preprocessing 407

For our experiments, each utterance from the simu- 408

lator was treated as a single data sample, with the 409

corresponding labeled intent serving as the target 410

label. This process yielded a total of 7,096 data 411

pieces. The dataset was divided into training, val- 412

idation, and testing sets in an 8:1:1 ratio. Table 3 413

shows the basic characteristics of each split. 414

5.1.2 Models 415

We evaluated various types of text classification 416

models in our experiments. 417

Traditional Machine Learning Models We 418

tested the performance of several frequency- 419

based statistical machine-learning methods on 420
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Figure 6: The score distribution across the seven metrics for the filtered dataset.

Split #samples Avg. #tokens Search Rec. Search & Rec. Planning Others

Training 5676 104.27 307 1014 816 1930 1609
Validation 710 104.24 35 129 113 241 192

Testing 710 104.02 38 120 80 245 227

Table 3: Basic characteristics of each split.

the dataset, including SVM(Vapnik, 2013), deci-421

sion tree(Quinlan, 1986), random forests(Breiman,422

2001), AdaBoost(Freund and Schapire, 1997), and423

Bernoulli Naive Bayes(Bayes, 1763). We first vec-424

torize the text using TF-IDF and then apply these425

models to the resulting vector representations.426

Pre-trained Language Models (PLMs) We se-427

lected various PLMs, including BERT(Devlin et al.,428

2018), RoBERTa(Liu et al., 2019), T5(Raffel et al.,429

2020), GPT-2(Radford et al., 2019), to evaluate430

their performance. We manually designed prompt431

templates to test the performance of the language432

models before and after prompt-tuning.433

Large Language Models (LLMs) We evaluate434

the performance of several LLMs, including Chat-435

GLM(Zeng et al., 2022), GPT-4(Achiam et al.,436

2023), and Claude 3(Anthropic, 2024).437

5.1.3 Implement Details438

The specific hyperparameters for each PLM were439

adjusted to fit within the constraints of available440

GPU memory. To evaluate the intent detection and441

learning capabilities of different PLMs and LLMs,442

we considered three settings in our experiments:443

• Zero-shot: We tested the zero-shot intent de-444

tection capability of the model directly based445

on the manual prompt template.446

• Few-shot In-conext: We tested the in-context 447

learning capability of the model with few-shot 448

examples provided within the template. 449

• Fine Tuning We tested the model’s perfor- 450

mance after prompt tuning using the manual 451

prompt template (PLMs only). 452

To evaluate the performance of each model, we 453

employed both accuracy and macro-F1 as the met- 454

rics. These metrics provide a comprehensive view 455

of model performance, enabling us to compare the 456

effectiveness of different pre-trained language mod- 457

els on our dataset. 458

5.1.4 Results and Analysis 459

Table 4 shows the performance of three types of 460

models in our experiments. The table is divided 461

into three columns, each corresponding to one of 462

the experimental settings for PLMs. 463

As shown in Table 4, PLMs, regardless of their 464

scale and architecture, performed poorly under un- 465

trained conditions. In contrast, LLMs demonstrated 466

significantly better performance in both settings. 467

Specifically, GPT-4 and Claude 3 showed notable 468

performance improvements when provided with 469

few-shot examples, illustrating the in-context learn- 470

ing capabilities of LLMs. 471

Interestingly, traditional machine learning mod- 472

els outperformed even the best LLMs, suggesting 473

7



PLM
Zero-shot Few-shot In-context Fine Tuning

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

SVM / / / / 0.7577 0.6274
DecisionTree / / / / 0.6901 0.5573

RandomForest / / / / 0.7479 0.5834
AdaBoost / / / / 0.7239 0.5858

BernoulliNB / / / / 0.6901 0.5748

BERT-base 0.1620 0.0638 0.1690 0.0664 0.7732 0.6340
BERT-large 0.1704 0.0673 0.1690 0.0578 0.7803 0.6535

RoBERTa-base 0.1761 0.0853 / / 0.7887 0.6723
RoBERTa-large 0.1718 0.0702 / / 0.7901 0.6694

GPT2-base 0.1690 0.0578 / / 0.7972 0.6517
GPT2-medium 0.1113 0.0830 / / 0.7930 0.6586

GPT2-large 0.1648 0.0609 / / 0.7789 0.6421
T5-small 0.0930 0.0648 0.2944 0.1439 0.7803 0.6453
T5-base 0.0690 0.0523 0.1676 0.0620 0.7944 0.6706
T5-large 0.1718 0.0953 0.1507 0.1007 0.7986 0.6447

ChatGLM-6B 0.1352 0.0708 0.1282 0.0693 / /
ChatGLM2-6B 0.1296 0.1025 0.0930 0.0828 / /
ChatGLM3-6B 0.3521 0.1296 0.3662 0.1952 / /
Claude-3-opus 0.5887 0.4243 0.6338 0.4780 / /
GPT-4-turbo 0.5324 0.4113 0.6648 0.5305 / /

GPT-4o 0.6056 0.4249 0.6183 0.4111 / /

Table 4: Experimental results of intent detection task in RecLLMSim. We provide the result of traditional machine
learning models in the last column of the table. In the Few-shot In-context column, a ‘/’ symbol indicates that the
corresponding PLM cannot support the template length that includes few-shot examples.

that the user simulator’s simulation in our dataset is474

complicated. This finding demonstrates the effec-475

tiveness of using LLMs for user simulation. More-476

over, prompt-tuned PLMs achieved the best results,477

indicating their advancements over traditional ma-478

chine learning methods.479

5.2 Other Potential Usage480

The RecLLMSim dataset proposed in this work has481

other potential usages as follows:482

• Recommendation in different scenarios:483

The conversations in this dataset, set across484

four different scenarios, can be used to study485

the processes and paradigms of making recom-486

mendations in various application contexts.487

• User profiling and simulation: Instead of488

relying solely on the attributes of the items489

from user interactions to construct user pro-490

files, our dataset offers a diverse and rich set491

of user profile descriptions. These profiles and492

the corresponding conversations can facilitate493

more user profiling and simulation research.494

• Hallucinations detection: Our conversation495

data with manual labels of common-sense hal-496

lucinations can be directly used in researching 497

hallucination detection for LLMs. 498

6 Conclusion and Future Work 499

To the best of our knowledge, this is the first 500

work to generate task-specific conversational rec- 501

ommendation data across diverse scenarios entirely 502

using LLMs as both user simulators and assis- 503

tants. The dataset we introduced, RecLLMSim, is 504

a valuable resource for various conversational and 505

recommendation-related research. 506

The framework we proposed can be utilized to 507

support research in user profiling and simulation, 508

offering a flexible tool for creating dynamic con- 509

versational datasets. Our results demonstrate the 510

potential of LLMs in automated conversation gen- 511

eration, paving the way for future advancements in 512

conversational systems and recommender systems. 513

For future work, incorporating user studies 514

where humans engage in conversations under the 515

same conditions would provide a valuable bench- 516

mark against LLM-generated datasets. Addition- 517

ally, interesting research topics include integrating 518

external item lists to support the recommender sys- 519

tem and improving the user profiling methodology. 520
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Limitations521

While our work leverages LLMs to generate con-522

versational data, the choice of LLM significantly523

impacts the quality of the dialogues and user simu-524

lations. A comparative analysis involving different525

LLMs as user simulators and assistants would en-526

hance the robustness and credibility of our conclu-527

sions. Future work should explore the performance528

variations across multiple LLMs to provide a more529

comprehensive evaluation.530

Additionally, our proposed dataset, RecLLMSim,531

has not been compared against existing conversa-532

tional datasets through either manual or automated533

methods. Conducting comparative analyses with534

other datasets would offer valuable insights into535

the relative strengths and weaknesses of RecLLM-536

Sim, further validating its utility and effectiveness537

in various research applications. Addressing these538

limitations in future studies would strengthen the539

findings and broaden the impact of our framework540

and dataset.541

Ethical Considerations542

In the user profile generation and conversation gen-543

eration process, no personal privacy content is used544

to generate. We did not introduce any bias in the545

process of dataset generation. After we obtained546

the generated dataset, we translated all the utter-547

ances into Chinese to facilitate future usage.548

Additionally, all crowdsourced annotators we549

hire are qualified. We offer an average effective550

per-conversation rate of $0.75, which varies based551

on the complexity of annotating each conversation.552

This dataset could be used for research purposes553

to model user intent and build more intelligent con-554

versational systems. Note that this RecLLMSim555

dataset uses an Apache License.556
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