
Towards Holistic Evaluation of MLLMs for Embodied Decision-Making in
Complex Human-Centered Situations

Anonymous ACL submission

Abstract001

Multimodal Large Language Models (MLLMs)002
show promising results for embodied agents003
in operating meaningfully in complex, human-004
centered environments. Yet, evaluating their005
capacity for nuanced, human-like reasoning006
and decision-making remains challenging. We007
hence introduce HRDBENCH, a cognitively008
grounded benchmark for evaluating Human-009
centered Embodied Reasoning and Decision-010
making in MLLMs. HRDBENCH consists of011
1,113 real-world situations paired with 6,126012
multiple-choice questions, targeting three core013
abilities for decision-making: (1) Foundational014
Situation Comprehension, (2) Context-Driven015
Action Justification, and (3) Reflective Reason-016
ing. Together, these dimensions provide a holis-017
tic framework for assessing a model’s ability to018
perceive, reason, and act in socially meaningful019
ways. We evaluate the state-of-the-art commer-020
cial and open-source models on HRDBENCH,021
where we reveal distinct performance patterns022
and highlight significant challenges. Our in-023
depth analysis further offers insights into cur-024
rent model limitations and supports the devel-025
opment of MLLMs with more robust, context-026
aware, and socially adept embodied decision-027
making capabilities for real-world scenarios.028

1 Introduction029

The advancement of MLLMs (Li et al., 2024a; Liu030

et al., 2024a; Bai et al., 2025; Park and Kim, 2023)031

marks a pivotal step toward creating embodied sys-032

tems that perceive, understand, and interact within033

complex human environments (Liu et al., 2024b;034

Xu et al., 2024). These models are promising for ap-035

plications ranging from nuanced assistive technolo-036

gies and collaborative robotics to autonomous sys-037

tems adept at navigating intricate social spaces (Ma038

et al., 2024). Yet, achieving this potential requires039

sophisticated reasoning and decision-making ca-040

pabilities that approximate human cognitive pro-041

cesses. It is particularly critical when confronting042

dynamic social interactions, practical constraints, 043

and ambiguous situations (Li et al., 2024c; Chen 044

et al., 2023; Hu and Shu, 2023). As such, system- 045

atically evaluating the capabilities of MLLMs in 046

these contexts becomes increasingly vital. 047

Recent benchmarks have assessed the decision- 048

making capabilities of MLLMs in areas such as em- 049

bodied planning (Chen et al., 2024b), safety aware- 050

ness (Zhou et al., 2024), and normative action selec- 051

tion (Hu et al., 2024; Rezaei et al., 2025). However, 052

these efforts often target isolated abilities or nar- 053

row skill dimensions, such as selecting a proper 054

action or generating a justification. In contrast, hu- 055

man decision-making is inherently integrative and 056

context-sensitive, relying on the dynamic interac- 057

tion between situation comprehension, contextual 058

reasoning, and social-cognitive inference that ex- 059

tend well beyond surface-level choices (Zsambok 060

and Klein, 2014). As a result, existing evaluations 061

are incomplete to answer whether MLLMs can 062

truly emulate the nuanced, adaptive, and socially 063

grounded reasoning required in human-centered 064

situations. This gap, hence, limits the safe and 065

effective deployment of models in the real world. 066

Viewing this gap, we study the task of embod- 067

ied decision-making in human-centered situations 068

(henceforth human-centered decision-making), 069

where MLLM-based agents must perceive com- 070

plex visual environments, engage in contextual 071

reasoning, and take actions that are appropriate 072

to the situation. We aim to address a critical 073

but under-explored question: Can MLLMs per- 074

form human-centered decision-making that reflects 075

the integrated cognitive processes humans use in 076

complex environments to make decisions aligned 077

with human expectations? To this end, we intro- 078

duce HRDBENCH, a novel benchmark to explicitly 079

evaluate Human-centered Reasoning and Decision- 080

making in MLLMs. Our motivation is drawn 081

from the theory of Naturalistic Decision-Making 082

(NDM) (Klein, 2017; Zsambok and Klein, 2014), 083
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Ability 1:
Foundational Situation

Comprehension

Ability 2:
Context-Driven 

Action Justification

Ability 3:
Reflective Reasoning

Visual Detail 
Recognition

Critical 
Information 

Identification

Social Role-Based 
Action Selection

Environment-
Constrained 

Action Selection

Behavioral 
Role Inference 

Situational 
Misinterpretation 

Analysis

Counterfactual and 
Norm Deviant 

Reasoning

Q1: Which statement about the 
photo is correct?

A: The woman is holding a bottle 
in her left hand 
B: The woman is drinking and 
driving (…)

Q2: What detail suggests
intervention is needed?

A: Check if the green bottle holds 
a substance like alcohol. 
B: Check if there are 
passengers in the car (…)

Q3. Which action is appropriate for the 
firefighter but not for the passerby? 

A: Call emergency services and 
secure a safety perimeter.
B: Enter the danger zone to 
rescue trapped passengers (…)

- Constraints: Emergency help is 15 minutes away. The fire is 
spreading, and another vehicle is 5 meters away …

Q4: What is the most suitable action based on 
the given scenario and resources?

B: Push the nearest vehicle, 
get the extinguisher, and wait for help (…)

A: Call emergency services, set a 20m 
safety zone, and monitor from a safe 
distance (…)

After blowing a whistle, the person deploys 
a rescue buoy and follows safety protocol 
to enter the water. 

Q5: Who is this individual most likely to be?

A:  A lifeguard on duty

B: A recreational swimmer 
preparing to leave (…)

A bystander panics, thinking a child is drowning, 
but it turns out the child was just play-acting 
with friends.

Q6: What most likely led the bystander to this 
incorrect conclusion?

A: The raised arm and low posture looked like 
distress
B: The bystander was emotionally primed 
by past experience. (…)

Q7: Why might an adult ignore a 
situation where a child seems to 
need help?

B: The adult noticed that the 
child’s parents are nearby and 
observing (…)

A: The adult assumes it's fine since 
no one else is reacting (…)

- Available Tools: Fire extinguisher (50m away), Rope, 
Smartphone (call/search) …

HRDBench

Figure 1: HRDBENCH evaluates human-centered decision-making by assessing models’ abilities to interpret visual situations,
justify actions under various constraints, and perform complex reflective reasoning.

which posits that effective decisions in real-world084

environments emerge from an iterative interplay of085

situation assessment, context-sensitive action selec-086

tion, and social-behavioral inference, often under087

uncertainty and constraints. HRDBENCH thus sys-088

tematically assesses MLLMs across interconnected089

layers of cognition involved in decision-making.090

As shown in Figure 1, HRDBENCH comprises091

1,113 real-world images depicting diverse human-092

centered situations, accompanied by a total of093

6,126 multiple-choice questions in spanning seven094

distinct types mapped to three capability dimen-095

sions: (1) Foundational Situation Comprehen-096

sion (Yatskar et al., 2016; Wang et al., 2025b): As-097

sesses a model’s ability to accurately perceive and098

interpret the situation by identifying fine-grained099

visual details and critical contextual information100

essential for understanding “what is happening.”101

(2) Context-Driven Action Justification (Lebiere102

and Anderson, 2011; Zhai et al., 2024): Evalu-103

ates whether a model can select appropriate actions104

under the constraints including both social role105

expectations and physical conditions—i.e., answer-106

ing “what to do” in a given scenario. (3) Reflective107

Reasoning (Connors and Rende, 2018; Turan et al.,108

2019): Captures higher-order reasoning critical for109

navigating complex and ambiguous situations. This110

includes inferring implicit roles, analyzing poten-111

tial misunderstandings, and performing counterin-112

tuitive or counterfactual reasoning (Qin et al., 2019;113

Zhao et al., 2023). These tasks test whether models114

can move beyond reactive responses (i.e., System 1115

of fast thinking) toward critical and flexible reason-116

ing (i.e., System 2 of slow thinking) necessary for 117

sophisticated decision-making (Kahneman, 2011). 118

By spanning this spectrum, from perceptual 119

understanding to action justification and higher- 120

order reasoning, HRDBENCH offers a holistic 121

framework for evaluating the depth and robust- 122

ness of model decision-making in realistic, human- 123

centered contexts. We further use HRDBENCH 124

to evaluate a suite of state-of-the-art commercial 125

and open-source MLLMs and LLMs, uncovering 126

distinct performance patterns across different cog- 127

nitive abilities. Our in-depth analysis shows that 128

incorporating targeted training and multi-step rea- 129

soning enhances model performance. We also iden- 130

tify common errors, offering insights into current 131

limitations and directions for future improvements. 132

To the best of our knowledge, HRDBENCH is 133

the first benchmark to systematically evaluate em- 134

bodied decision-making in human-centered situ- 135

ations. Our primary contributions are: (1) The 136

construction of a systematic, cognitively-grounded 137

benchmark for evaluating human-centered reason- 138

ing and decision-making; (2) Comprehensive exper- 139

imental evaluation of leading MLLMs and LLMs 140

using this benchmark; (3) In-depth analysis yield- 141

ing insights into model capabilities and limitations, 142

informing pathways for future improvements. 143

2 Related Work 144

Large Models as Agents for Decision Making. 145

Recent advances have demonstrated the applica- 146

bility of both LLMs and MLLMs to a wide range 147

of decision-making scenarios, due to their general 148
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Cognitive Ability Question Type Description

Foundational Situation
Comprehension

Q1: Visual Detail Recognition Tests ability to perceive and interpret subtle but critical visual
details in the scene.

Q2: Critical Information Identifica-
tion

Assesses recognition of key information that is crucial for accu-
rate situation understanding.

Context-Driven Action Jus-
tification

Q3: Social Role-Based Action Sec-
tion

Evaluates understanding of appropriate behaviors based on ex-
plicit social or professional roles.

Q4: Environment-Constrained Ac-
tion Selection

Tests practical action taking when faced with environmental or
physical limitations

Reflective Reasoning

Q5: Behavioral Role Inference Probes ability to infer implicit roles or expertise from observed
behaviors and situational dynamics.

Q6: Situational Misinterpretation
Analysis

Assesses understanding of how situations can be misinterpreted
due to cognitive biases or limited context.

Q7: Counterfactual and Norm-
Deviant Reasoning

Tests reasoning about behaviors that deviate from common ex-
pectations or norms.

Table 1: Overview of core cognitive abilities and corresponding question types in HRDBENCH. Each type targets a distinct
aspect of human-centered decision-making. Due to space limitation, we provide complete definitions and examples in Appendix B.

capabilities in perception, planning, and reason-149

ing (Team et al., 2023; Fu et al., 2024; Paolo et al.,150

2024). These models have been applied to various151

of domains such as autonomous driving (Xie et al.,152

2025), embodied task execution (Zhai et al., 2024;153

Li et al., 2024c), game playing (Wang et al., 2025a;154

Li et al., 2025), navigation (Yildirim et al., 2024),155

and interactive assistance (Zhao et al., 2024; Xie156

et al., 2024). Our work focuses on a challenging157

and impactful frontier: decision-making in human-158

centered situations, where models must navigate159

the complexities of human interactions and environ-160

ments (Hu et al., 2024; Chiu et al., 2024; Lee et al.,161

2025). In such settings, effective decision-making162

goes beyond functional task execution. It requires163

understanding nuanced social dynamics, interpret-164

ing implicit intentions, considering ethical implica-165

tions, and prioritizing human well-being and safety.166

These capabilities are critical for aligning AI be-167

havior with humans in real-world contexts.168

Evaluating Decision-Making of MLLMs. Prior169

work has primarily evaluated MLLMs on core com-170

petencies such as perception, understanding, and171

reasoning (Chen et al., 2024a; Li et al., 2024b; Ying172

et al., 2024). In the context of decision-making,173

evaluations have focused on specific application do-174

mains, including embodied task completion (Chen175

et al., 2024b; Yang et al., 2025), autonomous driv-176

ing (Xie et al., 2025), high-level task planning (Jin177

et al., 2023), and safety-aware reasoning (Zhou178

et al., 2024). However, decision-making in human-179

centered multimodal contexts remains significantly180

underexplored—despite its importance for building181

agents that align with human values and societal182

expectations. A closely related work is VIVA (Hu183

et al., 2024), which studies human-centered scenar-184

ios. Yet, existing benchmarks often focus on iso- 185

lated facets of decision-making, such as selecting 186

an action, while overlooking the broader cognitive 187

processes involved. In reality, decision-making is 188

a multi-step, context-rich process that integrates 189

comprehension, reasoning, ethical consideration, 190

and social understanding. To address this gap, our 191

work introduces a benchmark that offers a holistic 192

evaluation of MLLMs’ decision-making abilities 193

in complex, human-centered situations. It goes be- 194

yond simple action prediction to assess whether 195

models can engage in nuanced, socially aware, and 196

value-aligned reasoning. 197

3 HRDBENCH: Task Design and Data 198

Construction 199

3.1 Taxonomy and Task Design 200

The HRDBENCH framework is designed to evalu- 201

ate the multifaceted process of embodied (vision- 202

grounded) decision-making in human-centered sit- 203

uations. Drawing from principles of Naturalistic 204

Decision-Making, the benchmark systematically 205

assesses MLLMs across three interrelated cogni- 206

tive dimensions that reflect how humans make deci- 207

sions in real-world, uncertain, and socially dynamic 208

settings. As an overview, Table 1 summarizes the 209

cognitive framework and associated question types. 210

A. Foundational Situation Comprehension. This 211

dimension evaluates the model’s basic perceptual 212

and interpretive abilities, which are essential for 213

forming an accurate mental representation of the 214

scene. Concretely, two question types are designed 215

to assess this layer: Q1. Visual Detail Recognition, 216

which tests the model’s sensitivity to subtle but cru- 217

cial visual features, and Q2. Critical Information 218
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Identification, which probes whether the model can219

recognize missing or essential context necessary to220

fully understand the situation.221

B. Context-Driven Action Justification. This di-222

mension involves the model’s ability to justify and223

select appropriate actions to handle the perceived224

situation. Critically, it moves beyond purely visual225

interpretation by requiring the integration of cru-226

cial textual contextual information, such as explicit227

social roles or practical constraints, which are often228

not fully evident from the image alone. Real-world229

scenarios are seldom defined solely by what is vis-230

ible; instead, they are frequently shaped by a rich231

tapestry of non-visual factors including established232

rules, social expectations, resource limitations, or233

specific objectives. Many existing benchmarks,234

however, tend to underemphasize this integration235

and often focus on reasoning from visual input in236

relative isolation. HRDBench addresses this by237

specifically assessing how well models can tailor238

their action-oriented judgments when faced with239

explicit social cues and physical constraints. This240

is specifically evaluated by: Q3. Social Role-Based241

Action Section, which tests whether the model un-242

derstands behavioral appropriateness given defined243

social or professional roles; and Q4. Environment-244

Constrained Action Selection to assess whether the245

model can identify viable actions under environ-246

mental, physical, or resource limitations.247

C. Reflective Analysis. This dimension captures248

higher-order, deliberative reasoning akin to Sys-249

tem 2 processes (Kahneman, 2011), necessary for250

navigating ambiguous or complex social situations.251

This mirrors the human capacity for reflection, con-252

sidering underlying intentions, and navigating sit-253

uations where information is ambiguous or behav-254

ior deviates from simple expectations. It includes:255

Q5: Behavioral Role Inference, which evaluates256

the ability to infer latent roles, expertise, or in-257

tentions based on actions and contextual signals,258

Q6: Situational Misinterpretation Analysis, which259

tests the ability to recognize how and why certain260

scenarios might be misinterpreted due to limited in-261

formation or differing perspectives, and Q7: Coun-262

terfactual and Norm-Deviant Reasoning, which263

examines reasoning about unexpected behaviors or264

consider alternative possibilities—vital for robust265

understanding and adaptive decision-making.266

In summary, this multi-faceted structure dis-267

cussed above enables granular insights into where268

current models succeed or fall short. The detailed269

Phase 1: Phase2: Verification
& Quality CheckQuestion Annotation

Brainstorm

Humam Annotation
Foundational Situation 
Comprehension
Context-Driven Action 
Justification

Annotated Questions

Images from 
VIVA 1

Annotating Data
Annotators label  

the data accordingly

Cross Check

Sample Check

Final Data

Reflective Reasoning

Cross Verification

- Refinement
- Bias Reduction
- Quality Check

Final Data

Imagery Situation
+ Questions

Figure 2: Pipeline of data construction.

descriptions and examples of each question type are 270

provided in Appendix B. By decomposing decision- 271

making into these core components, HRDBENCH 272

provides a comprehensive assessment of MLLMs’ 273

capabilities in human-centered scenarios. 274

3.2 Data Construction 275

The development of HRDBENCH follows a rigor- 276

ous, multi-stage pipeline designed to ensure high- 277

quality, diverse, and challenging data. We utilize 278

images sourced from the VIVA dataset (Hu et al., 279

2024), chosen for their rich depictions of human- 280

centered situations. The images spin diverse real- 281

world situations such as child safety, assistance 282

of others, emergent situations, etc. We formalize 283

all questions in HRDBENCH as multiple-choice 284

questions (MCQs), enabling a straightforward eval- 285

uation with accuracy. Our annotation process, illus- 286

trated in Figure 2, involves a team of 20 trained in- 287

house annotators and comprises two main phases: 288

Phase 1: Question Annotation. This phase cen- 289

ters on the conceptualization and annotation of 290

questions for each image using a human-AI collab- 291

orative workflow. Such a collaboration strategy has 292

been shown to effectivly reduce annotation costs 293

and improve efficiency (Tian et al., 2023; Zhou 294

et al., 2024). Concretely, we initiate the process 295

with GPT-assisted ideation to generate diverse can- 296

didate questions for each visual scenario. Human 297

annotators then critically review, revise, and anno- 298

tate these questions to ensure alignment with the 299

intended question type. A central component of 300

this process is the manual design of high-quality 301

distractor options, intended to challenge models 302

by requiring nuanced, context-sensitive reasoning 303

rather than superficial pattern recognition. In cases 304

where a visual situation does not support the full 305

range of 7 question types, annotators craft only the 306

question types appropriate to the scenario, ensuring 307

relevance and quality across the dataset. 308
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Type Model
Situation Comprehension Context-Driven Action Justif. Reflective Reasoning

Avg.
Q1 Q2 Avg. Q3 Q4 Avg. Q5 Q6 Q7 Avg.

Commercial MLLMs

GPT-4.1 72.69 77.63 75.16 81.46 76.35 78.91 85.39 86.85 83.37 85.20 79.76
GPT-4o 63.75 74.98 69.37 76.59 76.15 76.37 81.91 85.11 79.51 82.18 75.97
Gemini-2.0-flash 73.47 74.09 73.78 76.40 70.36 73.38 81.81 80.08 78.09 79.99 75.72
Claude-3.5-Sonnet 67.25 67.52 67.39 76.59 70.46 73.53 72.27 68.86 63.89 68.34 69.75

Open-sourced MLLMs

Qwen2.5-VL-72B 74.34 76.35 75.35 78.84 74.45 76.65 85.39 83.95 78.90 82.75 78.25
Qwen2.5-VL-32B 73.47 72.72 73.10 70.34 72.16 71.25 83.50 76.40 68.36 76.09 73.48
InternVL3-14B 70.17 72.72 71.45 69.57 71.16 70.37 79.52 71.76 66.13 72.47 71.43
LLaVA-1.6-13B 50.83 60.84 55.84 36.80 59.38 48.09 76.24 51.26 49.49 59.00 54.31
Pixtral-12B 61.03 69.58 65.31 41.10 67.56 54.33 80.91 66.15 56.39 67.82 62.49
Llama3.2-Vision-11B 42.37 62.02 52.20 48.22 63.27 55.75 73.66 58.41 53.75 61.94 56.63
Qwen2.5-VL-7B 62.25 64.08 63.17 29.21 66.37 47.79 72.66 53.35 51.93 59.31 56.76
LLaVA-OneVision-7B 56.66 56.53 56.60 28.37 62.48 45.43 72.86 41.78 39.15 51.26 51.09
LLaVA-1.6-7B 33.92 49.56 41.74 29.03 55.89 42.46 67.20 35.20 40.97 47.79 44.00

LLMs

GPT4-Turbo - - - 76.69 72.46 74.58 82.70 76.21 71.40 76.77 75.67
DeepSeek-R1 - - - 73.22 71.96 72.59 82.80 75.05 69.78 75.88 74.24
Qwen-2.5-32B - - - 67.79 73.35 70.57 83.50 80.85 66.73 77.03 73.80
Llama3.1-8B - - - 29.12 63.57 46.35 70.58 54.74 53.96 59.76 53.05

Table 2: Model Accuracy (%) on HRDBENCH. We evaluate both commercial and open-source MLLMs, as well as LLMs
by providing captions in place of the images to assess their reasoning capabilities. LLMs are not evaluated on Situation
Comprehension tasks, which inherently require visual input. The highest scores are bolded, and second highest are underlined.

Phase 2: Verification and Quality Check. To309

ensure dataset quality and minimize bias, we im-310

plement a robust cross-verification process. Each311

annotated instance is independently reviewed by a312

second annotator. This review helps identify am-313

biguity, potential bias, or unclear phrasing. Any314

flagged items are subject to a consensus-based reso-315

lution process involving additional annotators. Nec-316

essary revisions are made to improve clarity, an-317

swer validity, and alignment with the intended cog-318

nitive skill. After this process, to further ensure319

quality, a senior group of three annotators conducts320

a random audit of 30% of the dataset, assessing321

overall consistency and quality.322

Data Statistics and Summary. The final HRD-323

BENCH includes 1,113 unique image-based scenar-324

ios, each paired with up to seven distinct MCQs,325

corresponding to the core cognitive dimensions. In326

total, the dataset comprises 6,126 question-answer327

pairs. More data statistics are in Appendix A.328

Oveall, HRDBENCH offers a challenging329

testbed for evaluating the decision-making capabil-330

ities of MLLMs in complex, human-centered situa-331

tions. Grounded in cognitive theory and supported332

by a robust annotation and verification pipeline,333

HRDBENCH advances beyond surface-level un-334

derstanding and probes deeper aspects of human-335

centered decision making. It serves as a valuable336

resource for the development and evaluation of so-337

cially intelligent AI systems.338

4 Experiments and Results339

4.1 Experimental Setup340

Models. We conducted a comprehensive eval-341

uation across a diverse set of MLLMs. These342

models are categorized as follows: (1) Com- 343

mercial MLLMs which are accessible only via 344

API, including GPT-4.1, GPT-4o (Hurst et al., 345

2024), Gemini-2.0-flash (gem, 2024), and Claude- 346

3.5-Sonnet (Anthropic, 2024); (2) Open-Sourced 347

MLLMs, including: Qwen2.5-VL (Team, 2025), 348

InternVL3 (Chen et al., 2024c), Pixtral (Agrawal 349

et al., 2024), Llama3.2-Vision (Meta), LLaVA- 350

OneVision (Li et al., 2024a) and LLaVA-1.6 (Liu 351

et al., 2024a). To understand reasoning capabil- 352

ities independent of direct visual processing, we 353

also evaluate (3) LLMs, including GPT4-Turbo, 354

DeepSeek-R1 (Guo et al., 2025), Qwen-2.5-32B, 355

and Llama3.1-8B (Grattafiori et al., 2024). For 356

LLMs, visual situation are replaced with textual 357

captions, and they are not evaluated on Situation 358

Comprehension tasks, which inherently require di- 359

rect visual input. More implementation details are 360

in Appendix C. 361

4.2 Overall Model Performance 362

The main results are presented in Table 2. First, 363

commercial MLLMs demonstrate superior per- 364

formance across the benchmark. For example, 365

GPT-4.1 achieves the highest overall accuracy at 366

79.76%. Other commercial models, such as GPT- 367

4o and Gemini-2.0-flash, also perform well, though 368

with slightly lower accuracy. Meanwhile, among 369

open-source models, Qwen2.5-VL-72B stands out, 370

achieving 78.25%—closely trailing GPT-4.1 and 371

even surpassing some commercial competitors. 372

This positions it as a competitive alternative. 373

Moreover, the results reveal a clear correla- 374

tion between model scale and accuracy. Among 375

Qwen2.5 variants, for instance, performance scales 376

directly with parameter count. Similarly, LLaVA- 377
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1.6-13B substantially outperforms its 7B counter-378

part. This performance gap is likely attributable379

to the fact that larger models possess enhanced ca-380

pabilities in fine-grained visual understanding and381

complex reasoning, both of which are critical for382

effective situational decision making.383

In addition, text-based LLMs demonstrate strong384

reasoning capabilities on reasoning-centric tasks385

(Q3–Q7) when provided with textual descriptions386

of scenarios. For example, GPT-4 Turbo achieves a387

score of 75.67% on these tasks, performing compa-388

rably to the top MLLMs. This highlights the impor-389

tance of language-based abstract reasoning as a key390

component of decision-making. Notably, the com-391

parable or occasionally superior performance of392

LLMs relative to similarly scaled MLLMs suggests393

that MLLMs may still encounter limitations in vi-394

sual perception that affect their decision-making.395

4.3 Performance Across Cognitive Abilities396

We also analyze performance across the three core397

cognitive abilities to offer deeper insights into spe-398

cific model strengths and weaknesses.399

Foundational Situation Comprehension involves400

accessing fine-grained visual details and identify-401

ing key information. An interesting observation is402

that all models achieve an average accuracy below403

80%. These findings suggest that while MLLMs404

may capture the overall context of a situation, they405

often struggle to identify nuanced details or infor-406

mation. However, such fine-grained perception re-407

mains essential for reliably understanding complex408

situations and making informed decisions.409

Context-Driven Action Justification. Model per-410

formance reveals notable divergences: On Q3411

(action selection under social constraints), top-412

performing MLLMs such as GPT-4.1 achieve high413

accuracy (81.46%), whereas smaller open-source414

models like LLaVA-OneVision-7B perform poorly415

(28.37%). In contrast, Q4 (action selection under416

physical constraints) shows more consistent per-417

formance among all models, with less variance418

compared to socially driven reasoning. These re-419

sults suggest that while many models possess a gen-420

eral—though still improvable—capacity for phys-421

ical reasoning, social reasoning remains a signif-422

icant challenge, particularly for smaller models,423

which struggle to make contextually appropriate424

decisions under social constraints.425

Reflective Reasoning probes the advanced capa-426

bilities including inferring implicit roles (Q5), ana-427
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Figure 3: Performance comparison of Qwen2.5-VL-3B model
and its SFT version on HRDBENCH across Q1-Q7. Results
are shown for two data split strategies: (Top) Image-based
split, where test images are a random subset of all images.
(Bottom) Category-based split, where test images belong to
situational categories entirely unseen during training.

lyzing potential misinterpretations (Q6), and en- 428

gaging in counterfactual reasoning (Q7). Top- 429

performing models demonstrate remarkably strong 430

results on these complex tasks. GPT-4.1, for in- 431

stance, achieves an average accuracy of 85.20% 432

across all reflective reasoning tasks, with particu- 433

larly high performance on Q6 (86.85%). Qwen2.5- 434

VL-72B follows closely with an average of 82.75%. 435

These results highlights the sophisticated reasoning 436

abilities of large-scale models. 437

However, while leading models excel, smaller 438

models struggle considerably. For example, 439

LLaVA-1.6-7B scores only 35.20% on Q6 and 440

40.97% on Q7. This disparity underscores that 441

the ability to consistently interpret ambiguous so- 442

cial scenarios and reason about subtle human be- 443

havior remains a key differentiator. Interestingly, 444

Q5 (implicit role inference) shows relatively high 445

performance across most models, suggesting that 446

basic role recognition may be more tractable than 447

the deeper social-cognitive reasoning (Q6 and Q7). 448

5 Analysis and Discussions 449

5.1 Effects of Model Fine-Tuning 450

To investigate the potential improvements through 451

model training, we conduct supervised fine-tuning 452

(SFT) on Qwen2.5-VL-3B. We adopt two data split- 453

ting strategies on HRDBENCH: (1) Image-based 454

split, where 75% of the images and associated ques- 455

tions are randomly selected for training, with the 456

remaining 25% used for testing; and (2) Category- 457

based split, where images are categorized into dis- 458

tinct situational domains, and the data is split based 459

on these categories. The details are in Appendix C. 460

As shown in Figure 3, for image-based split, SFT 461

leads to substantial improvements. Notably, accu- 462
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Model Q3 Acc. (%) Q4 Acc. (%)
GPT-4o 76.59 76.15

w/ Consequence 79.96 (↑) 77.05 (↑)
w/ CoT Reason 80.06 (↑) 75.85 (↓)

Qwen2.5-VL-7B 29.21 66.37
w/ Consequence 28.65 (↓) 57.39 (↓)
w/ CoT Reason 34.83 (↑) 57.49 (↓)

Table 3: Model performance on Context-Driven Action Justi-
fication Tasks (Q3 & Q4) with the incorporation of potential
consequence inference and CoT reasoning.

racy on Q3 (Social Role-Based Action Selection)463

increases dramatically, indicating that fine-tuning464

effectively enables the model to incorporate social465

role considerations into its decision-making. Sig-466

nificant improvements are also observed in other467

question types, highlighting the effectiveness of468

SFT in enhancing decision making when the test469

scenarios are close to those seen during training.470

In contrast, the category-based split poses a471

stricter test of generalization. While the overall472

performance gains are more modest compared to473

the image-based split, SFT surprisingly leads to474

a notable improvement—particularly on Q3. Our475

in-depth analysis indicates that the original mod-476

els tend to favor safe and broadly acceptable re-477

sponses, which often overlook role-specific con-478

straints. Fine-tuning helps the model better align479

its decisions with these constraints. 1 Nonetheless,480

generalization remains more challenging for tasks481

such as visual detail recognition (Q1) and reflective482

reasoning (Q6 and Q7). This may be attributed to483

the fact that these tasks demand core capabilities484

of fine-grained visual perception and complex rea-485

soning, which are inherently more difficult to learn486

and transfer across novel situational domains.487

5.2 Action Selection via Multi-Step Reasoning488

To investigate potential performance improvements489

in direct action-taking, we explore multi-step rea-490

soning methods on the Context-Driven Action Jus-491

tification questions (Q3 and Q4). Inspired by hu-492

man decision-making processes, we propose two493

strategies simulating both backforce and forward494

thinking: (1) Consequence Prediction: The model495

first predicts potential outcomes for each action496

candidate, and then selects the most appropriate497

action with the incorporation of the predicted con-498

sequences; (2) Chain-of-Thought (CoT) Reasoning:499

The model performs intermediate reasoning to ana-500

lyze the situation and candidate actions before mak-501

ing a final decision, mimicking human analytical502

thinking. We adopt two base models: GPT-4o and503

1Further discussions are provided in Appendix D.

Qwen2.5-VL-7B. Results are presented in Table 3. 504

Our findings show that consequence prediction 505

leads to notable performance gains for GPT-4o, 506

suggesting that decoupling outcome inference from 507

action selection helps compensate for the model’s 508

limited ability to implicitly reason about world dy- 509

namics. In contrast, this method does not improve 510

performance for Qwen2.5-VL-7B. Manual inspec- 511

tion reveals that this is likely due to the smaller 512

model’s difficulty in accurately forecasting out- 513

comes, reflecting limited capacity for modeling 514

complex situational dynamics and world state tran- 515

sition. This result is consistent with prior work (Xi- 516

ang et al., 2024; Hu et al., 2024), reinforcing the 517

importance of model scale and structured reasoning 518

support in action-oriented decision-making tasks. 519

For CoT reasoning, we observe consistent per- 520

formance improvements on Q3 for both models, 521

but no notable gains on Q4. Our analysis of the 522

generated reasoning chains reveals that explicit rea- 523

soning helps models more effectively incorporate 524

role-specific information in Q3, enabling them to 525

eliminate actions that may appear plausible but are 526

contextually inappropriate given the assigned role. 527

However, Q4 scenarios often involve more intri- 528

cate physical constraints—such as spatial-temporal 529

dependencies or limited tool availability—which 530

demand precise and context-sensitive reasoning. 531

In these cases, the models’ reasoning chains fre- 532

quently omit critical details or propagate early- 533

stage errors, leading to suboptimal decisions. This 534

underscores the need for future research focused on 535

improving the robustness of model-generated rea- 536

soning in complex, constraint-heavy environments. 537

5.3 Performance Across Situation Categories 538

To gain a more granular understanding of model 539

capabilities, we analyzed performance across dif- 540

ferent situational categories for each of the three 541

core cognitive abilities. As shown in Figure 4, we 542

report average scores for the question types corre- 543

sponding to each ability. 544

First, Foundational situation comprehension 545

shows a general trend: larger models tend to per- 546

form better and more consistently across categories 547

than smaller ones. This suggests that increased 548

model scale contributes to a more robust grasp 549

of situational context. Categories with clear and 550

salient visual cues (e.g., Emergent Situation and 551

Illegal Behavior) tend to be more effectively under- 552

stood by top-performing models. In contrast, cate- 553

gories involving more subtle or mundane contexts, 554
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Ability 1: Foundational Situation Comprehension

Ability 2: Context-Driven Action Justification

Ability 3: Reflective Reasoning

Figure 4: Model performance for each core cognitive ability
across different situational categories.

like Everyday Living Assistance, pose greater chal-555

lenges even for larger models. This highlights the556

difficulty models face in consistently identifying557

nuanced visual details in commonplace scenarios.558

Second, Context-driven action justification re-559

veals relatively strong model performance in cate-560

gories governed by explicit societal norms, such as561

Dangerous/Risky and Uncivilized Behaviors. How-562

ever, situations that require interpreting complex563

human needs or subtle social cues—such as Vulner-564

able Group Support—remain difficult, especially565

for smaller models. This suggests that while mod-566

els may achieve adequate foundational comprehen-567

sion in such cases, they still struggle to translate568

that understanding into proper action selection.569

Finally, Reflective reasoning exhibits the clear-570

est gap between model capabilities. Larger models,571

such as GPT-4.1, outperform smaller ones with572

consistently high performance across all categories.573

Scenarios such as Assistance of People in Distress574

that require deep social reasoning—understanding575

intentions, anticipating misinterpretations, or con-576

sidering counterfactuals—remain particularly chal-577

lenging. This underscores current limitations in the578

depth of social-cognitive reasoning necessary for579

human-like understanding.580

5.4 Common Error Analysis581

Our in-depth analysis of model performance on582

HRDBENCH reveals several common error pat-583

terns, as illustrated in Figure 5. These highlight584

key challenges that current MLLMs face across dif-585

ferent layers of human-centered decision-making.586

First, in Situation Comprehension tasks, models587

often struggle with fine-grained visual perception.588

For Q1, many errors stem from misidentifying sub-589

tle details or misinterpreting spatial relationships590

critical to the scene. For Q2, models frequently fail591

to recognize or prioritize key features necessary592

for grasping the implications or risks of a situation.593

These issues suggest the need for stronger visual594

Detail Misinterpretation

Spatial Misinterpretation

Critical Information 
Oversight 

Constraint Neglect

"Safe Choice" 
Bias

Superficial & Context-
Independent Reasoning

Role Inference 
Authority Bias

Figure 5: Common model errors by question type. Concrete
examples of each error are presented in Appendix E.

understanding of MLLMs. 595

Second, in Action Justification tasks (Q3 and 596

Q4), models often ignore social and physical con- 597

straints from the questions. Instead of reasoning 598

through these constraints, models tend to select 599

"safe" or generic actions that are broadly plausible 600

but misaligned with the situational demands. This 601

suggests the challenge in integrating diverse con- 602

textual information into action-oriented reasoning. 603

Finally, in Reflective Reasoning tasks, models 604

suffer from overgeneralization and biased inference. 605

For Q5 (Behavioral Role Inference), models often 606

over-attribute professional or authoritative roles, in- 607

dicating possible prior biases rather than careful in- 608

terpretation of behavioral evidence. In Q6 and Q7, 609

which require counterfactual or misinterpretation- 610

aware reasoning, models frequently produce re- 611

sponses that are too general or disconnected from 612

the specific visual scenario. These indicate a lack 613

of grounded, context-sensitive reflection required 614

for nuanced social reasoning. 615

Overall, these error patterns reveal critical limi- 616

tations in current MLLMs’ ability to emulate the in- 617

tegrated, context-aware cognitive processes that un- 618

derpin human decision-making. Addressing these 619

challenges is essential for developing models that 620

are not only perceptually competent but also so- 621

cially and situationally intelligent. 622

6 Conclusion 623

We introduce HRDBENCH, a benchmark for eval- 624

uating the human-centered reasoning and decision- 625

making of MLLMs. HRDBENCH assesses models 626

across three key cognitive dimensions—situation 627

comprehension, context-sensitive action justifica- 628

tion, and reflective reasoning. The experiments and 629

analyses show that current MLLMs still face chal- 630

lenges in navigating complex, socially grounded 631

scenarios. By offering a comprehensive evaluation, 632

HRDBENCH aims to support the development of 633

more robust and socially aligned AI systems. 634
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Limitations635

While HRDBENCH provides a systematic and636

cognitively-grounded framework for evaluating637

multi-faceted decision-making in MLLMs, we rec-638

ognize several limitations that can further enrich639

the assessment of these complex capabilities.640

First, the current iteration of HRDBENCH pri-641

marily utilizes static images paired with textual642

context to represent human situations. While this643

allows for controlled evaluation of reasoning based644

on rich, multi-modal snapshots, future work could645

explore the incorporation of dynamic representa-646

tions. Extending the benchmark to include short647

video clips or sequences of images would enable648

the assessment of decision-making in evolving sce-649

narios, where understanding changes over time650

and predicting future states becomes crucial. This651

would allow for a deeper probe into how models652

adapt their reasoning and action justification as sit-653

uations unfold.654

Second, the evaluation in HRDBENCH is based655

on a multiple-choice question format, which as-656

sesses the model’s ability to select the most appro-657

priate option. However, more interactive evaluation658

paradigms might be important for decision making.659

This could involve creating simulated environments660

where the MLLM’s chosen actions directly influ-661

ence the subsequent state of the scenario, requiring662

models to engage in more dynamic, closed-loop663

decision-making processes and to learn from the664

consequences of their choices.665

Third, while our scenarios aim for a degree of666

realism, the complexity of human social interaction667

is vast. Future iterations could broaden the scope668

and diversity of scenarios to include an even wider669

range of cultural contexts, social norms, and eth-670

ical dilemmas. Exploring how MLLMs navigate671

decision-making when faced with conflicting cul-672

tural values or deeply ambiguous ethical choices673

represents a significant and challenging frontier.674

Ethics Statement675

Images and Copyright. The images used in our676

benchmark are sourced from publicly available677

datasets from previous work, specifically the VIVA678

benchmark (Hu et al., 2024). We have utilized679

these images as provided and have not undertaken680

any modifications to the visual content itself, re-681

specting the original context and licensing under682

which they are made available.683

Annotations. Our annotation process involves 20 684

in-house annotators, all of whom are university 685

students majoring in computer science or related 686

fields. The annotators are proficient English speak- 687

ers based in English-speaking regions. Prior to the 688

main annotation task, we conduct a training session 689

and a trial annotation phase to ensure that all par- 690

ticipants fully understand the task. Annotators are 691

fairly and ethically compensated at a rate of $12 692

per hour. The data collection process is carried out 693

under the guidelines of the organization’s ethics 694

review system, ensuring that the project aligns with 695

principles of social responsibility and positive soci- 696

etal impact. 697

Potential Bias of Dataset. We acknowledge that 698

the process of data annotation, even with rigorous 699

multi-stage verification, may inherently contain bi- 700

ases introduced by annotators. While our diverse 701

team of annotators and cross-verification proce- 702

dures are designed to minimize such biases, there 703

might still be potential bias of the formulation of 704

questions, the selection of correct answers, or the 705

design of distractor options. We encourage users 706

of HRDBENCH to be mindful of this potential and 707

to consider these aspects when interpreting model 708

performance. 709

Data Usage and Objectives. It is crucial to empha- 710

size that the purpose of HRDBENCH is to evaluate 711

and understand the current capabilities and limi- 712

tations of MLLMs in human-centered reasoning 713

and decision-making. The scenarios and "correct" 714

answers within the benchmark reflect plausible in- 715

terpretations or contextually appropriate actions 716

based on the information provided, but they are not 717

intended to dictate universal guidelines or to serve 718

as definitive models for all human behavior in all 719

situations. The benchmark aims to foster research 720

and development towards more socially aware AI, 721

not to prescribe specific moral conduct. 722
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A Additional Details of HRDBENCH968

Table 4 presents detailed statistics for each question969

type. All questions in HRDBENCH are formatted970

as multiple-choice questions (MCQs), each consist-971

ing of a visual scenario, a corresponding textual972

question, and several answer options. Certain ques-973

tion types—namely Q4, Q5, and Q7—tend to fea-974

ture longer question texts, reflecting their increased975

contextual complexity to represent the real-world976

situations and reasoning demands. The situation977

images are sourced from the VIVA benchmark (Hu978

et al., 2024), with unsuitable instances carefully fil-979

tered out during question generation. Furthermore,980

not all situations are applicable to every question981

type, resulting in slight variations in the number of982

examples per type.983

We will release our annotated benchmark and984

code to support future research. Data samples are985

also uploaded with our submission for reference.986

B Detailed Question Typology for987

HRDBENCH988

This appendix provides detailed descriptions of989

the seven distinct question types in HRDBENCH.990

Each type is designed to probe a specific facet of991

human-centered reasoning and decision-making,992

aligned with one of the three core cognitive abilities993

outlined in the main paper. The concrete examples994

of each question type is shown in Figure 6.995

B.1 Foundational Situation Comprehension996

This category evaluates whether MLLMs can accu-997

rately comprehend situations by assessing both vi-998

sual detail recognition and identification of critical999

Question Total Number Length

Q1 1,027 20.91
Q2 1,017 28.92
Q3 1,066 69.90
Q4 1,001 95.38
Q5 1,004 110.08
Q6 519 29.88
Q7 492 167.43

Table 4: Data Statistics of each question type. Length denotes
the average number of words from the question.

contextual information. It comprises two question 1000

types: Q1 and Q2. 1001

Q1: Visual Detail Recognition. The objective of 1002

this question type is to target precise visual percep- 1003

tion, attention to detail, and the understanding of 1004

specific object attributes or precise spatial relation- 1005

ships within the image. The motivation behind this 1006

is that many real-world decisions hinge on notic- 1007

ing subtle but critical details, and this task assesses 1008

whether the MLLM can move beyond coarse object 1009

recognition to identify such nuances. For example, 1010

given an image of a man riding a bicycle with a 1011

child on his shoulders, the question asks to identify 1012

an incorrect statement about fine-grained details, 1013

such as the child’s specific hand placement (e.g., 1014

"The child’s left hand is holding onto the man’s 1015

head for balance," which might be the incorrect de- 1016

tail to identify). Such nuances are often critical for 1017

accurately understanding a scenario and making 1018

informed decisions. 1019

Q2: Critical Information Identification. This 1020

question type assesses the model’s ability to rec- 1021

ognize salient information necessary for a full un- 1022

derstanding of the situation and its potential risks 1023

or implications. The aim is to evaluate whether 1024

the MLLM can identify which pieces of informa- 1025

tion—whether present in the image or implied as 1026

missing—are most pivotal. For instance, in an im- 1027

age of a person driving while drinking from a bottle, 1028

the question may ask which detail is most critical to 1029

assess road safety risks (e.g., “Confirm whether the 1030

liquid in the bottle is alcoholic or non-alcoholic”). 1031

B.2 Context-Driven Action Justification 1032

Tasks under this category are motivated by the need 1033

for MLLMs to reason about appropriate actions 1034

or judgments within specific, often constrained, 1035

contexts. These constraints can be social—such 1036

as role- or profession-based expectations (Q3)—or 1037

physical, involving spatio-temporal limitations or 1038
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Based on the given image, which of the following statements about 
the woman’s movements and interaction with the environment is 
incorrect?

A. The woman is using her right hand to throw rubbish.
B. The woman is taking her left hand off the wheel.
C. The woman faces the window, staring at the rubbish she throws.
D. The car the woman is driving has a sticker on the windshield.

What key information is most critical to determine if the 
person’s behaviour in the car requires immediate intervention?

A. Check if the green bottle contains a substance like alcohol.
B. Determine if the car is moving or parked.
C. See if there are passengers who might be affected.
D. Evaluate if traffic or road conditions increase the risk.

Which action is appropriate for the firefighter but not for the passerby?

A. Use fire extinguishers to put out the fire.
B. Call emergency services and secure the area.
C. Enter the danger zone to rescue trapped passengers
D. Record the scene from a safe distance for evidence.

Constraints
- A person is in danger on ice; estimated survival time: 10 minutes
- Emergency services will take ~15 minutes to arrive
- You are onshore, you must act immediately to help

Available Tools
- Rope (15m): Can be thrown, but may not fully reach
- Blanket: Can keep the person warm after rescue
- Phone: Can call emergency services, but help comes too late (…)

Given the available tools and constraints, what is the most appropriate action to take immediately?

A. Call for help, then wait with the blanket for 
responders to arrive.

Who is the man who helped the driver most likely to be?

A man in gloves checks the injured driver, instructs someone to call for 
help, and retrieves a first aid kit from his car.

A bystander panics, thinking a child is drowning, but it turns out the 
child was just play-acting with friends.

A. Training triggered a quick reaction to the raised arm and tense 
look. 
B. The boy’s position made the scene look more dangerous.
C. Others didn’t react, reinforcing the sense of danger.
D. The lifeguard misread the gesture without context.

A passerby sees a woman in pain but doesn’t help. What is the most 
likely reason?

A. Sees that emergency vehicles and responders have arrived 
and believes there's no need to intervene further.
B. Thinks she might be faking it for attention or money.
C. Sees it as a minor issue and no real danger.
D. Too distracted by their own concerns to notice fully.

D. Enter the icy water to attempt a direct 
rescue, risking collapse(…)

B. Use the wooden plank to spread weight and 
approach the person.

C. Stay on stable ice and use the rope to pull 
the person to safety.

A. An off-duty firefighter with emergency experience and supplies.
B. A trained paramedic, shown by his gloves and first aid actions.
C. A helpful bystander with supplies, acting out of goodwill.
D. A relative of the injured, responding urgently with his own gear.

What likely caused the lifeguard’s misunderstanding?

Q2: Critical Information IdentificationQ1: Visual Detail Recognition

Q3: Social Role-Based Action Selection Q3: Environment-Constrained Action Selection

Q5: Behavioral Role Inference

Q6: Situational Misinterpretation Analysis

Q7: Counterfactual and Norm Deviant Reasoning

Figure 6: Example questions of each type.

tool availability (Q4).1039

Q3: Social Role-Based Action Selection. The1040

objective of this task is to probe the understand-1041

ing of social norms, role-specific responsibilities,1042

and contextually appropriate behaviors based on1043

explicit or common-sense social/professional roles.1044

Since human interactions are heavily guided by1045

roles, this question assesses if the MLLM can dif-1046

ferentiate appropriate or expected actions based on1047

such roles. For example, when observing a person1048

drowning, jumping into the water may be an ex-1049

pected response for a professional rescuer, but it1050

could be inappropriate or unsafe for an ordinary1051

bystander. The model is tasked with recognizing1052

such distinctions.1053

Q4: Environment-Constrained Action Selection.1054

This question type focuses on practical reasoning,1055

problem-solving under limitations such as time,1056

tool availability, or environmental conditions, and1057

evaluating trade-offs between different courses of1058

action. The motivation is that real-world decisions1059

are rarely made in ideal conditions, so this task1060

challenges the MLLM to select the most viable1061

action when faced with practical constraints. For1062

instance, given an image of a car accident with1063

an injured person, the question describes multiple1064

constraints (injury severity, expected traffic, ambu-1065

lance arrival time, phone signal, vehicle damage,1066

available tools, bystander help) and asks for the1067

best course of action under such conditions. 1068

B.3 Reflective Reasoning 1069

This level targets higher-order reasoning abilities 1070

essential for interpreting complex, ambiguous, or 1071

nuanced social situations. It focuses on infer- 1072

ring implicit roles, identifying misinterpretations, 1073

and reasoning about deviations from social norms. 1074

These tasks assess whether models can move be- 1075

yond reactive, intuitive judgments (i.e., fast think- 1076

ing) toward more deliberate, reflective reasoning 1077

(i.e., slow thinking) that underpins sophisticated, 1078

context-sensitive decision-making. 1079

Q5: Behavioral Role Inference. This question 1080

type targets the ability to infer implicit social roles, 1081

expertise, or intentions from observed actions and 1082

behaviors within a specific context. The motivation 1083

is that humans often infer roles or characteristics 1084

from how individuals act, and this task evaluates 1085

the MLLM’s ability to make such inferences. 1086

Q6: Situational Misinterpretation Analysis. The 1087

objective of this task is to assess the model’s un- 1088

derstanding of cognitive biases, perspective-taking, 1089

and the tendency for visual information alone to 1090

be misleading or result in incorrect initial judg- 1091

ments. Social situations are often ambiguous, and 1092

first impressions can be inaccurate. This question 1093

type evaluates whether the MLLM can analyze 1094

the underlying reasons for such misinterpretations, 1095
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particularly when additional context or clarifying1096

information is provided.1097

Q7: Counterfactual and Norm-Deviant Reason-1098

ing. This task is designed to assess the ability to1099

explain behaviors that deviate from common ex-1100

pectations or norms and to reason about why an1101

expected action might not occur in a given social1102

context, especially when intervention or help might1103

seem warranted. The motivation is to probe a so-1104

phisticated level of social intelligence, requiring1105

consideration of less obvious factors or unstated1106

motivations.1107

C Experimental Details1108

Our experimental evaluation of HRDBench en-1109

compasses a diverse range of MLLMs and LLMs,1110

including both commercial and open-source im-1111

plementations. This comprehensive selection al-1112

lows us to benchmark the current state of human-1113

centered decision-making capabilities across the1114

AI landscape.1115

For commercial models, we include GPT-4.1 2,1116

GPT-4o 3, Claude-3.5-Sonnet 4 and Gemini-2.0-1117

Flash. For LLM setting, we include GPT4-Turbo 51118

and DeepSeek-R1. We also incorporate open-1119

source alternatives to assess the capabilities of pub-1120

licly available MLLMs. For LLaVA-1.6, we use the1121

variant of llava-v1.6-mistral-7b-hf and llava-v1.6-1122

vicuna-13b-hf from HuggingFace. For Llama3.1-1123

8B, we use the instruct version.1124

All commercial models are accessed through1125

their respective APIs using default parameter set-1126

tings. For open-source models, we implement in-1127

ference using the HuggingFace Transformers li-1128

brary (Wolf et al., 2019) and VLLM (Kwon et al.,1129

2023). Models are run with BF16 precision to1130

balance accuracy and computational efficiency. Ex-1131

periments are conducted on NVIDIA RTX 40901132

and A100 GPUs depending on model requirements.1133

During inference, the default parameters of each1134

model are leveraged. We employ a consistent1135

prompt template across all models to ensure fair1136

comparison:1137

2gpt-4.1-2025-04-14
3gpt-4o-2024-11-20
4claude-3.5-sonnet-20241022
5gpt-4-turbo-2024-04-09

Prompt
The given image depicts a human-centered situation.
Please answer the question based on the situation.

## Situation: Depicted in the image / {caption}
## Question:
{question}

Now answer the question by selecting the correct option.
Only return the letter corresponding to the correct option
without further explanation.

1138

Model Fine-tuning. For the model fine-tuning 1139

experiments discussed in Section 5.1, we employ 1140

two different data splitting strategies. In the image- 1141

based split, we randomly select 75% of the images 1142

along with their associated questions for training, 1143

and use the remaining 25% as the test set. In the 1144

category-based split, we utilize the situation cat- 1145

egory annotations provided in VIVA (Hu et al., 1146

2024), where each image is labeled with a specific 1147

category. There are 10 categories in total. We 1148

randomly choose the following categories as the 1149

training domain: uncivilized behavior, emergent 1150

situation, child safety, emergency, other situation, 1151

and human care. All images and their correspond- 1152

ing questions from these categories are used as 1153

training samples. For model training, we fine-tune 1154

full model parameters using HuggingFace TRL Li- 1155

brary 6. 1156

Evaluation. We evaluate performance using accu- 1157

racy metrics, as all questions are formulated as 1158

multiple-choice questions (MCQs). To address 1159

the issue of model outputs that deviate from the 1160

expected format—often including additional ex- 1161

planations or reasoning—we implement a parsing 1162

approach. First, we apply a predefined set of ex- 1163

traction rules to identify the selected option. If 1164

these rules fail to extract a clear answer, we uti- 1165

lize ChatGPT as a secondary parsing mechanism to 1166

compare model outputs against the available option 1167

candidates and determine the intended selection. 1168

C.1 Multi-Step Reasoning for Action 1169

Selection 1170

To evaluate multi-step reasoning in MLLMs, we 1171

implement both consequence prediction and chain- 1172

of-thought (CoT) reasoning, simulating both back- 1173

force and forward cognitive processes. 1174

Consequence. For consequence-based reasoning, 1175

we prompt MLLMs to infer the potential outcomes 1176

of each candidate action, given the situational con- 1177

6https://github.com/huggingface/trl
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Qwen2.5-3B:Q: Who can reasonably take the following actions — the first 
aid trainer, but not the passerby?

A. Check for injuries and give immediate first aid.
B. Call for help and report the accident.
C. Advise the cyclist to stay still and avoid moving.
D. Move the cyclist based on personal judgment.

Before SFT: B  
After SFT: A

Q: Which action is suitable for the paramedic, but not for the 
neighbor?
A. Assess the person's condition to judge the need for care.
B. Move the person if they seem visibly in pain.
C. Call emergency services to get professional help.
D. Tell the person to stay still and wait for help.

Qwen2.5-3B:
Before SFT: B 
After SFT: A

Q: Which action is appropriate for the social worker, but not 
for the pedestrian?

A. Call trained services for help with the situation.
B. Give food or money without deeper engagement.
C. Approach, identify as a professional, and offer shelter help 
D. Observe and take no action if danger isn’t clear.

Qwen2.5-3B:
Before SFT: A  
After SFT: C 

Q: Which action is acceptable for the paramedic, but not for 
the bystander?

A. Start CPR and check injuries after removing the person.
B. Call for help and wait while watching from nearby.
C. Ask others to help stabilize the neck before moving.
D. Treat bleeding and check for internal injuries directly.

Qwen2.5-3B:
Before SFT: B  
After SFT: D

Constraints
 No doctor available on-site
 Nearest hospital is 8 km away via highway (traffic starts in 15 minutes)
 Clinic is 6 km away, but has minimal cardiac support
 AED (def ibrillator) is 3 km away and must be retrieved on foot(…)

Available Tools
 Phone (fully functional: can call/text)
 Car  (fast but needs fuel)
 Bicycle (can access unpaved roads, needs effort)
 Bystander (has CPR certification, no equipment)

 Oxygen tank (nearby and usable)(…)

D. Send the bystander on foot for the AED, use oxygen, and 
call the clinic.

B. Have the bystander give CPR, bike to get the AED, and 
wait until help arrives.

Qwen2.5-7B Answer: B
Reason:

Q: What is the 
most appropriate 
action?

…Sending the bystander to pick up the AED on foot while using the portable  oxygen tank to stabilize the man and calling for an 
ambulance to wait at the community c linic. This option combines the use of the bystander's CPR skills, the  portable oxygen tank for 
immediate stabilization, and the AED for potential defibrillation(…)

Constraints
 Fire is spreading in a dry field
 Wind may push flames to crops in 10 minutes, putting children at risk
 Fire department needs 30 minutes to arrive — too late
 Nearest water source is 2 km away — not prac tical in limited time
 A resident owns a motorcycle for fast trave l(…)

Available Tools
•  Bucket (can carry water, but water is far)
•  Shovel and blanket (in a shed 200m away)
•  Motorcyc le (can reach the farmer quickly) (…)

Q: What is the most 
effective action? 

A. Use shovels and blankets nearby to control the 
fire, while someone fetches water with buckets.

B. Use the motorcycle to reach a nearby farmer with 
firefighting tools and work together to control the 
fire.

…The fastest actions should revolve around utilizing nearby tools and resources. Option A—using the nearby shovels and 
blankets immediate ly—can help to suppress or slow the fire‘s spread, preventing escalation. Additionally, dispatching someone 
to br ing tools from the local fa rmer, only 5 minutes away, would complement this effort(…)

GPT-4o Answer: A
Reason:

A. Drive to the gas station to refuel, then go to the 
hospital via the highway.

C. Drive straight to the nearby community clinic, 
avoiding possible traffic.

C. Call the fire department and wait, keeping 
children safely away from the fire.

D. Fetch water with buckets from a distant source and try 
to extinguish the fire.

Figure 7: Error Examples from Qwen2.5-VL-3B on Q3 (Social Role-Based Action Selection). Before SFT, the original Qwen
model tends to prefer safe and generic actions, which however fail to satisfy the role-specific requirements. After SFT, Qwen
learns to consider the role-based constraints, resulting in more contextually appropriate predictions.

text. This encourages models to anticipate the1178

downstream effects of actions by considering both1179

social and physical constraints. The prompt is struc-1180

tured as follows:1181

Prompt
The given image depicts a human-centered situation.
There is a question and a list of potential actions as
a response to handle the situation. Please predict the
consequences of each action in one sentence to help for
decision making. When predicting the consequences, you
should also consider both social and physical constaints
of the situation and context.

## Question:

Now make the predictions of each option. The output
should strictly follow the format of:
{"A": action_A; "consequence": predicted_consequence}
{"B": action_B; "consequence": predicted_consequence}
...1182

The predicted consequences are then incorpo-1183

rated into the input to guide more informed action1184

selection by the model.1185

CoT Reason. For chain-of-thought (CoT) reason-1186

ing, we encourage the model to explicitly articulate1187

a reasoning process prior to selecting an action.1188

The following prompt is used to instruct the model1189

to first generate a detailed internal monologue, fol-1190

lowed by a final decision:1191

Prompt
You are a helpful AI Assistant, designed to provided well-
reasoned and detailed responses. You FIRST think about
the reasoning process as an internal monologue and then
provide the user with the answer. The reasoning process
MUST BE enclosed within <think> and </think> tags,
and the final answer MUST BE enclosed within <answer>
and </answer> tags.

1192

This approach enables us to evaluate the model’s1193

ability to perform deliberate, interpretable reason-1194

ing prior to making a decision.1195

D SFT Analysis on Q3 1196

Our supervised fine-tuning (SFT) experiments in 1197

Section 5.1 demonstrate that SFT can significantly 1198

enhance model performance on Q3 across both 1199

image-based and category-based splits. To investi- 1200

gate the underlying patterns that models may learn 1201

during fine-tuning, we conduct an in-depth analysis 1202

of model outputs by manually checking the model 1203

predictions. Our findings reveal that smaller mod- 1204

els (e.g., Qwen2.5-VL-3B) tend to prefer safe and 1205

generic actions, as illustrated in Figure 7. While 1206

such actions may appear reasonable based solely 1207

on the visual input, they often fail to satisfy the 1208

role-specific requirements emphasized in Q3. This 1209

is particularly critical, as Q3 questions are designed 1210

to test whether a model can distinguish between 1211

actions that are appropriate for one role but inap- 1212

propriate for another. 1213

After SFT, models exhibit a clearer understand- 1214

ing of role-based constraints, resulting in more 1215

contextually appropriate predictions. Notably, 1216

the substantial performance gains observed in the 1217

category-based split—where a domain shift exists 1218

between training and testing scenarios—suggest 1219

that MLLMs may already possess latent social 1220

knowledge relevant to role-based reasoning. This 1221

indicates that their improved performance is not 1222

solely due to memorization from limited fine- 1223

tuning data, but also from leveraging pre-existing 1224

commonsense or socially grounded knowledge 1225

learned from pre-training stage. These insights 1226

also point to a direction for future work on model 1227

alignment. While safety alignment remains essen- 1228

tial, over-alignment toward generic or risk-averse 1229

responses may suppress a model’s ability to reason 1230

effectively in nuanced, role-specific contexts. 1231

E Additional Sample Output 1232

In Figure 8, we present concrete examples of the 1233

common errors that models tend to make for each 1234
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Q1

Q2 Q3

Q6

Q5 Q4

Q7

Figure 8: Illustrative examples of common model errors and their corresponding outputs.

question type.1235
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