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Abstract

We develop an analytical framework for understanding how the generated distribu-
tion evolves during diffusion model training. Leveraging a Gaussian-equivalence
principle, we solve the full-batch gradient-flow dynamics of linear and convolu-
tional denoisers and integrate the resulting probability-flow ODE, yielding ana-
lytic expressions for the generated distribution. The theory exposes a universal
inverse-variance spectral law: the time for an eigen- or Fourier mode to match
its target variance scales as 7 oc A~!, so high-variance (coarse) structure is mas-
tered orders of magnitude sooner than low-variance (fine) detail. Extending the
analysis to deep linear networks and circulant full-width convolutions shows that
weight sharing merely multiplies learning rates—accelerating but not eliminat-
ing the bias—whereas local convolution introduces a qualitatively different bias.
Experiments on Gaussian and natural-image datasets confirm the spectral law
persists in deep MLP-based UNet. Convolutional U-Nets, however, display rapid
near-simultaneous emergence of many modes, implicating local convolution in re-
shaping learning dynamics. These results underscore how data covariance governs
the order and speed with which diffusion models learn, and they call for deeper
investigation of the unique inductive biases introduced by local convolution.

1 Introduction

Diffusion models create rich data by
gradually transforming Gaussian noise
into signal, a paradigm that now drives
state-of-the-art generation in vision, audio,
and molecular design [1, 2, 3]. Yet two
basic questions remain open. (i) Which
parts of the data distribution do these
models learn first, and which linger un-
learned—risking artefacts under early stop-
ping? (ii) How does architectural inductive
bias shape this learning trajectory? Ad-
dressing both questions demands that we
track the evolution of the full generated dis-
tribution during training and relate it to the
network’s parameterization.

We tackle the learning puzzle through the
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Figure 1: Spectral-bias schematic. Learning and sam-
pling together impose a variance-ordered bias along
covariance eigenmodes.

simplest tractable setting—Ilinear denoisers—where datasets become equivalent to a Gaussian with
matched mean and covariance. In this regime we solve, in closed form, the nested dynamics of
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gradient-flow of the weights and the probability-flow ODE that carries noise into data, leading to an
analytical characterization of the evolution of the generated distribution. The analysis exposes an
inverse-variance spectral law: the time required for an eigen-mode to match target variance scales
like 7, oc A, *, so high-variance directions corresponding to global structure are mastered orders of
magnitude sooner than low-variance, fine-detail directions. Extending the analysis to deep linear and
linear convolutional nets, we show how convolutional architecture redirect this bias to Fourier or
patch space, and accelerate convergence via weight sharing.

Main contributions 1. Closed-form distribution dynamics. We derive exact weight and distribu-
tional trajectories for one-layer, two-layer linear, and convolutional denoisers under full-batch DSM
training. 2. Inverse-variance spectral bias. The theory reveals and quantifies a spectral-law ordering
of mode convergence, offering one mechanistic explanation for early-stop errors. 3. Empirical
validation in nonlinear neural nets. Experiments on Gaussian and natural-image datasets confirm
the spectral-law in deep MLP-based diffusion. 4. Convolutional architectural shape learning
dynamics. Experiments on convolutional UNet, showing rapid patch-first learning dynamics different
from fully-connected architectures.

2 Related Work and Motivation: Spectral Bias in Distribution Learning

Spectral structure of natural data Many natural signals have interesting spectral structures (e.g.
image [4], sound [5], video [6]). For natural images, their covariance eigenvalues decay as a power
law, and the corresponding eigenvectors can align with semantically meaningful patterns [4]. For
faces, for instance, leading eigenmodes capture coarse, low-frequency shape variations, whereas
tail modes encode fine-grained textures [7, 8]. Analyzing spectral effect on diffusion learning can
therefore show which type of features the model acquires first and which remain slow to learn.

Hidden Gaussian Structure in Diffusion Model Recent work has shown, for most diffusion
times, the learned neural score is closely approximated by the linear score of a Gaussian fit to the
data, which is usually the best linear approximation [9, 10]. Crucially, this Gaussian linear score
admits a closed-form solution to the probability-flow ODE, which can be exploited to accelerate
sampling and improve its quality [11]. Moreover, this same linear structure has been linked to
the generalization—memorization transition in diffusion models [10]. In sum, across many noise
levels, the Gaussian linear approximation is a predominant structure in the learned score. Thus, we
hypothesize it will have a significant effect on the learning dynamics of score approximator. From
this perspective, our contribution is to elucidate the learning process of this linear structure.

Learning theory for regression and deep linear networks Gradient dynamics in regression are
well-studied, with spectral bias and implicit regularisation emerging as central themes [12, 13, 14].
In Sec. 4.1, we show that the loss of a linear diffusion model reduces to ridge regression, letting us
import those results directly. Our analysis also builds on learning theory of deep linear networks
(including linear-convolutional and denoising autoencoders) [15, 16, 17, 18]. We extend these insights
to modern diffusion-based generative models, offering closed-form description of how the generated
distribution itself evolves during training.

Diffusion learning theory Several recent theory studies address diffusion models from a spectral
perspective but tackle different questions. [19, 20, 21, 22] document spectral bias in the sampling
process after training; our focus is on how that bias arises during training. [23] study stochastic
sampling assuming an optimal score, orthogonal to our analysis of training dynamics. Sharing our
interest in training, [24] analyze learning of mixtures of spherical Gaussians to recover component
means, whereas we tackle anisotropic covariances and track reconstruction of the full covariance.
[25] characterises optimal score and distribution under constraints; results from our convolutional
setup can be viewed through that lens.

3 Background
3.1 Score-based Diffusion Models

Let po(x) be the data distribution of interest, and for each noise level o > 0 define p(x;0) =
(po * N(0,0%1))(x) = [po(y) N(x | y,0?I) dy. The associated score function is Vx log p(x; o),



i.e. the gradient of the log—density at noise scale o. In the EDM framework [26], one shows that the
“probability flow” ODE

dx

- =~ 0 Vxlogp(x;0) (1)
exactly transports samples from p(-; o) to p(-; o) as o decreases. In particular, integrating from
o7 down to o = 0 recovers clean data samples from py. We adopt the EDM parametrization for its
notational simplicity; other common diffusion formalisms are equivalent up to simple rescalings of
space and time [26]. To learn the score of a data distribution py(x), we minimize the denoising score
matching (DSM) objective [27] with a function approximator. We reparametrize the score function
with the ‘denoiser’ sy(x,0) = (Dy(x, o) — x)/0?, then at noise level o the DSM objective reads

2
Lo = Exgmpo, sonon |Do(x0 +02:0) = xo . )

To balance the loss and importance of different noise scales, practical diffusion models all adopt
certain weighting functions in their overall loss £ = [ do w(o) L.

3.2 Gaussian Data and Optimal Denoiser

To motivate our linear score approximator set up, it is useful to consider the optimal score and

the denoiser of a Gaussian distribution. For Gaussian data xg ~ N (g, 2),xo € R? and ¥ is a
positive semi-definite matrix. When noising xo by Gaussian noise at scale o, the corrupted x satisfies
x ~ N(u, X + o21), for which the Bayes-optimal denoiser is an affine function of .

D*(x;0) = p+ (+0°1) 7 'S(x — p) 3)

For Gaussian data, minimizing (2) yields D*. This solution has an intuitive interpretation, i.e. the
difference of the state x and distribution mean was projected onto the eigenbasis and shrinked
mode-by-mode by Ay /(A + 02). Thus, according to the variance )\;, along target axis, modes with
variance significantly higher than noise A, > o will be retained; modes with variance much smaller
than noise will be “shrinked” out. Effectively o2 defines a threshold of signal and noise, and modes
below which will be removed. This intuition similar to Ridge regression is made exact in Sec. 4.1.

4 Learning in Diffusion Models with a Linear Denoiser

Problem set-up. Throughout the paper, we assume the denoiser at each noise scale is linear (affine)
and independent across scales:

D(x;0) = W,x+ b,. 4

Since the parameters {W,, b, } are decoupled across noise scales, each o can be analysed indepen-
dently. Through further parametrization, this umbrella form captures linear residual nets, deep linear
nets, and linear convolutional nets (see Sec. 5).

We train on an arbitrary distribution py with mean g and covariance ¥ by gradient flow on the
full-batch DSM loss, i.e. the exact expectation over data and noise (2). (In practice, one cannot
sample all z values, but the full-batch limit yields clean closed-form dynamics.)

This setting lets us dissect analytically the role of data spectrum, model architecture (W, parametri-
sation), and loss variant in shaping diffusion learning.

4.1 Diffusion learning as ridge regression
Gaussian equivalence. For any joint distribution p(X, Y") the quadratic loss
2

depends on p only through the first two moments of (X, Y"); see App. C.1.1 for proof. Hence a linear
denoiser trained on arbitrary pg interacts with the data solely via its mean p and covariance ..

Instance for diffusion. Under EDM loss (2), the noisy input—target pair is X = xg + 0z, ¥ = X,
giving Xxx =X+ 0'21, Yvx = 2.



Gradient and optimum. Differentiating and setting gradients to zero yields
Vw, Ly = =254 2W, (2 +021) + Vp Lop', Vb, Lo =2(by — (I-=Wy)p), (5
W, =X(5+07T)7 1, by =(1-W7)u, (6)
min £, = o Tr[Z(Z + 021)_1].

Thus the optimal linear denoiser reproduces the denoiser for the Gaussian approximation of data (3) ,
and its best achievable loss is set purely by the data spectrum.

Other objectives. While the main text focuses on the EDM loss (2), we have worked out the gradients,
optima, and learning dynamics for several popular variants used in diffusion and flow-matching [28]
literature; these results are summarised in Tab. C.4 (derivations in App. C.4).

Ridge viewpoint. Because
Lo = B[ Wx + b — x||* + 02| W|2,

full-batch diffusion at noise scale o is simply auto-encoding with ridge regularisation of strength
o2 (App. C.2.1; cf. [29]). We will exploit classic ridge-regression results when analyzing learning
dynamics in the following sections.

4.2 Weight Learning Dynamics of a Linear Denoiser
With the gradient structure in hand, we solve the full-batch gradient-flow ODE,
dW db,
= VW, Lo 0= Vi, Lo, (GP)
-

dr
where 7 is training time and 7 the learning-rate.

Zero-mean data (1 = 0): Exponential convergence mode-by-mode Because the gradients to
‘W, b decouple (5), the dynamics is simplified on the eigenbasis of the covariance. We diagonalize the

covariance, X = 22:1 )\kukug , with orthonormal principal components (PC) u and eigenvalues
Ar > 0 (the mode variances). Projecting (GF) onto this basis yields the closed-form solution
(derivation in App. D.1):

d
bo(r) = b (0)e™2",  Wo(r) = Wi + > [Wo(0) - Wi upu e 277 %) )

k=1
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4.3 Sampling Dynamics during Training

For diffusion models, our goal is the generated distribution, obtained by integrating the probabil-
ity—flow ODE (PF-ODE) backwards from a large o to a 0,5, = 0,

dx 1

—=—0 " |(Ws—1 b, |, PF

1o o ( )x + bg| (PF)
initialized with Gaussian noise x7 ~ A/ (0, 02I). For linear denoiser, the PF-ODE is an inhomoge-
neous affine system, so its solution x,, is necessarily an affine function of the initial state x7 [30],
x(00) = A(og;or) x(01) + ¢(00; o). Since the map is affine, the distribution of x(o() remains
Gaussian, with covariance 02 A(o¢; o1) A" (00; o).

However, in general, the state-transition matrix A(og; o) is hard to evaluate, as it involves
time-ordered matrix exponential, and the weight matrices at different noise scales W, may not com-
mute. The analysis below—and our closed-form results—hinges on situations where commutativity
is maintained by gradient flow or architectural bias, thus removing the time-ordering operator.

Lemma 4.1 (PF-ODE solution for commuting weights). If the linear denoiser D(x;0) = W,x+b,
satisfies [W o, W] = 0 for all 0,0, then for any 0 < o¢ < o7,

T W, -1
x(00) = A(oo,0r) %x(01) + ¢(00,01), A(oo,0r) = exp[— ds].
o0
Interpretation. For each common eigenvector uy, the term (u; W,u; — 1)/o is the instantaneous
expansion (or contraction) rate of the sample variance along uy; the final variance is obtained by
integrating this rate over noise scales o (see App. C.5).

When does commutativity hold? This arises in three common settings. (i) At convergence, this
is satisfied by the optimal weights W, (6), which jointly diagonalize on eigenbasis of . In such
case, we recover the the closed-form solution to PF-ODE for Gaussian data, as found by [9, 31]. (ii)
During training of linear denoisers, if weights are initialized to be aligned with eigenbasis of X, then
gradient flow keeps them aligned, preserving commutativity (iii) For linear convolutional denoisers,
circulant weights share the Fourier basis and commute by construction (see Sec. 5.2). In these cases,
the sampling process can be understood mode-by-mode. Here we show the explicit solution for one
layer linear denoiser.

Proposition 4.2 (Dynamics of generated distribution in one layer case). Assume (i) zero-mean data,
(ii) aligned initialization W, (0) = >, Qx ukug, and (iii) gradient flow, full-batch training with
learning rate 1. Then, while training the one-layer linear denoiser, the generated distribution at time
Tis N(i1, ) with ¥ = 3", A\e(T)upuy and

N P; — . —onr .
Me(7) = o7 %, Dp(o,7) = V Ak + 02 exp[1 QQ’“ E1<727]TO'2)6 n )‘kf% E1(72V]T(02+)\k))]
k >

where Ei is the exponential-integral function. (derivation in App. D.3)

Spectral bias. Figure 2B traces the variance trajectory A (7) for each eigen-mode. All modes
begin with the same initialization-induced level, then follow sigmoidal curves to their targets, but
in descending order of \;; We define the first-passage time 7} as the training time at which A (7)
reaches the geometric (or harmonic) mean of its initial and target values. We find the first-passage
time obeys an inverse law 7; o< A\, %, a ~ 1, (Fig. 2C), which implies that learning a mode with
variance 1/10 smaller takes roughly 10 times longer to converge. With larger weight initialization
(larger Qy), the initial variance is closer to the target variance of some modes, then the inverse law
splits into separate branches for modes with rising vs. decaying variance (Fig. 5B, Fig. 6).

Practical implication. This suggests when training stops earlier, the distribution in higher variance
PC spaces have already converged, while low-variance ones—often the perceptual finer points such
as letter strokes or finger joints—are under-trained. This could be an explanation for the familiar
“wrong detail” artefacts in diffusion samples.

5 Deep and Convolutional Extensions

After analyzing the simplest linear denoiser, we set out to examine the effect of architectures via
different parametrizations of the weights, specifically deeper linear models and linear convolutional
networks. In the following, we will assume 1 = 0 and focus on learning of covariance.



5.1 Deeper linear network

Consider a depth-L linear denoiser D(x,0) = Wp--- Wix , where—for notational clarity—we
suppress the explicit o-dependence of weights. We assume aligned initialization, where for singular
decomposition of each matrix, W,(0) = U, Ay VET, the right basis of each layer matching the left
basis of the next, Vyy1 =U;, V0 =1,...,L — 1, and with Uy, = V| = U where U diagonalizes data
covariance Y. Then the total weight at initialization is W, (0) = H,@L:l W,(0)=U (HZL:1 A)UT,
With aligned initialization, every eigenmode learns independently—mirroring classical results [15,
32]. In our case, this also implies that the total weight [ [, W; shares the eigenbasis U across training
and noise scales, thus commute, making sampling tractable.

One especially illuminating case is the two-layer symmetric network, where D(x, o) = P, P,/ x.
Proposition 5.1 (Dynamics of weight and distribution in two layer linear model). Assume (i) centered
data pn = 0; (ii) the weight matrix is initialized aligned, i.e. Py(0)P,(0)" =", Qrugu,, then the
gradient flow ODE admits a closed-form solution (derivation in App. E.1)

W) = Po(r)Po ()" = 3 2l (o ) ®
k

PE — Que ST 4 Qy

2 97 (00)

The generated distribution at time 7 is N'(ji, ¥) with ¥ = 3", A (T)ugu, and M\p(1) = 02 B (o1
k

(1=Qp)e= 812k

Qg
; —8nT
<I>k(0) _ (0') Qk+(1fgk)e*8”’)‘k |:/\k678nﬂk + Qk (1 . 678,”7—)\]6) (/\k + 02):| 2Q,+2(1—Qp)e” M7k

Interpretation. The learning dynamics of weights and variance along different principal components
are visualized in Fig.2 D-F. Compared to one-layer case, here, the weight converges along the PCs
via sigmoidal dynamics, with the emergence time (reaching harmonic mean of initial and final value)
T =1In2/(8n A\x). As for generated distribution, we find similar relationship between the target
variance and emergence time 7;; oc A, “, o &= 1. For the more general non-aligned initialization, we
show the non-aligned parts of weight will follow non-monotonic rise-and-fall dynamics (App. E.1.2).
Extensions to non-symmetric two layer model and deeper model were studied in App. F, which have
similar bias but lack clean expressions.

5.2 Linear convolutional network

We consider a linear denoiser with convolutional architecture, D(x,0) = w, * x where samples

x € RY have 1d spatial structure, and a width K convolution filter w, operates on it. The analysis
could be easily generalized to 2d convolution. With circular boundary condition, w, defines a

circulant weight matrix W, € RN*N where w, * x = W,x. One favorable property of circulant
matrices is that they are diagonalized by discrete Fourier transform F' [33].

N 1 .mk
W, =FT',F Fok = i exp ( 271 N ) 9)

Thus all weights W, commutes, which allows us to leverage Lemma 4.1, and solve the sampling
dynamics mode-by-mode on the Fourier basis, leading to following result.

Proposition 5.2. Linear convolutional denoisers with circular boundary can only model stationary
Gaussian processes (GP), with independent Fourier modes, proof in App.G.2.

Learning dynamics of full-width filter ' = N When convolution filter w,, is as large as the
signal, the gradient flow is diagonal and unconstrained in the Fourier domain. Thus, the analyses in
Sec. 4 re-emerge with variance of Fourier mode Sik taking the place of \j.

Proposition 5.3 (Full-width circular convolution learning dynamics). Let D(x,0) = w, * X, with

Sfull-width filter K = N, and train w, by full-batch gradient flow at rate 7). Then the weights at noise
o and its spectral representation vy evolves as
1 * * * — o243 T
Wa(r) = —=F"y(1,0) i (r,0) =3i(0) + ((r,0) =7 (@)e NI q10)

VN
where ;i (0) = f]k;g/(UQ + f]kk) and Sy = [F*XF gy, is the variance of Fourier mode.

The generated distribution has diagonal covariance in the Fourier basis and follows exactly Prop. 4.2
after the replacement N\, — ¥, — Nn,U — F. (derivation in App. G.3)



Table 1: Summary of theory. exp. and sigm. denotes exponential and sigmoidal convergence. xN denotes the
N time speed up due to weight sharing.

One layer Sym. two layer Full-width linear conv Patch linear conv
Param. W PPT ‘W = Circ(w) W = Circ(w), K < N
Weight dyn. PC, exp. (7) PC, sigm. 5.1 Fourier mode, exp. xN 5.3 PC of patches, exp. xN 5.4
Learned distr. Gaussian Gaussian Stationary GP 5.2 Stationary GP
Distr. dyn. PC, sigm., power law 4.2 PC, sigm., power law 5.1 Fourier, sigm., xN, power law 5.3 Fourier, N.S.

Interpretation. The weight and distribution dynamics mirror the fully-connected case, with spectral
bias towards higher variance Fourier modes; convolutional weight sharing simply multiplies every
rate by N, accelerating convergence without altering the inverse-variance law.

Notably, the learned distribution is asymptotically equivalent to the Gaussian approximation to the
original training data with all possible spatial shifts as augmentations (proof in App. G.3.2). This
is one case where equivariant architectural constraints facilitates creativity as discussed in [25].
Similarly, two-layer linear conv net with full-width filter can be treated as in Sec.5.1.

Learning dynamics of local filter X' < N When the convolution filter has a limited bandwidth
K # N, the Fourier domain dynamics get constrained, so it is easier to work with the filter weights.
Let r be the half-width of the kernel (X = 2r + 1). Define the circular patch extractor P,.(x) =

[Xi—rsitr] ?;1 € RE*N “and the patch covariance Sparcn = 77 Ex[Pr (%) Pp(x)"] € REXE,
Proposition 5.4 (Patch-convolution learning dynamics). For the circular convolutional denoiser,

D(x,0) = W, * X trained by full-batch gradient flow with step size 1. Let ey € RX be the one-hot
vector with a single 1 at the center position r + 1 (1-indexed). (derivation in App. G.4)

Wo (T) = W:' + eXP[_ZNm'(UQI + Epatch)] (WO' (0) - w:')ﬂ W:' = (0-2-[ + Zpatch)ilzpatcheo~

Interpretation. Training with a narrow convolutional filter reduces to ridge regression in patch
space. Under gradient flow, filter converges along eigenmodes of patch ¥,¢c,: modes with larger
variance converges sooner, those with smaller variance later, preserving the inverse-variance law. It
also enjoys the N times speed up given by weight sharing, accelerating progress without altering
the ordering. The sampling ODE remains diagonal in Fourier space, so the generated distribution
will be a stationary Gaussian process with local covariance structure shaped by the learned patch
denoiser, though its exact form needs numerical integration to spell out. This setting is similar to the
equivariant and local score machine described in [25], but with the additional linear constraint.

Simulation. We numerically simulated the dynamics of the sample distribution for linear patch-
convolution denoisers using FFHQ dataset (details in App. B.1.2). The spectral scaling exponents
depend systematically on the convolutional patch size P: smaller kernels produced shallower, and in
some cases even inverted, scaling relations (Tab. 2), potentially due to stronger coupling between
more Fourier modes.

6 Empirical Validation of the Theory in Practical Diffusion Model Training

General Approach To test our theoretical predictions about the evolution of generated distribution
(esp. covariance), we resort to the following method: 1) we fix a training dataset {x;} and compute
its empirical mean p and covariance 3. We then perform an eigen-decomposition of 33, obtaining
eigenvalues \j and eigenvectors uy. 2) Next, we train a diffusion model on this dataset by optimizing
the DSM objective with a neural network denoiser Dy(x, o). 3) During training, at certain steps 7,
we generate samples {x7 } from the diffusion model by integrating the PF-ODE (1). We then estimate
the sample mean 27 and sample covariance > Finally, we compute the variance of the generated

samples along the eigenbasis of training data, 5\; = uLiTuk. To stress test our theory and maximize
its relevance, we’d keep most of the training hyperparameters as practical ones.

6.1 Multi-Layer Perceptron (MLP)

To test our theory about linear and deep linear network (Prop.4.2,5.1), we used a Multi-Layer
Perceptron (MLP) inspired by the SongUnet in EDM [26, 34] (details in App. [.2). We found
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Figure 3: Spectral Learning Dynamics of MLP-UNet (FFHQ32). A. Generated samples during
training. B. Evolution of sample variance A, (7) across eigenmodes during training. C. Heatmap of
variance trajectories along all eigenmodes, with dots marking mode emergence times 7* (first-passage
time at the geometric mean of initial and final variances). The gray zone (0.5-2x target variance)
indicates modes starting too close to their target, causing unreliable 7* estimates. D. Power-law
scaling of 7* versus target variance \;. A separate law was fit for modes with increasing and
decreasing variance, excluding the middle gray-zone eigenmodes for stability.

this architecture effective in learning distribution like point cloud data (Fig. 29). We kept the
preconditioning, loss weighting and initialization the same as in [26].

Experiment 1: Zero-mean Gaussian Data x MLP We first consider a zero mean Gaussian
N(0,X) in d dimension as training distribution, with covariance defined as a randomly rotated
diagonal matrix with log normal spectrum (details in App. [.4). During training, the generated
variance of each eigenmode follows a sigmoidal trajectory toward its target value \; modes with
larger \j, cross the plateau sooner (Fig.10A). We mark the emergence time 7* as the step at which
the variance reaches the geometric mean of its initial and asymptotic values (Fig. 10B). Across both
high- and low-variance modes, 7* obeys an inverse power-law, 7% oc A, . With higher-dimensional
Gaussians the exponent is estimated more precisely and remains close to 1: for d = 256, o = 1.08;
for d = 512, ajper = 1.05 and agee; = 1.13 (Fig. 10C). The scaling breaks down only for modes
whose initial variance is already near \g; in that regime the trajectory is less sigmoidal and 7*
becomes ill-defined. This result shows that despite many non-idealistic conditions e.g. deeper
network, nonlinear activation function, residual connections, normal weights initialization, shared
parametrization of denoisers at different noise level, the prediction from the linear network theory is
still quantitatively correct.

step 1 B. o Evolution of PC projected variance

Experiment 2: Natural Image
Datasets x MLP Next, we validated
our theory on natural image datasets.
We flattened the images as a vectors,
and trained a deeper and wider MLP-
UNet to learn the distribution. Using
FFHQ as our running example, moni-
toring the generated samples through-
out training (Fig. 3A), despite heavy
noise early on, the coarse facial con- - H. ‘ el o % %
tours—corresponding to the mean and = : 2 ERNEEERE
top principal components of human . . .

face distribution [7]—emerge quickly, Figure 4: Lez}rnlng dynamics of UNet dlfff:rs I FFHQ32.
whereas high-frequency details (lower A. Sample trajectory from CNN-UNet.. B. Variance evolution
PCs) only appear later. We note that along covariance eigenmodes. (c.f. Fig. 3A.C.)

this spectral ordering effect of training

dynamics is reminiscent and similar to that in the sampling dynamics after training [19, 22].

500

1000 0

1500

°

2000

2500

3000

Taining ¢ g 5, 2ap, g, 14056 32016 S0,

Quantitatively, the sample covariance 27 rapidly aligns with and becomes close to diagonal in the
data eigenbasis U (Fig. 11). The top eigenmodes’ variances, A (7), follow sigmoidal trajectories
converging to their targets, and their “emergence times” 7;; increase down the spectrum (Fig. 3B,C).
We exclude a central band of modes whose initial variances lie within 0.5-2x the target, since their
undulating learning dynamics make first-passage time estimates unreliable. After this exclusion,
modes with increasing and decreasing variance each exhibit a clear power-law scaling between



emergence step 7* and target variance Az, with exponents —0.48 (R? = 0.97, N = 57) and —0.35
(R? = 0.92, N = 2,914), respectively (Fig. 3D). Although the observed spectral bias is slightly
attenuated relative to the Gaussian case and linear theory prediction, it remains robust and consistent
across datasets (MNIST, CIFAR-10, FFHQ32 and AFHQ32) (App. B.2.2). This shows that even with
natural image data, the distributional learning dynamics of MLP-based diffusion still suffers from
slower convergence speed for lower eigenmodes.

6.2 Convolutional Neural Networks (CNNs)

Next we turn to the convolutional U-Net—the work-horse of image-diffusion models [34, 35]. For a
full-width linear convolutional network our analysis predicts an inverse-variance law in Fourier space
(Prop. 5.3). The patch-convolution variant lacks a clear forecast on distribution, so the following
experiments probe empirically whether—and how—its learning dynamics is affected by spectral bias.

Experiment 3: Natural Image Datasets x CNN UNet Training on the same FFHQ dataset,
the distributional learning trajectory of CNN-UNet is markedly different from the MLPs: early in
training, we do not see contour of face, but locally coherent patches, reminiscent of Ising models
(Fig. 4A.). Visually and variance-wise, the CNN-based UNet converge much faster and better than
the MLP-based UNet, matching the N-fold speed-up from weight sharing (Prop. 5.4; Fig. 4B). When
projecting onto the data eigenbasis, all eigenmodes with increasing variance rise simultaneously,
while eigenmodes with decreasing variance co-decay at a later time, giving an effective power-law
exponent o =~ 0; Thus, spectral bias is essentially absent (Fig. 13C.D.).

Why is spectral bias absent? On the theory side, the likely cause is locality: local convolutional filters
couple neighbouring pixels, binding many Fourier modes into one learning unit. Because sampling
remains diagonal in Fourier space, a broad band of modes is amplified simultaneously, attenuating
the spectral ordering, as we observed numerically in App. B.1.2. In line with this, early in training,
the CNN denoiser is indeed well-approximated by a local linear filter (Fig. 15).

On the empirical side, the key factor appears to be network width. We systematically varied the
channel number and depth of deep convolutional denoisers (App. B.2.4), and found that—regardless
of depth—narrower networks (e.g. ch = 4) exhibit slower convergence and a stronger spectral
ordering, consistent with the patch-convolution theory (Fig. 22,23). In contrast, wide networks with
many channels (ch = 128) learn spectral modes almost instantaneously, similar to our observations
in practical UNet. In hindsight, the analytic theory effectively assumes a convolution with the same
number of channels as the input (e.g., RGB = 3), so the ratio between the network’s channel and the
input channel likely governs the deviation from theoretical predictions.

A complete analytic treatment of convolutional U-Net training dynamics is left for future work.
7 Discussion

In summary, we presented closed-form solutions for training denoisers with linear, deep linear or
linear convolutional architecture, under the DSM objective on arbitrary data. This setup allows for a
precise mode-wise understanding of the gradient flow dynamics of the denoiser and the evolution
of the learned distribution: covariance eigenmode for deep linear network and Fourier mode for
convolutional networks. For both the weights and the distribution, we showed analytical evidence
of spectral bias, i.e. weights converge faster along the eigenmodes or Fourier modes with high
variance, and the learned distribution recovers the true variance first along the top eigenmodes. These
theoretical results are summarized in Tab. 1.

We hope these results can serve as a solvable model for spectral bias in the diffusion models through
the nested training and sampling dynamics. Furthermore, our analysis is not limited to the diffusion
and the DSM loss, in App. H, we showed a similar derivation for the spectral bias in flow matching
models [28, 36].

Relevance of our theoretical assumptions We found, for the purpose of analytical tractability, we
made many idealistic assumptions about neural network training, 1) linear neural network, 2) small
or orthogonal weight initialization, 3) “full-batch” gradient flow, 4) independent evolution of weights
at each noise scale. In our MLP experiments, we found even when all of these assumptions were
somewhat violated, the general theoretical prediction is correct, with modified power coefficients.



This shows most of these assumptions could be relaxed in real life, and the spectrum of data indeed
have a large effect on the learning dynamics, esp. for fully connected networks.

Inductive bias of the local convolution In our CNN experiments, however, the theoretical pre-
dictions from linear models deviate: the spectral bias in learning speed does not directly apply to
the distribution of full images. Although our theory predicts that filter-weight learning dynamics
are governed by the patch covariance, the ultimate image distribution is shaped by the convolution
of those filters. To date, many learning-theory analyses for diffusion models assume MLP-like
architectures [24]. For future theoretical work on the learning dynamics of practical diffusion models,
arigorous treatment of the local convolutional structure—and its frequency-coupling effects—will
likely be essential, rather than relying on full-width convolution analyses [37].

Implications for high channel inputs Our ablation suggests that the ratio between network
width and input channel count may underlie the observed deviations from theoretical predic-
tions—specifically, the absent of spectral bias and the near-simultaneous convergence of eigenmodes.
While most image and latent representations traditionally have few channels (e.g., 3 for RGB, 4 for
latent diffusion [38]), recent architectures employ much higher channel counts—such as DC-AEs
with 64-128 channels [39] or encoder-based diffusion models with ch = 768 [40]. In these regimes,
where input channel becomes comparable to that of the UNet or DiT, the theory’s predictions may
become increasingly relevant for understanding, regularizing, and stabilizing training dynamics in
high—channel-dimensional diffusion models.

Broader Impact Although our work is primarily theoretical, the inverse scaling law could offer
valuable insights into how to improve the training of large-scale diffusion or flow generative models.
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A Extended Related works

Beyond the closely related works reviewed in the main text, here we are some spiritually related lines
of works that inspired ours.

Spectral effect in the sampling process of diffusion models Many works have observed that
during the sampling process of diffusion models [22, 41]: low spatial frequency aspects of the sample
(e.g. layout) were specified first in the denoiser, before the higher frequency ones (e.g. textures).
This phenomenon has been understood through the natural statistics of images (e.g. power-law
spectrum) [19] and theory of diffusion [11], and recently through the lens of stochastic localization
[42]. Basically, low frequency aspects usually have higher variance, thus were later to be corrupted
by noise, so earlier to be generated during sampling process.

In our current work, we extend this line of thought to consider the spectral effects on the training
dynamics of diffusion models.

Inductive bias of deep networks There as been a rich history of studying the inductive bias or
implicit regularization effect of deep neural network and gradient descent. Deep neural networks
have been reported to tend to find low-rank solutions of the task [43], and deeper networks could
find it difficult to learn higher-rank target functions. This finding has also been leveraged to facilitate
low-rank solutions by over-parameterizing linear operations in a deep networks (e.g. linear [44] or
convolution [45] layers).

Implicit bias of convolutional neural networks When the neural network has convolutional
structures in it, what kind of inductive bias or regularization effect does it bring to the function
approximator?

People have attacked this by analyzing (deep) linear networks. [37] analyzed the inductive bias of
gradient learning of the linear convolution network. In their case, the kernel is as wide as the signal
and with circular boundary condition, thus convolution is equivalent to pointwise multiplication in
Fourier space, which simplified the problem a lot. Then they can derive the learning dynamics of
each Fourier mode. This result can be unified with other linear network approaches [18].

[46] further analyzed the inductive bias of the linear convolutional network with non-trivial local ker-
nel size (neither pointwise nor full image) and multiple channels, and provided analytical statements
about the inductive bias. However, they also found less success for closed form solutions for even
two-layer convolutional networks with finite kernel width.

From an algebraic and geometric perspective, [47, 48] have analyzed the geometry of the function
space of the deep linear convolutional network, which is equivalent to the space of polynomials that
can be factorized into shorter polynomials.

Deep image prior and spectral bias in CNN On the empirical side, one intriguing result comes
from the famous Deep Image Prior (DIP) experiment of Ulyanov et al. [49]. They showed that if a
deep convolutional network (e.g. UNet) is used to regress a noisy image as target with pure noise
as input, then when we employ early stopping in the optimization, the neural network will produce
a cleaner image, thus performing denoising. To understand this method, [50] showed empirical
evidence that deep convolutional networks tend to fit the low spatial frequency aspect of the data
first. Thus, given the different spectral signature of natural images and noise, networks will fit the
natural image before the noise. As a corollary, they showed that if the noise has more low frequency
components, then neural network will fail to denoise those low frequency corruptions from image.

People have also looked at the inductive bias of untrained convolutional neural networks. Theoreti-
cally, [51] showed that infinite-width convolutional network at initialization is equivalent to spatial
Gaussian process (random field), and the authors used this Bayesian perspective to understand the
Deep image prior.

We noticed that this line of works in deep image prior has intriguing conceptual connection to our
current work, i.e. the spectral bias of learning a function with convolutional architecture tend to learn
lower frequency aspect first. Comparing diffusion models to DIP, diffusion models regress clean
images from many randomly sampled noisy images; on the contrary DIP regress the clean images on
a single noise pattern.
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Neural Tangent Kernel A widely recognized technique for analyzing the learning dynamics of
deep neural network is the neural tangent kernel. For example, an infinitely wide network would be
similar to a kernel machine, where the learning dynamics will be linearized and reduce to exponential
convergence along different eigenmode of the tangent kernel.

Using neural tangent kernel (NTK) techniques, by inspecting the eigenvalues of the NTK associated
with functions of different frequency, [52] has been able to show that given uniform data on sphere
assumption, and simple neural network architectures (two-layer fully connected network with ReLU
nonlinearity), neural networks learn lower-frequency functions faster, with learning speed quadrati-
cally related to the frequency. Later they lifted the spatial uniformity assumption [53], and derived
how convergence speed and eigenvalues depend on the local data density.

These insights have been leveraged in classification problems to show that early stopping can lead
neural networks to learn smoother functions, thus being robust to labeling noise [54] .

What about convolutional architecture? With some similar NTK techniques, using a simplified
architecture, [55] proved that the learning dynamics of the convolutional network will preferably
learn the lower spatial frequency aspect of target image first. Their proof technique is also based
on the relationship between over-parametrized neural network and the tangent kernel. The proof
is based on a simpler generator architecture: one convolutional layer with ReL.U nonlinearity and
fixed readout vector. They numerically showed the same effect for deeper architectures. This result
provided further theoretical foundation for the Deep Image Prior.
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B Extended Results

B.1 Extended Visualization of Theoretical Results

B.1.1 Scaling curves of diffusion training (EDM) - fully connected
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Figure 5: Learning dynamics of the weight and variance of the generated distribution per
eigenmode (continued) Top Single layer linear denoiser. Bottom Symmetric two-layer denoiser.
A.C. Learning dynamics of u] W (7)uy. B.D. Learning dynamics of the variance of the generated
distribution Mg, as a function of the variance of the target eigenmode Ay. This case with larger
amplitude weight initialization ), = 0.5.
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Figure 6: Power law relationship between mode emergence time and target mode vari-
ance for one-layer and two-layer linear denoisers. Panels (A) and (B) respectively plot the
Mode variance against the Emergence Step for different values of weight initialization @y €
{0.0, 0.1, 0.5, 0.6, 1.0} (columns), for one layer and two layer linear denoser (rows). We used
oo = 0.002 and o = 80. The emergence steps were quantified via different criterions, via harmonic
mean in A, and geometric mean in B. Within each panel, red markers and lines denote the modes
where their variance increases; blue markers and lines denote modes that “decrease” their variance.
The solid lines show least-squares fits on log-log scale, giving rise to the y = a 2 type relation.
Comparisons reveal a systematic power-law decay of variance with respect to the Emergence Step
under both the harmonic-mean and geometric-mean definitions. Note, the @, = 0 and two layer case
was empty since zero initialization is an (unstable) fixed point, thus it will not converge.
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B.1.2 Scaling curves of diffusion training (EDM) - linear convolution

Method We performed numerical simulations to study the learning dynamics of patch-based
convolutional filters. Using the FFHQ32 dataset as an example, we first extracted local patch statistics
to compute the optimal linear filter at each noise scale w. Then, applying Proposition 5.4, we
obtained the learned filter at different training times and solved the corresponding PF-ODE in
the spatial domain to generate samples. From these samples, we computed their variance along
eigenmodes and analyzed the resulting scaling laws.

Key factors influencing scaling behavior. Our simulations revealed two critical factors affecting
the observed power-law relationship between image eigenvalues and convergence time: the filter
patch size P and the initialization of filter weights.

When the filter weights were initialized as an identity matrix (without scaling), the initial sample
variance became excessively large, and the resulting power-law exponent was around —0.4—already
weaker than that predicted by the linear-case solution. A more practical alternative is to initialize the
filter weights as a scaled identity:
o2
Wo = o2 —i(-i i:g 7
data

inspired by the skip-connection coefficient cgjp, in the EDM preconditioning scheme. Under this
initialization, we observed both increasing and decreasing variance modes during training.

Effect of patch size. The specific scaling relations depend strongly on the patch size P. When P
decreases, the scaling exponent for the decreasing modes approaches zero—from about —0.4 for
P =15 to about —0.21 for P = 3 (3 x 3 convolution). The overall convergence time also increases
for smaller patch sizes. For the modes with increasing variance, smaller patches further attenuate the
scaling exponent toward 0.0 (P = 7) or even flip the trend (0.48 for P = 3). Intuitively, a small 3 x 3
convolution couples many frequency components in Fourier space, so multiple modes are learned
simultaneously during generation.

Summary. Although we no longer have an analytical expression for the scaling coefficients, the
numerical simulations allow us to predict the scaling relations empirically. These results indicate that
the patch size in convolutional architectures significantly modulates the scaling law. We hypothesize
that the attenuated or flat scaling behavior observed in practical UNet architectures trained on natural
images may, in part, stem from their reliance on small (3 x 3) convolutional filters.

Table 2: Spectral convergence time computed for patch linear convolutional networks on
FFHQ32 at varying patch size.

Patch size P | Increasing scaling  Decreasing scaling

3 0.0610-48 11.88)70-21
5 0.05)10-24 3.6670-36
7 0.05\0-01 3.24)70-37
11 0.07)~0-22 2.61)0-40
15 0.08)\0-28 2.57)\—0-40
25 0.09)~0-30 2.54)\—0-40
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Figure 7: Numerical simulation of spectral learning curve for linear convolutional network with
local patch filter with patch size P = 3,5,7, 11, 15, 25, using FFHQ32 dataset. Top same format
as Fig.3C. Bottom same format as Fig.3D.

26



B.1.3 Scaling curves of flow matching
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Figure 8: Learning dynamics of the weight and variance of the generated distribution per
eigenmode, for one layer linear flow matching model Similar plotting format as Fig. 2. A.
Learning dynamics of weights u] W (7;t)uy, for various time point ¢t € {0.1,0.5,0.9,0.99}. B.
Learning dynamics of the variance of the generated distribution A, as a function of the variance
of the target eigenmode A\, € {10,3,1,0.3,0.1,0.03,0.01,0.001}. Weight initialization is set at
Q1 = 0.1 for every mode.

A. One layer linear flow matching | Variance vs Emergence Step with Fitted Lines
one layer Q_k = 0.0 one layer Q_k = 0.1 one layer Q_k = 0.5 one layer Q_k = 0.6 one layer Q_k = 1.0
100 10?2 107 102 102 \
100 \ 100 \\ 100 \\\ 100 \\ w0l
§ 100 $ 100 t . § 100 5 100 5 10
3 2 2 o 2 3
%10 g0 g0 R Za0 ° L0 3
= ® decrease = ®  decrease " ® decrease = ® decrease = N ® decrease
102] o increase 102 o increase 107 o increase 107 o increase 1079 o increase
— Decrease fit: y = 2.7e - 01x - — Decrease fit: y = 3.1e - 01x -3 — Decrease fit: y = 7.3e - 01x~*2% — Decrease fit: y = 7.2 - 01x"+%, — Decrease fit: y = 1.0e + 00x*3%
100 ] — icrease iy =360 0138 N, 03] — increase iy 2900111 Ny 105 ] — ncrease it y- 326011 Ne 10| — ncrease ey =240 0117 Ng 107 — ncrease iy =19 o110 g
107 10 10° 10° 10? 1072 107 10° 10t 10? 1072 10% 10° 10° 10? 1077 10°% 10° 100 107 1077 107 10° 100 10?
Emergence Step | harmonic_mean Emergence Step | harmonic_mean Emergence Step | harmonic_mean Emergence Step | harmonic_mean Emergence Step | harmonic_mean
One layer linear flow matching | Variance vs Emergence Step with Fitted Lines
one layer Q_k = 0.0 one layer Q_k = 0.1 one layer Q_k = 0.5 one layer Q_k = 0.6 one layer Q_k = 1.0
100 100 100 10° W] e
- \ w0 \\ . \\ o \\ .
5 100 § 100 ° 5 100 N § 100 § 10°
H K H \ K N\ 5
10 8100 g0 A g0 A g0
& & & & 8
o decrease o decrease o decrease  decrease o decrease
102] o increase 102] o increase 102] o increase 1024 o increase 102 o increase
—— Decrease fit: y = 1.1e - 01x 714 —— Decrease fit: y = 1.2e - 01x 237 —— Decrease fit: y = 2.0 - 01x~%%¢ —— Decrease fit: y = 1.9e - 01x~%%% —— Decrease fit: y = 1.8¢ - 01x ¢
Jos | — ncrease iy = 1501 N, g | — mcrease iy =720-020 N, 1o, | — icrease fivy=15e-020 N 10| — increase it y=a3e-030 Ny 10| — increase it y=5204 01 g

10- 10°
Emergence Step | geometric_mean

100

10- 10°
Emergence Step | geometric_mean

100

10- 10
Emergence Step | geometric_mean

10° 10°
Emergence Step | geometric_mean

10- 10
Emergence Step | geometric_mean

Figure 9: Power law relationship between mode emergence time and target mode variance for
one-layer linear flow matching. Panels (A) and (B) respectively plot the Mode variance against
the Emergence Step for different values of weight initialization @ € {0.0, 0.1, 0.5, 0.6, 1.0}
(columns), for one layer linear flow model. The emergence steps were quantified via different
criterions, via harmonic mean in A, and geometric mean in B. We used the same plotting format as in
Fig. 6. Comparisons reveal a systematic power-law decay of variance with respect to the Emergence
Step under both the harmonic-mean and geometric-mean definitions.
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B.2 Extended Empirical Results

B.2.1 MLP-UNet Gaussian training experiments
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Figure 10: Spectral Learning Dynamics of MLP-UNet (Gaussian-rotated). (same layout and
analysis procedure as main Fig. 3) Top, middle, bottom show cases for 128d, 256d and 512d Gaussian.
A. Evolution of sample variance Ay (7) across eigenmodes during training. B. Heatmap of variance
trajectories along all eigenmodes, with dots marking mode emergence times 7* (first-passage time at
the geometric mean of initial and final variances). The gray zone (0.5-2x target variance) indicates
modes starting too close to their target, causing unreliable 7* estimates. C. Power-law scaling of 7*
versus target variance \g, excluding gray-zone eigenmodes for stability.

28



B.2.2 MLP-UNet natural image training experiments
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Figure 11: Dynamical alignment onto the covariance eigenframe of data (MLP-UNet, FFHQ32,
AFHQ32). Alignment score x as function of training step. Alignment score defined as the sum of

square of diagonal entries of the rotated sample covariance on the training data eigenframe U TS U,
divided by the sum of square of all entries. This quantifies how well the training data eigenframe

diagonalizes the generated sample covariance. It will be y = 1 if U is the eigenbasis of 3.
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Figure 12: Spectral Learning Dynamics of MLP-UNet (MNIST, CIFAR10, AFHQ32, FFHQ32-
fixword, random word). A. Generated samples during training. B. Evolution of sample variance
Ak (7) across eigenmodes during training. C. Heatmap of variance trajectories along all eigenmodes,
with dots marking mode emergence times 7* (first-passage time at the geometric mean of initial
and final variances). The gray zone (0.5-2x target variance) indicates modes starting too close to
their target, causing unreliable 7* estimates. D. Power-law scaling of 7* versus target variance \.
A separate law was fit for modes with increasing and decreasing variance, excluding the middle

gray-zone eigenmodes for stability.
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B.2.3 CNN-UNet training experiment
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Figure 13: Spectral Learning Dynamics of CNN-UNet (FFHQ32). (same layout and analysis
procedure as main Fig. 3) A. Generated samples during training. B. Evolution of sample variance
A (7) across eigenmodes during training. C. Heatmap of variance trajectories along all eigenmodes,
with dots marking mode emergence times 7" (first-passage time at the geometric mean of initial
and final variances). The gray zone (0.5-2x target variance) indicates modes starting too close to

their target, causing unreliable 7* estimates. D. Power-law scaling of 7* versus target variance \g,
excluding gray-zone eigenmodes for stability.
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Figure 14: Dynamical alignment onto the covariance eigenframe of data (CNN-UNet, FFHQ32).
Alignment score r as function of training step. Same analysis as Fig.11.
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Figure 15: UNet denoiser can be approximated by linear convolution early in training (CNN-
UNet, FFHQ32). A. Early in training, the UNet denoiser output can be well approximated by a linear
convolutional layer, with a patch size P. B. The approximation error as a function of patch size P,
training time 7 and noise scale o. Generally, early in training, the denoiser is very local and linear,
well approximated by a linear convolutional layer.
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Figure 16: Visualizing the denoiser training dynamics with a fixed image and noise seed (CNN-
UNet, FFHQ32). D(x + 0z, 0) as a function of training time 7 and noise scale o.
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Figure 17: Spectral Bias in Whole Image of CNN learning | MNIST Training dynamics of sample
(whole image) variance along eigenbasis of training set, normalized by target variance. Upper 0-100
eigen modes, Lower 0-500 eigenmodes.
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Figure 18: Spectral Bias in CNN-Based Diffusion Learning: Variance Dynamics in Image
Patches | MNIST (32 pixel resolution). Left, Raw variance of generated patches along true
eigenbases during training. Right, Scaling relationship between the target variance of eigenmode
versus mode emergence time (harmonic mean criterion). Each row corresponds to a different patch
size and stride used for extracting patches from images.
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Figure 19: Spectral Bias in CNN-Based Diffusion Learning: Variance Dynamics in Image
Patches | CIFAR10 (32 pixel resolution). Left, Raw variance of generated patches along true
eigenbases during training. Right, Scaling relationship between the target variance of eigenmode
versus mode emergence time (harmonic mean criterion). Each row corresponds to a different patch
size and stride used for extracting patches from images.
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Figure 20: Spectral Bias in CNN-Based Diffusion Learning: Variance Dynamics in Image
Patches | FFHQ (64 pixel resolution). Left, Raw variance of generated patches along true eigenbases
during training. Right, Scaling relationship between the target variance of eigenmode versus mode
emergence time (harmonic mean criterion). Each row corresponds to a different patch size and stride

used for extracting patches from images.

36

Eig0 = 6.01

Eig3 = 0.22

Eig6 = 0.04

Eig9 = 0.02

Eigl2 = 0.01
Eigl5 = 0.00
Eigl8 = 0.00
Eig21 = 0.00
Eig24 = 0.00
Eig0 = 20.74
Eig3 = 1.42

Eig6 = 0.34

Eig9 = 0.15

Eigl2 = 0.12
Eigl5 = 0.07
Eigl8 = 0.05
Eig21 = 0.03
Eig24 = 0.03
Eig0 = 39.98
Eiglo = 0.43
Eig20 = 0.14
Eig30 = 0.08
Eigd0 = 0.04
Eig50 = 0.03
Eig60 = 0.02
Eig70 = 0.01
Eig8o0 = 0.01
Eig90 = 0.01

Eigenmode variance

Eigenmode variance

Eigenmode variance

107

1077

107

107?

107

Variance vs Emergence Time | patch 3x3 stride 1 | AFHQ64

o increase
© decrease

—— Increase fit: x = 1.7e + 01y™**'

o1z

—— Decrease fit: x = 6.0e + 01y’

10t 107
Mode emergence step | harmonic mean

Variance vs Emergence Time | patch 6x6 stride 3 | AFHQ64

o increase
o decrease

—— Increase fit: x = 7.8 + 00y 2%

—— Decrease fit: x=4.7e + 01y~

10! 10%
Mode emergence step | harmonic mean

Variance vs Emergence Time | patch 9x9 stride 3 | AFHQ64

o increase
© decrease

—— Increase fit: x = 6.3e + 00y ~°1¢

—— Decrease fit: x =5.0e + 01y =016

10t 102
Mode emergence step | harmonic mean



Variance of learned patches (3x3, stride=1) on true eigenbasis | AFHQ64 Variance vs Emergence Time | patch 3x3 stride 1 | AFHQ64
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Figure 21: Spectral Bias in CNN-Based Diffusion Learning: Variance Dynamics in Image
Patches | AFHQv2 (64 pixel resolution). Left, Raw variance of generated patches along true
eigenbases during training. Right, Scaling relationship between the target variance of eigenmode
versus mode emergence time (harmonic mean criterion). Each row corresponds to a different patch
size and stride used for extracting patches from images.
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B.2.4 CNN architecture ablation experiments
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Figure 22: Spectral Learning Dynamics of CNN-ResNet (FFHQ32) with architectural variation
- 1 layer, channel numebr variation, ch = 4,8, 16, 32,128, 256. (same analysis procedure and
format as main Fig. 3C.) Each panel describes one architecture, Top Sample final images Bottom
Heatmap of variance trajectories along all eigenmodes, with dots marking mode emergence times 7*
(first-passage time at the geometric mean of initial and final variances). The gray zone (0.5-2x target
variance) indicates modes starting too close to their target, causing unreliable 7* estimates.
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Figure 23: Spectral Learning Dynamics of CNN-ResNet (FFHQ32) with architectural variation
- 1 layer, channel numebr variation, ch = 4, 8,16, 32,128, 256. (same analysis procedure and
format as main Fig. 3D.) Each panel describes one architecture. Power-law scaling of 7* versus
target variance )\, excluding gray-zone eigenmodes for stability.
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Figure 24: Spectral Learning Dynamics of CNN-ResNet (FFHQ32) with architectural variation
- 2 layer, channel numebr variation ch = 6, 128. (same analysis procedure and format as Fig. 22)
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Figure 25: Spectral Learning Dynamics of CNN-ResNet (FFHQ32) with architectural variation
- 3 layer, channel numebr variation ch = 6, 128, 256. (same analysis procedure and format as Fig.
22)

- "\ [ : § Tl % LT E
Diagonal of Covariance Matrix in True Eigenbasis
0 FFHQ32_ResNet_CNN_EDM_5layers_wide6

'S - - - 4
500 1 )
. 1000 1 0
9 —
2 g
g 1500 4 E
; =
z 2
3 g
2 -
& 2000 4 4
2500 "
30001 8

g Ly “d0, g 1"095 32016 50000
Training Step

Figure 26: Spectral Learning Dynamics of CNN-ResNet (FFHQ32) with architectural variation
- 5 layer, channel numebr variation ch = 6. (same analysis procedure and format as Fig. 22)
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C Detailed Derivation: General analysis

C.1 General Property of Linear Regression
C.1.1 Gaussian equivalence

Lemma C.1. For a general linear regression problem, where X,y come from an arbitrary joint
distribution p(x,y) with finite moments,

L =Exy|[Wx+b-y]|?*

then its optimal solution and gradient only depend on the first two moments of X, y.
Proof. Let the errorbe e = Wx + b — y, then

Vw£L = %Ex,y [eTe}
=2E [e XT]
=2E[(Wx+b—y)x']
= 2(W]E [XXT] + bE [XT] — E[yXTD

=2(W(Ze + ﬂzHZ) + bﬂf — (Bye + ﬂyﬂl))

W (Sae + ap?) + (b= )il = 4 )
W — Sye) +2(Wpe +b — ) )ul
W, — Bye) + Vo Lul

_ 9 T
Vb/j—a—bE[e e}
=2E[e}
=2E[Wx+b —y]|
=2(Wp, +b —py)

‘We used the fact that

E [X] = Haz
Ely] =y
Elyx"] =Sy, + pyp,
E[XXT] = Ye + Mw/’c;
Setting the gradient to zero, we get optimal values
wW=%,,5.1 (11)
b= 1y~ W, (12)
The gradient flow dynamics read
d
W = —2(W3yy — %) = 20V Lyt (13)
d
Eb = —2n(Wpy, +b — py) (14)

The ¥, determines the gradient flow dynamics and convergence rate of W, while 713, ;. deter-
mines the target level or optimal solution of the regression.
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Remark C.2. For all the loss variants with linear denoiser, the loss is of this class. We can write down
the gradient structure and optimal values of W and b by plugging in the mean and covariance of
input x and predicting target y.

Lemma C.3. For two independent random variables X,Y € R%, we have

Cov(aX +bY,cX +dY) = acXx + bdZy (15)

Proof. This can be proved using bilinearity of covariance and independence which entails ¥ xy = 0.
Cov(aX +bY,cX 4+ dY) = aCov(X,cX + dY) + bCov(Y,cX + dY)

= acCov(X, X) + adCov(X,Y) + bcCov(Y, X) + bdCov(Y,Y)
=acYx +bd Xy

O

Remark C.4. For diffusion training loss, the clean image samples and the noise patterns are designed
to be sampled independently. Thus we can use (15) to calculate the covariance of input and outputs.

Using these two lemmas, the gradient structure and learning dynamics of various loss functions can
be easily read off.

C.2 General analysis of the gradient learning of linear predictor
C.2.1 Denoising as Ridge Regression

Lemma C.5 (Diffusion learning as Ridge regression). For linear denoisers D(x,0) = Wx + b,
at the full batch limit, the denoising score matching loss (2) is equivalent to the following Ridge
regression loss.

L, =Ex|[Wx +b —x||* + o?||W||? (16)

Proof.

Lo = Expoan(on|Do(x + 0z;0) — x|
= Exposmn(on) [W(x + 02) + b — x|
= Expo,z~N (0, I)Tr[(W(x +0z)+b—x)(W(x+o0z)+b - X)T}
= Expo,anonTr[(W(x+02) + b —x) ((x + oz) W' +b' — XT)}
= Expo,z~N (0, Tr[(Wx +b—-—x+ O'WZ) (XTWT +b" —x" + O'ZTWT)]
= Expo,z~N (0 I)Tr[(Wx +b - X) (Wx +b-— X)T + 20’WZ(WX +b-— X)T + U2WZZTWT]
= Exrpo [Wx +b —x||* + Expo,znro,nTr [ZUWZ (Wx +b-— x)—r + O'QWZZTWT]
= Expy [Wx +b — x|* + 0| W]|?

This derivation depends on the linearity of the denoiser and the white Gaussian nature of noise

z ~ N(0,I). O

Remark C.6. This equivalence reveals that for diffusion models the additive white noise can be
viewed as L2 regularization on the weights of the auto-encoding regression problem, where o2
functions as regularization strength \. Thus per classic analysis of Ridge regression, we can see that
at higher noise scales, fewer modes of the data will be “resolved”.

Further, if the noise is zero-mean but not white, the final term Tr[6>Wzz " W T | will impose other
types of weighted regularization on the weights.

42



C.3 General Analysis of the Denoising Score Matching Objective

To simplify, we first consider a fixed o, ignoring the nonlinear dependency on it. Consider our score,
denoiser function approximators as a linear function D(x; o) = b + Wx. Expanding the per-sample
DSM loss, we get
ID(x0 + 02; 0) — x0||?
= ||b+ W(xq + 0z) — x¢l|?
= ||b+Woz + (W — I)xol?
= (b+Woz)(b+Woz) +x{ (W -1)T(W —I)x + 2(b + Woz)" (W —I)x,
=b'b +20bTWz + 022" WIWz + xL' (W - T)T (W —I)x
+2b" (W — I)xq + 202" WT (W —I)xq
=b b + 20b"Wz + o?Tr[W  Wzz”| + Tr[(W — )T (W — I)xox( ]
+2bT (W —T)xq + 20Tr[WT (W — I)xz" ]
— [Ib — xo12 + W (x0 + 02)|2 + 2W (x0 + o) (b — )"

Full batch limit Here we take the full-batch expectation over z, xq, where z ~ N(0,1),x¢ ~
p(X0). Their moments are the following.

Elz] =0
E[zz”] =1
Elxo] = p
E[xox?] = pup’ + %
E[xoz’] =0

Note that the data do not need to be Gaussian, as long as the expectations or the first two moments
are as computed above, the results should be the same. In a sense, if our function approximator is
linear, then we just care about the Gaussian part of data.

L =Esmp(xy), zon (0.0 [P (X0 + 02;0) — %0?
=b"b + P T(WIW] + Te[(W = DT (W — 1) (up” + )]+ 27 (W —T)p (17)
We can simplify the objective by completing the square,
L =By mp(xo), z~n(0.1) [D (X0 + 02;0) = xo|?
=[b+ (W =Dpl3 — u" (W = DT (W — D+ *TeW W] + Tr[(W — DT (W —I)(up” + Z)]
=|Ib— (I = W)u|2 + >Te[WIW] + Te[(W — DT (W - 1)3] (18)
=|b— (I —W)u|2+ T[WIW(c?I + Z)] — 2Te[WTE] + Tr[Z] (19)

Gradient The gradients from loss to the weight and bias read
Vel =2(b—1I—-W)u) (20)

VwL = 2% 4+ 2W (c’T+ X) + 2Wpup® + 2(b — p)uT] 21)

Global optimum Examining the quadratic loss, and setting the gradient to zero, we can see the
optimal parameters are the following,

b*=(I-W")u (22)
W* =3(c’T+ %) ! (23)

which recovers the Gaussian denoiser.
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Gradient flow dynamics Next, let’s examine the learning dynamics by gradient descent. We
consider the continuous-time limit, i.e. gradient flow. Denoting the learning rate n and continuous
training time 7, their gradient flow dynamics are

d

—b=-7VpL 24)
dr
d
—W =-—nVwZL (25)
dr
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C.4 Gradient Structure of Other Variants of Loss

Here we generalize our analysis to many popular training losses of diffusion models, including flow
matching. We provide a detailed table for different variants and the learning dynamics of the linear

denoiser.

Table 3: Variants of the diffusion training loss and their linear solution and gradient structure.
Here ¥, denotes the covariance of the input to the linear predictor; ¥, is the covariance between
target and input, not to be confused with the covariance of training sample x. w}, denotes the optimal
weight projected onto principal component uy, w} := u} W*uy; 1/7* represents the convergence
speed of a target mode. We abbreviated away the expectation over data and noise in our loss

EDM X-pred EPS-pred V-pred Flow matching
Loss | [Do(x + o€;0) — x|? | [Fo(aex + ove;t) — x| | [Fo(ux + ovest) — €]” | [Folaux + ovest) — (awe — oux)||? [ [ug (1 — £)x0 + tx1, 1) — (x1 — X0
P S +070 a7y + o7l aiS + o7l oY + o7l ’S+ (1—t)*1
Yya ! X ol a0 (I —X) ty — (18I
W+ [OEIR> (S +071)7'S o (afS + o) ! a0 (X + o2]) (I -X) P+ Q-2 D) Tt — (1 —¢))
b* (X +o2) Ty o7 (X +o7l) T —0(2X + o2 n | —oi(@Z+ 0D (X + oZ]) Tu Q-0+ 1 -8*D
wz >\»:¥02 a'{;:i:a'f a?kif#»aé 0(11?/\(;}4»25) t;§:+8—32
1/7* Ao + 07 a?X\, + o7 i\ + o7 i\, + o7 A + (1= 1)?

Denoiser / clean image / x0 prediction (EDM) loss

|IDg(x + o€;0) — x||2

Moments of input-output

Ho = [y fy = [
Yew = Cov(x + 06, x 4+ 0€) = X + o1
Yy =Cov(x,x+0¢) =X

Optimum

W =318, =(S+s°1)"'S
b* = iy = Wiy
= -W'u

=0} S+ )

Noise / eps prediction (EDM) loss

IFo(x + oe;0) — el

Moments of input-output

Pa =ty fy =0
Yoz = Cov(x + 06,x + 0€) = ¥ 4 01
Yye = Cov(e,x + 0€) =0l

Optimum
W =313, =c(X+*I)!
b* = 1y — W,
=-W*s

=—0(Z+°)

Denoiser / clean image / x0 prediction loss (variance preserving)

Do (aex + ore; o) — x|

Moments of input-output

fie = Qufly fly = [
Yaew = Cov(aux + o€, aux + or€) = afZ + of[

Yys = Cov(x, ux + o) = 2
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Optimum
W* =318, = (X + 021)7'S
b* = py — W,
=p—oW'p
= —auW")u
= (I —aiX(afE + 07 1)
=oi(a}X + o) '

Noise / eps prediction loss (variance preserving)

IFo(cix + ore; t) — 6”2

Moments of input-output

o = uft, fy =0
Yex = Cov(ayx + os€, apX + 0p€) = ai ¥ + 021
Yye = Cov(e, ux + op€) = oyl
Optimum
W* =515, = oS +of )"
b* = p, — W,
=—aW*u
_ 2 27 —1
=—aquo (X + o)
Velocity / V-prediction loss (variance preserving)
|Fo(cux + ore;t) — (e — 04%)]|2
Moments of input-output
Ha = Qs [y = —Otfh
Yoz = Cov(ayx + ov6, ayX + 0€) = ai X + o1
Yye = Cov(ae — oyx, ayx + 0pe) = —oy X + oo = oo (I — X)
Optimum
W =315,
= o (Y 4+ 02N - %)
b* = py — W,
= —opu— ;W™
= —(O'tI+ atW*)u

= —(Utl +afoi(aiS + o)~ NI — E)),u
. (I +02(a2S + 021N - 2))M
= —0y (afZ + ol +ai(l - E)) (@2 + o)t
= —o(a? + o) (2 + o)
Flow matching loss

L =By (0,1), x1~p1 ||u9((1 —t)xo + txl,t) — (%1 — x0)||2
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Moments of input-output
Ha = bty fy = [

Yew = Cov((1 — t)xg + tx1, (1 — t)xo + tx1) = t°8 + (1 — t)*T
Yye = Cov(xi —x, (1 —t)xo +tx1) =tX — (1 —¢)I

Optimum

W*=%_1%, .
=2+ (1 -)2D)7H 2 - (1 —t)I)

= (I —tW")u
=[I—t#S+ Q- D)1 -t)]) p

= (t22 + (1= —t(tS — (L= t)I)) (S + (1 - )2) 'y
((
(1-

(L=t T+t(1—t)I) (T + (1 —t)*D) 'p
)(t S+
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C.5 General Analysis of the Sampling ODE
The diffusion sampling process per probability flow ODE is the following
d
x__ os(x,0)

=
D(x,0) —x
o

given the relation between score and denoiser (Tweedie’s formula).

s(x,0) = %

(26)

Intuitively, when the denoiser is a linear function of x, then the sampling ODE is also a linear

(time-varying) dynamic system with respect to x.

When all W, are jointly diagonalizable by a shared set of orthonormal bases {uy} (e.g., the PC
basis of data, or Fourier basis), i.e., commute, we can solve the sampling dynamics mode by mode by

projecting onto such basis.

i _ Wyox+b, —x
do™ o
1
%ugx = —;(ufWax +ufb, —uix)

Representing W, b, x(c) on the shared eigenbasis,

W, = Zwk(a)ukug
K
bg = Zbk(a)uk
k
x(0) = cr(o)uy
k

We can project the sampling ODE onto eigenbasis, i.e.

d 1
%ufx = —;((W(U) — Dugx + bi(0))
d 1
d*Ck(U) = ——((Wr(0) = V)e(o) + bi(o))
g (o2
d b)) =1 1
(o) + (T )au(0) = —~bi(o)
This can be solved via the general solution of a first-order linear ODE: given
dy

the general solution reads
y = e,fm P(X) dX [/ GIA P(e)dsQ()\) d\ + C:|

In our case,

cx(o) =e" Jo D= an {/U 77bk§\>\) o LeO=1 ge d\ + C]

o Yp(M)-1 g N e)—1
T [Ck(UT) +/ o) of P e d)\}

A

o . (N) — g o Yr(e)—
:e_fUT B ld/\Ck(UT)-l-/ —%)\/\)(ffA W‘iad}\

T
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Rewriting the solution to expose the linear dependency on initial values, the solution reads,

ck(0) = Ag(o;07)ck(or) + Br(o;o7) (32)
—fe PN -1 X\
Ap(o;or) =€ Jor X (33)
By(o;07) = / —bkg\)\)e_ ST HEE de gy (34)
Consider the function
7 -1
Op(0) :=exp (—/ T/)k(A)d)\) (35)
O )\
Then the integration functions can be expressed as
Ak(O';JT) = @k(a)/tbk(UT) (36)
7 (N
Bulion) = [ =2 ey o)/, ax @7

By initial noise distribution, cx(o7) ~ N(0,0%), the variance of c (o) at any sampling time o can
be written down

Var[cy,(0)] = o7 exp ( — 2/0 %) (38)
2 (o) \2
()
Since E[cx(o7)] = 0,
Efey(0)] = ¢~ Jor 25X 2 [ / ’ _L@em B e ) (40)
_ _/U bk/(\)\) e I I/Jk(i)—l de dX (41
[T k(N Pr(o)
==, a0 d\ (42)
= Bi(o;07) (43)

Since x,, is a linear transformation of a Gaussian random variable, the distribution of x, at any
sampling time ¢ is also Gaussian x, ~ N (ji, 3) with the following mean and covariance.

L= ZBk(U;UT)Uk (44)
k

S 2 Py (0) 2

= zk:UT(CPk(JT)) o @)
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C.6 KL Divergence Computation

KL divergence between two multivariate Gaussian distributions is,

KLN (p1,%1) [| N (p2, 22))

by 1 1

— [ 310 g2t~ o =)= = ) + o )T E o )] ¢l

1 1
— 3 loe 5 - 5tr {Bl(e — m)(e — )] BT + LBl - 1) 55 )]

1 by 1
= 5 log 22: - *tf {La} + 5 ( — p2) By (g1 — p2) + 5tr{25121}

1 I
= [bg :2 : d+ {5 S0} + (ne — 1) 25 (o —m)] : (46)

This formula further simplifies when X+ and 3; share the same eigenbasis. We can write their
eigendecomposition as 3y = UAUT, 3 =UANUT,

o

LN . 20) | ¥ 32) = 5 AT A + (e ) UA;U%Q—M]
1 H 2.k N

= R o 3 O )

—_

: A1k _
=3 Zlogm —d+ Z Mo + (2 — ) "UA U (g — /M)]
L & ’ k72

In more explicit form

KLN (1, 21) [| N(p2, B2)) = 3 Zl g )\ (p2 — TZ u)i (12 _Nl)]
k 7
)\1k (uk M2*/~L1
== = —1 47
Z[ S bl e ] )

If they share the same mean ;1 = po it simplifies even further
1 )\1 k A1k

. . e A
which has unique minimizer when /\;: =1

- d] (48)

Thus, we can compute the contribution to KL. mode by mode. We denote the contribution from mode
k as

KL, =-(== —log == -1) (49)

Thus for Gaussian data that share the same mean, the KL divergence can be reduced to the ratio of
generated and true variance along each principal axis of data.
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D Detailed Derivations for the One-Layer Linear Model

D.1 Zero-mean data: Exponential converging training dynamics

If 4 = 0, then the problem reduces to learning the covariance of data. The gradient to weights and
bias decouples '

VL =2b (50)
VwLl = —2% 4+ 2W (0’1 + %) (51)
The solution of b is an exponential decay
ib = —2nb (52)
dr
b(7) = b’ exp(—2n7) (53)
The solution of W can be obtained by projecting onto eigenbasis of 32
VwL - up = —28uy, + 2W (o’ + 2)u, (54)
= —2\pug + 2(0% + A\ ) Wy, (55)

Thus,

%(Wuk) = 777[72)\kuk —+ 2(0’2 + )\k)(Wuk)]

Define variable v, = Wu,,

d
—V = 277/\ku;€ — 277((72 + )\k)vk

dr
A
= 277(02 -+ )\k) ((0_2_’_16)%)11]C — Vk>
.Y 0 Ak In(o? 4+ \
Vk-(T) = mllk =+ (Vk — mllk) exp ( — 77(0' + k)’r)
Since

[Vk..] = W[uk]
VUl =w

W = kau;‘g
k

The full solution of W reads
W(r) = vi(r)uf
k

Ak

>\k T g T — 2T
=3 Gyl + 2 (8 - gyt e
k k

)\k — o2 T — o2 T
= Z muku{(l — € 2n( +/\k) ) + ngu{e 27’( TAR)
k k

=3 e (1= ) L W(0) 3 w2
o k
k

k
>\k _ 2
- W* + VO . u uTe 2n(o 4+ k)T
2k
* A — o T

= WD (WO — Ty ule (56)

k
=W+ 3 (W(0) - W*)uguf e~ 20" 20 (57)

k

where v := W (0)uy.

'For notational clarity, we derive the gradient flow at a fixed noise scale o, and omit the subscript and/or
argument o from W, b, and L.
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Remarks

* The weight matrix W converges to the final target mode by mode.

* The deviation along each eigen dimension decays at different rates depending on the
eigenvalue.

* The deviation on eigen mode uy, has the time constant (21(0? + \;,)) ™! i.e. the larger eigen
dimensions will be learned faster.
1

While the “non-resolved” dimensions will learn at the same speed ~ (2n02)~

» Comparing across noise scale o, the larger noise scales will be learned faster.

Score estimation error dynamics Consider a target quantity of interest, i.e. difference of the score
approximator from the true score.

First, under the 1 = 0 assumption, we have
* 1 * * *
Ey = Ex|ls(x) = s"(x)[* = — {b = b2+ Te[(W — WHT(W — W*)(2 +0%T)]|  (58)

The deviations can be expressed as
b—b* = b%exp(—2n7)

Ak 2
W - W* = 0 _ T —2n(c 4+ k)T
T
with the initial projection v¥ := W (0)uy,
1 A 2
E, = — |||8°|2 4 2 L) IV0 — — 2y |2 dn(et a)T 59
= e IR et + 3o I~ e 9
1
= e Il exp—drm) + Sl? + A e A 0
k
Ak
S = W(0)uy, — — 2k
k O = 3
51, = bo

This provides us with the exact formula for error decay during training.

Denoiser estimation error dynamics
Ep = Ex||D(x) - D*(x)||”
= o*E,
= (82 exp(—4nT) + > (0% + Ap) [ dic[|Pe 4 AT (61)

k

Training loss dynamics  Under ;¢ = 0 assumption, the training loss is basically the true denoiser
estimation error plus a constant term o>Tr[X(c?I + X)~!] determined by data covariance (trace of
resolvent).

Lo =[b— T - W)u|3 + Tr[(W — W*) (0T + Z)(W — W)T] + o>Tr[B(c?T + X) 7]
(= 0) =||b||2 + Te[(W = W)T(W — W*) (6’1 + )] + o’ Tt[E(c*T + X) 7] (62)
=Ep + o’ Tr[E(c’T+ )] (63)

D.1.1 Discrete time Gradient descent dynamics

When the dynamics is discrete-time gradient descent instead of gradient flow, we have,
VL =2b (64)
VwL = =23 4+ 2W (0’1 + X) (65)
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The GD update equation reads, with 7 the learning rate

bt+1 — bt = _ant;C
Wt+1 — Wt = _nth£

bi11 = (1 —2n)b,
Wi =W, —2n(—% + W (0’1 + X))
=28 + W, (I — 270°T — 2pX)
=2+ W, ((1 - o)1 — 2n%)

For the weight dynamics, we have
Wt+1uk = ZnEuk + Wt<(]. — 2770'2)1 - 2’]72)Uk
= 2nAgug + Wtuk(l — 27702 — Qn)\k)

This iteration is exponentially converging to the fixed point 0217’3%

)\k >\k
Wt+1Uk — mﬂk = (277)\k — m)ﬂk + quk(l — 277(72 — 27})\k)
A
= (2n(0® 4+ \i) — 1)02 _f)\k u; + Wy (1 — 2n0” — 2n)y)
Ak
= (Wi, — o w) (1 = 2n0® — 2n)y)
Thus
Wiy = — W Ak 1—2n02 — 2p\)"
tug = muk‘F( Ouk—muk)( —2n0” = 2n\)
by = bo(1 —2n)"

Ak Ak t

VVt2123172+—Ak“kuf-+(VV0_‘024—Akuk)u£(1“2”02“QWAk)

k

So, there is no significant change from the continuous-time version.

D.1.2 Special parametrization: residual connection

Consider a special parametrization of weights
W = capipl + Cour W'

It’s easy to derive the dynamics of the new variables via chain rule,

oW

W = Cout

or _ o
oW’ — oW

With the original gradient
VL =2(b— (I-W)pu)
VwL = =28 + 2W (o’T+ ) + 2Wpup? +2(b — p)u”]
and zero mean case
VpL = 2b
VwL = —2% + 2W (5’1 + %)
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the gradient to new parameters

Vw L = cout VWL = QCout(—Z + (CskipI + Coutw/)(UQI + Z)) (87)
= 2Cout (=2 + Corip(0° T+ ) + o W (0?1 + X)) (88)
= 2Cout (Corip(0? T+ ) —  + ot W (0’1 + X)) (89)
dW'
= —nVw L (90)
dr
1 dW' ) o

S dr = —(Cship(0* I+ X) = X+ o W (c°I + X)) 91)
W = (B~ (0?1 + )01+ 3) ! ©2)

Cout
= - (2 T+ ) — copipl) (93)

out
W'(T)ur = W (0)uy exp(—27]7'c§ut(ar2 + i)+ (94)

Ak — Cskip(0'2 + /\k)

1-— —9n7c? 2
o2 1) (LT OP(207 (07 £ M)

Ug

The solution to the new weights reads

W/(7) = (W(0) = W) Y weuf exp(=2n7cl,, (0 + M) + W (95)
&

W(T) = coripl + Cout W' (T) (96)

= Cokipl + Cout(W'(0) — W) Z weul exp(—207c2, (02 + Ak)) + o W' (97)

k
=30 T+ )7 + o (W (0) — W) Z w,ul exp(—2n7c2,, (6% 4+ A)) (98)
k

= W* + cout(W(0) = W) > wguf exp(—2n7c2,. (0% + M) (99)
k

=W* + (W(0) — W*) Z upu; exp(—2n7c2, (0% + i) (100)

k

The only difference is scaling the learning rate by a factor of ¢2,,. Also potentially depending on

whether we choose to initialize W (0) or W’(0) from a fixed distribution, we would get different
initial values for the dynamics.

D.2 General non-centered distribution: Interaction of mean and covariance learning

Summary of results for non-centered case When p # 0, the gradients to W and b become
entangled (see Eq. 5), resulting in a coupled linear dynamic system as follows.

Proposition D.1 (Learning dynamics of linear denoiser, non centered case). Gradient flow (Eq. GF)
is equivalent to the following ODE, with redefined dynamic variables, v (1) = W (T)uy, b(1) =
b(7) — p. Denote overlap my, := uj p,

vy Vi Ay
1
d[ V2 ] _ —M[ Va2 4 AgUy ] (101)
2?7 dT - - .

b b 0
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Figure 27: Interaction of mean and covariance learning. Top solution to the w, b dynamics under
different noise level o € {0.1,1.5,4}. Bottom Phase portraits corresponding to the two-d system.
(m=1X\=1

with a fixed dynamic matrix M defined by @ Kronecker product.

0% + M\ +m? mimsa . mi
M= mims %+ o +m3 . mz| o1,
mi ma . 1
=Ml (102)

Remark D.2. The dynamics matrix M has a rank-one plus diagonal structure, specifically, it is
the diagonal dynamics matrix in Eq. 7, perturbed by the outer product of the overlap vector my.
The eigenvalues of such matrix can be efficiently solved by numerical algebra, with eigenvectors
expressed by Bunch—Nielsen—Sorensen formula [56, 57]. Without a closed-form formula, we have to
resort to numerical simulation and low-dimensional examples to gain further insights. We can see the
coupling of W and b dynamics comes from the overlap of mean and principal component mj, = uj .
When certain eigenmode has no overlap, m;, = 0, the corresponding weight projection vy, (7) will
follow the same dynamics as the zero-mean case, i.e. exponentially converge to the optimal solution
At/(Ak + 0?)uy. When the overlap is non-zero my, # 0, it will induce interaction between v (7)
and b(7) and non-monotonic dynamics.

Two dimensional example Here, we show a low-dimensional example illustrating the interaction
between the bias and one eigenmode in the weight. Consider the case where distribution mean p lies
on the direction of a PC uy. Then only the u; mode of weights interacts with the distribution mean,
resulting in a two-dimensional linear system, parametrized by noise scale o, variance of mode \ and
amount of alignment m. Let the dynamic variable be scalars w, b, vi, = w(7)ug, b = b(7)u.

1 d [w m2+o2+ X m||w A+ m?
oz 1 e M I RS (03

The phase diagram and dynamics depending on the noise scale are shown (Fig. 27): At larger o
values, the dynamics of weights w will be much faster than b, basically, w gets dynamically captured
by b, while b slowly relaxes to the optimal value. At small o values, the dynamics timescale of w and
b will be closer to each other, and b will usually have non-monotonic transient dynamics. When o2
and A\ are comparable, w will have non-monotonic dynamics.
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D.2.1 Derivation of non-centered case

In this full case, the dynamics of b, W are coupled

VpLl =2(b—p+ W) (104)
VwL = 2% +2W (o’ I+ ) +2(b — p + Wy)u® (105)
= 22+ 2W (e I+ ) + Vp L - puT (106)
=VwL + VLl u” (107)
Vwi =234 2W(c’I + X) (108)

The nonlinear gradient learning dynamics reads
b=—-nVpLl (109)
W = —(VwL + VpL - uT) (110)
Wb -y =—npVwLl (111)
=27[2 - W(c’I+3)] (112)
b=-nVpl (113)
=-2n(b —p+ W) (114)

Consider the projection

(W —b - pDu = 29[E — W(I + )] ux (115)
Wuy, — (T up)b = 2n[hug — (02 + M) Wuy,] (116)

b=-2n(b—p+ Y Wuujp)
k

Consider the variables v (1) = W(7)ug, let b(7) = b(7) — 11 s0 now the dynamic variables are
{V]€7 ceny b}

Vi — (,uTuk)B = 2n[)\kuk — (02 + )\k)vk] (117)
b=—2n(b+ Y (1 ur)v) (118)
k
Vi = 2n[\eug — (02 + M) vie] — 2n(pTug)[b + Z(uTul)vl] (119)
l
= 2p[Aeu — (0% + M)vi — (" ug)b = > (") (" wy)vi] (120)
l
b=—2n(b+ > (uTup)vy) (121)

k

The whole dynamics is linear and solvable, but now the dynamics in each component v; becomes
entangled with other components v;.

Vi vi Aug
AR e 12)
T ) - .
b 0

with the blocks in M matrix defined as follows
My = (02 + M + (pFup)?)I
My = (") (" w)I
My = (" ug)T

My = (p"up)I
My, =1
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We denote the overlap between the mean and principal components as my = u” uy,

Then we can represent the dynamic matrix M as a tensor product of a dense symmetric matrix ()
with identity Iy. More specifically, the dense matrix () is a diagonal matrix plus the outer product of
a vector. So it’s real symmetric and diagonalizable.

o2+ M + m% mims . mi
M=| mmz o ot dadm ' m } © Iy (123)
my - . 1
=QoIy (124)
o2+ M\ +m? mime . mi
Q:= mimy 0%+ Ag +m3 : ma ] (125)
- - . 1
=D+ qq" (126)
q:= [m1,ma,..1)T (127)
D :=diag(c? + A\, 0% + \o, 0% + X3, ...0% + Ay, 0) (128)

Note the inverse of () is analytical, but the general eigendecomposition of it is not. Since the dynamic
matrix M is real symmetric, the dynamics will still be separable along each eigenmode of M and
converge w.r.t. its own eigenvalue. The eigen decomposition of M can be obtained by numerical
analysis and eigenvectors from Bunch—Nielsen—Sorensen formula [56, 58]. Generally speaking, since
the mean of dataset i usually lies in the directions of higher eigenvalues, the dynamics of b and vy,
in the top eigenspace will be entangled with each other.

As a take home message, the overlap of p and spectrum of Gaussian will induce some complex
dynamics of bias and weight matrix along these modes. The full dynamics of W, b is still linear and
solvable, but since the dynamic matrix is a tensor product of a Diagonal + low rank with identity, a
closed form solution is generally harder, we can still obtain numerical solution of the dynamics easily.

D.2.2 Derivation of low-dimensional interaction of mean and variance learning

To gain intuition into how the mean and variance learning happens, consider the 1d distribution case,
which shares the same math as the multi dimensional case where the mean overlaps with only one
eigenmode

Vol =2(b— pu+ W)
=2b—2(1 —w)pu
=2uw + 2b — 2p (129)
Vwl = —2% + 2W(c?T+ X) +2(b — p+ W)™
= 2\ — 2(1 — w)p® 4+ 2w(o? + \) + 2ub
=2(p? + 0% + Nw + 2ub — 2(\ + p?) (130)

Write down the dynamic equation as matrix equation
d Zrot4 A A+ p?
RO (R S I T KR

Eigen equation reads
det(A—~1) = (1 —y)(p?+ 0> + X —7) — p? (131)
=V - A+ +0*+1)y+r+07 (132)

Generally for 2x2 matrices,
b Cc
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their eigenvalues are

M2 = (:I: (a—c)2+4b2+a+c)

DN =

2b

++/(a—c)24+4b2+a—c
U2 = [ i }

Inourcase,a = >+ 02+ X\, b=pu, c=1.

2p

/(02 +02+X—1)2+4p2 +p? o+ A1
U2 =
1

The faster learning dimension will be A1, uy, where w and b will move in the same direction.

Key observation is that the w and b’s dynamics depend on o,

» for larger o, w will converge faster, while b will slowly meander, w moving with b, following
entrainment.

A+ —pb
_)\+M2+O—2

w* (b)
* for smaller o, b will converge faster, comparable or entrained by w
b (w) = (1 - wu
D.3 Sampling ODE and Generated Distribution

For simplicity consider the zero-mean case, where

Ak

—2n(o? T
@ e (15

W(r;0)=W"*+ Z (W(0;0)uy, —
k

0%+ )\k)
b(7;0) = b(0) exp(—2nT) (135)

= Z (Akukuf(l - 6_2”(‘72+>"€)T) + W(0;0) Z Uku{e_2"7(0'2+>\k)7' (134)
k

To let it decompose mode by mode in the sampling ODE, we assume aligned initialization
ulW(0;0)u,, = 0 when k # m.

Then

d T 1 0’2 T /\k; —92 2 —
el - _ = v 0: __ "k (o + k)T T Tb 0: 2nT
LTS . (( T+ )\k)—&-(uk W (0; o)uy, e )\k))e u, x+u;, b(0;0)e

Let the initialization along uy be u} W(0; o)uy = g, then

iugx = —l _ 072 + (Qk _ ¢)6—27’(o’2+>\k)7— lng + ugb(o 0’)6_2"7—
do o (0 + Ak) (02 + Ag) ’

Using the following integration results

1 9 1 9
- s2_2]
/dcr ( 3 )\k)a 20g(/\k+0)—|—0

1 1
/d076_2’7("2+’\’“)7 = —56_277/\kTEi (—277TU2) +C
o

/dO' >\k 67277(o'2+)\k)7' _
o

) (Bi (~2770%) e — Bi (27 (0 + M) + €

DN | =
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Integrating this ODE, we get

| —

1
ci(0) = Cexp (2 log (A +0?) +

- qk%Ei (—27]702) e 2wt

N——— N

(Bi (—2n70®) e 1™ —Ei (=207 (0% + \i))) + (136)

(137)

= Cv )\, +02exp (; ((1 — qx) Ei (—=2n70?) e 27 —Ei (=27 (0? + \s,))) ) (138)

Solution of sampling dynamics ODE

x(00) =) wi CC:((Z;)) (ux(o7))
k
-y cr(00)

% Ck(UT)

—

ukufx(aT)

The variance of generated distribution reads

where the variance along eigenvector uy, reads

5\}2 20'2 Ck(()'()) 2

& Ck(UT)
1 —qg) Ei (=2n703) e~ 2172 — Ej (=2 24
g (0w )
T 2
M exp (1= 00) Bi (-2070) e — Bi (207 (03 + ) )

59

(139)

(140)

(141)

(142)

(143)



E Detailed Derivations for Two-Layer Symmetric Parameterization

Here we outline the main derivation steps for the two-layer symmetric case:
D(x) = PPTx + b. (144)

E.1 Symmetric parametrization zero mean gradient dynamics

Note that if the weight matrix W has internal structure, i.e., parametrized by 6, we can easily derive
the gradient flow of those parameters using the chain rule.

Let W = W(0), e ow
VoL =2 (GGw)i g
ij

Here, when W = PP7T, via the chain rule, we can derive its gradient, which depends on the
symmetrized gradient of W

Vel = (VwL)P + (VwL)'P (145)
_ [vwc N (VWK)T] P (146)
where

Vbl =2(b— (I—W)pu) (147)
VwL = =28 + 2W (o’ T+ =) + 2Wup” +2(b — p)p’] (148)

Expanding the full gradient (non-zero mean case), we have

VpLl = | -4 + 2W (o’ T+ ) + 2Wup® +2(b — p)u”)

+ 20T+ YW + 2up WT +2u(b — p)']| P (149)

= —43P +2PP" (0’ 1+ )P + 2(¢’1 + Z)PPTP
+ 2PPT up®™ +2(b — w)p" 1P + 2up” PPT + 2u(b — p)"]P (150)
In the zero-mean case this simplifies to

VpL,—o = 43P +2PPT (0’ 1+ )P + 2(¢*1 + X)PPTP (151)
Consider representing the gradient on eigenbases, let ufP = q{.
W VpL,—o = —4u} XP + 2u{ PPT (0’1 + )P + 2u} (¢°1 + Z)PPTP (152)

= —4\puf P+ 2u{ P> (0”4 Ap) Pl upu), P+ 2(0” + Ap)uj PPTP (153)

=~ +208 > (0% + An)amam +2(0° + M)l Y amarn, (154)
= —degl +2) (207 + A + M) (0 gm0 (155)
m
VrLu=o = =4kl +2 (20 + A + M) (0 am) a1y (156)
m
Vi Lu=o = =4k +2 ) (207 + A + M) (0 @) m (157)
Fixed points analysis A stationary solution at which the gradient vanishes is
0, if £ # m,
T
q Gm = Ak (158)
» E_or0, ifk=m.
A, + 02

Note, this is different from the one-layer case where there are no saddle points; here we get a bunch
of zero solutions as saddle points.
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Dynamics of the overlap Note the dynamics of the overlap

qqum 'CNZO + q’r’IT;VQk £I—L:0]
—Ae(ghar) 2> (20 + A + M) (@ @) dn

n

— A (G gm) T2 (207 + A+ Am) (@00 04 @]
n

=N
=-n

[
[

= _77[_4()‘k + /\m)(qg;(]k) +2 Z (402 + 2)\71 + )\m + )\k) (ngn)(qz;qn)]

n

Am + A

40k + M) (@) = D (20° + 20 + =5 (@ ) (gmgn)] - (159)

n

This shows that when all the overlaps are initialized as zero, they will stay at zero, i.e., when weights
are initialized to be aligned to the eigenbasis, they will stay aligned. We will first solve the aligned
case analytically in Sec. E.1.1, and then analyze the dynamics of overlap qualitatively in Sec. E.1.2.

E.1.1 Simplifying assumption: orthogonal initialization qkT,qm =0

Consider the simple case where each ngm =0, Yk # m at network initialization, i.e., each ¢ are

orthogonal to each other. Then, it’s easy to show that %(q,{qm) = 0 at the start and throughout
training. Thus, we know orthogonally initialized modes will evolve independently.

Note this assumption can also be written as
4t ¢m = u} PPTu,, =uf Wu,, =0 Vk#m

which means the eigenvectors of X are still orthogonal w.r.t. matrix W, i.e., the matrix W shares
eigenbases with the data covariance 3.

In such case, the gradient reads

Vi Lu=o == ki +2 Y (207 + A + M) (@4 @)@ (160)
(ortho) = — 4\pqi + 2(20% + 2Xk) (af @) aw (161)
= — deqi + 4(07 + i) (0 @) (162)
The dynamics read
dqy,
? = —nvqkﬁuzo (163)
= —n(—4 eqr + 4(0® + M) (@ ar)ar) (164)
= (A — (0% + M) (g ar))a (165)
Since the right hand side is aligned with g, it can only move by scaling the initial value.
The fixed-point solution is g = 0 or when q,{qk = 02’17")% Given the arbitrariness of gy, itself, we

track the dynamics of its squared norm. The learning dynamics of ¢} g read

d
af S = an(u — (0% + \e) (af @) (aF ae) (166)
1d(qF
2 (quqk) = (A — (0% + M) (g ) (ak ax) (167)
%j =8n(\x — (0% + ) ) f (168)
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Fortunately, this ODE has a closed-form solution.
a

T . 2 _
L R G (169)
SUAk
_ 170
1/Ke=8m7 4 877(02 + )\k) (179)
SUAk
= —5oe T e Y (171)
(Tawtoyre — 81(0% + X)) +8n(0% + Ar)
Ak
= (172)
(Tt — (02 + Mo + (0% + 1)
ol )
= (173)
o+ M\ (reto a7 — Ve +1
(@x gm) (1) =0 ifk #m (174)
This gives rise to the full vector solution
& (0
Qk(T)ii ”qk( )”2H E §H (175)
e ( 1 ) ar(0)
- (176)
24\ A _ - 0
o + g \/(mﬁkx\k_l)e soaer 41/ lan(0)]]
gl : )
=1/= . (0) (177)
AN G~ lakO)2)eE T + gy (0)]2
= Ak (178)

: )
(o (0)
o + Ak \/Aik}\ke—S’r]/\kT + (1 — e=31%T) [ g (0)]12
Learning Dynamics of score estimator Now, reconstruct the whole estimator, W = PPT. Recall
ulp =gt
P = Z u,u; P
k
=D ugl
k
j{:llek EE:(LnU
—ZZ%%%m

Note that under our assumption, (q;{qm)(T) =0 ifk #m, ql qp, is diagonal. So

= Zuk((bqu)uf
= Z g (7) | Pupuf

Then we can rewrite

Ak 1
S ) 0
7%+ M \ (gom 74 — De® ™ +1
W(r) = PPY(r leqk )Py
= Z Ug Uy by — - (180)
kR (Tamtoe 75 — Ve +1
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Score estimation error dynamics

B = Bxlsl) — 5017 = b b7 4 2(b - b (W - W (1sn)
FTW = W) (W = W) + 3+ 1)
EW=0 — % {Hb —b*||2 + Tr[(W — WHT (W — W*)(Z + 021)]] (182)

= % [Hb —b*||? + Tr[(W — WHT(W — W) Z()\k + og)ukuf]}

k
(183)
Thus
B=0covtem) — Te[(W — W*)T(W = W*) Y (A + o%)ugu] (184)
k
=Tr> (A + 03)(W = WHuguf (W — W) (185)
k
=Tr| Y (M +0°) (P — al w,) (Pgi, — aL: u)’ (186)
. ) D VR, A, + o2
=Tr| Y (M +0°) (P — #uk)T(qu - Luk) (187)
. A, + o2 A, + o2
Ak Ak
— 2 TPTP _ TP 2..T
> (A + %) (gf P" P 2 P+ (M) (188)
:Z(A-+02>((qTq-)2—2ﬂqTq () (189)
k k dk )\k+02kk A, + o2
A 2
— 2 T k
=2 et o) ((@la) = 3) (190)

Eg;;:O,bias term) __ (b0)2 eXp(—4777')

The dynamics can be applied

Ak 1
(atan) = 725 ( . )
_ —8NALT
7%+ M \ (oo o2ty — Ve +1
_ Ak 1 Ak 2
Egu—O,covterm) _ ()\k +0,2)( ( ) _ )
Zk: 7% + M \ ([arioye a2ty — Ve 8 +1 A + 02

(191)

Ak 9 1 2
=S ( )17 a9
zk: 0%+ A ( (uqk<10>n2 sy — Ve ¥ 41

( |Qk(0)\|2 o'2+)\k — 1)6 8Nk T 2
= Z )\ Y — (193)
K (||¢Ik(0)\|2 2+/\k - 1)6 nART 4 1
-2 ( (5 — llg(0)]2)e 5 ) »
T e T T

The full score estimation loss is
EH=0 = (5°)2 exp(—4n7)+ (195)

A2 (558 — llgr (0)[|2)e BT 2
;AHUQ(( 87k ()2)

iy — lae(0)2)e=8m7 + i (0
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E.1.2 Beyond Aligned Initialization: qualitative analysis of off diagonal dynamics

Next we can write down the dynamics of the non-diagonal part of the weight, i.e., overlaps between
qr and gy,

d
E(qkT-qm) (196)
d d
= QgEQm + q;nEQk (197)
= —n[=4(k + Am) (@mar) + 2 (407 42X + A + M) (04 @n) (0 n)] (198)
Am + A
= 4n[(Mk + Am) (Gha) = Y (207 4+ An + Tk)(q;fqn)(qﬁqn)] (199)
A 4 A
=4 {(Ak + Am) (@har) — (207 + A, + Tk)(q;qu)(qﬁqk) (200)
— (20 + A + M) (g qm) (@ Gm)
9
Am + A
— Z (20’2 + A+ J)(ngn)(%ann)}

n#k,m
Am + 3
2

Am + A
-3 @20+ A+ f)(qfqn)(qfnqn)}
n#k,m

3Am + Ak

= an] (32— (20 + ol = (22 + 22222 ) on

Am,'i')\k:

= | (1 = ) + 21 g P) ~ (207 4 22

Y(llael? + ||qm||2>) (@ a0)
(202)

/\m + Mg
= > 207+ da 2")(61}5%)(%@%)}
n#k,m

As a reference, recall the dynamics of diagonal term,

d(qf ar)
dr

=80\ — (02 + k) (ak ar)) (ak an)

Assume the diagonal term is not stuck at zero qkqu # 0, then we know it will asymptotically go to

llgx (00)||? ~ 02’;’“/\16 following sigmoidal dynamics.

For overlap between g7 ¢,,, without loss of generality, assume A, > \,,,. Then we have three dynamic
phases: 1) neither mode has emerged; 2) mode & has emerged, while m has not; 3) both modes have
emerged.

Phase 1: neither mode has emerged When neither mode has emerged, assume ||qx(7)||* ~ 0,
then the overlap will grow exponentially.

d
E(Q£Qm) A 4n (/\k + /\m) (a5 ar)

Note given A, > A, the diagonal term has a higher increasing speed than the non-diagonal overlap
term 8n(Ag — (02 + /\k)(q,qu)) > 477()% + )\m).
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Phase 2: one mode has emerged, the other has not When one mode has converged ||q (7)|? ~

#"M, but the other has not (A > A,,)
ddT (i gm) = 41) (Ak +Am — (207 + Am ; gl ) 021’6 " ) (gmar) (203)
= 4p </\k + A — (207 4+ 2, + Am 2_ A ) 02’::“ )\k)(qﬁqk) (204)
= 4n<Ak A = 2 — (2 o) A’“)Uﬁf Ak)(qﬁqk) (205)
:4n()\m—/\k_ (Am;Ak)gzﬁAJ(q’iq’C) (206)
=4n(Am — M) (1 - ;Ugjf)\]) (¢mar) (207)
Since 0217’6/\;@ < 1, we know 1 — %0217’“& > 0. Thus, the dynamic coefficient (A,, — A)(1 —
% 02’:_’“% ) < 0, so the overlap will follow an exponential decay dynamics. Further, given the same A,

the decay speed of g} ¢, is proportional to the difference of the eigenvalues \,, — Aj. So, the larger
the difference, the faster the decay.

Phase 3: both modes have emerged When both modes have emerged ||qx(7)]|* =~ a;}f/\k,
llgm (T)]1? = g2>_\|_"j\m,

d T 9 Am 3 Ak 9 3Am + A Am T

—_— 'm ~4 A )\m — (2 — (2 m
o am) 2 n(Net = (207 4 2 B (g2 g P BB (irg)

(208)

0’2 (/\ — )\k)2
=dn| — X\ — Ay + (— m r 209
(=22 (B e 2 Y g (209
Me + A+ 202) (22 5 + 02 (i + A
= —477( A ( ) (4mar) (210)

2 (A +02) (A + 02)

The dynamic coefficient is negative, so the overlap decays even more rapidly.

Summary: qualitative description of off diagonal elements ¢ ¢,,, dynamics

* The off-diagonal term will exponentially rise after the rise of the larger variance dimension,
and before the rise of smaller variance dimension;

* after one has risen it will decay to zero;
* after both have risen it will decay faster.

Thus, it will follow non-monotonic rise and fall dynamics.

E.2 Sampling ODE and Generated Distribution

Here, for tractability purposes, we will focus on the zero-mean and aligned initialization case.

Recall the weight learning solutions above (180),

W(r;0) = PP (1) =) |lan(r)|*uru
k

Ak 1 Ak -

T —8nT Ay,
= E uiu —1)e "M 41 211
ot <(|qk(0;a)||2 iy Y > @1
with the weight initialization

W(0;0) = [lgx(0; 0)[|*upuf, (212)
k
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Note here we assume the initialization ||g;, (0; o)||? is the same for all o levels, with no o dependency.
k(05 0)1* = llgr(0)]I* = Q&
Per our general analysis (Sec. C.5), the key factors are

Ak 1
Yr(osT) = (213)
(o57) 02 + A (&7021’“)% —1)e=81m2 +1
and its integration
v o;7)—1
(o) = exp(f/ %da’)
iuTx _ 1 Yr(o;7) — 1 Jufx (214)
do 7T o \URM? k
1 ( Ak 1 > 7
__1 —1)uTx 215)
2 1 ) “8ur k
o\ o2+ X\ (qu(O)H? s — Dem8mmk 4+1

Note that the integrand is just a fractional function of o> which can be integrated analytically.

d 1 Ak 1 1
U_; o2 + N\ (1 Ak — 1De817 & 1_
k (Qk o2+ Ak )6 +

7Qk€8m>‘k log (A + Qr (e — 1) (A + 0?)) — 2Qx log(o) + 21og(0)
2 (e — 1) Qr + 2
_ Que®m log (A + Qi (¢ —1) (M +07)) +2(1 — Qi) log(0)
= 2 (687’]T)\k _ 1) Qk +92
 Qrlog (Mg + Qp (31 — 1) (A + 02)) +2(1 — Q) log(o)e =51
- 2 (1 — e=81mk) Q) + 20807
Qr log[e877T/\k ()\ke—SnTAk + Qe (1 _ 6—8n7/\k) <)\k 4 02))] + 2(1 — Q) log(J)e_&’T/\k
- 2Qk + 2(1 — Qu)e—S1M
 Qrlog (Are 31 4 Q (1 — e 8172%) (A + 02)) 4 80T A Qs + 2(1 — Q) log (o) e 8172
205 + 2(1 — Qi)

Thus, the general solution to the sampling ODE is

Qi log (Are ™81 4+ Qp (1 — €787 ) (Xp + 02)) 4+ 8n7 A Qi + 2(1 — Qi) log(o)e 81

Ck(a) =C exp( QQIC + 2(1 _ Qk)e—Sr]Tkk )

Qi
2Qp+2(1-Qp)e 817 k
) X

=C {)\keg’”}"“‘ + Qp (1 — 6787]7')\’“) ()\k + 0?2

8T AL Qr

(1 - Qr)e=1 log(o)
216
xp (ZQk +2(1 - Qk)efsﬁﬁw ) ex ( Qr+ (1 — Qk)e*&?”\k ) (216)
The scaling ratio is
Qp
Ck(Uo) _ )\kefsm—)"“ + Qk (1 — 678777)"“) (>\k + 0'(2) 2Qk+2(1—Q:.)578"7Ak 217)
Ck(O'T) o /\ke_sn"')\k + Qk (1 _ 6_8777')%) ()\k + O'%

(1 = Qr)e ¥ (log(0) — log(or))
Qi + (1 — Qg)e 81m2x

_ )\kefgm—)"" + Qr (]. — 678777)"“) <>\k: + 0’8

LAk 4+ Qp (1 — e731TA) (A + 07,

exp (

Qk —8nTAp
:| QQk+2(l—Qk)2787]T>‘k 0o (1-Qp)e k

7> Qr+(1-Qp)e 817k
ar

~— | — ~— ~— [ ~~—

(218)
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sz+2(1—ZZ)e*8"ﬂk _a-QpeTt1mAk
Op(0) = [Aee™ ¥ 4+ Qp (1 —e7¥77%) (A + 02)} (o) @rra-Que ™%

(219)

Evolution of distribution Following the derivation above,

Sx(oo)] = Y <aT e(20) ) wul

A Ck(O'T)

The generated variance along eigenvector uy is
2
5 ck(00)
Ai(T) = (O'T
ck(or)
_ _ Q. _ e—8nTA
9 {)\ke 8NTAR 4 Qr (1 —e€ 8’77—’\’€) ()\k + O‘g):| Qrt(1-Qpe Bk g 20-Qp) k

=02 7) Qp+(1-Qp)e 1™k
)\kefsn‘r)"“ + Qk (1 — 678777»"“) ()\k + O’%) or

(220)
Asymptotics of Learning: early and late training At late training stage nT — oo,

Qp
 culon) {Qk (Ak+03)]wk 0
7771-13100 Ck(UT) o Qk (>\k + 0’%) exp (Qk)

)\k+03
=, —Y 221
Vot (221)

~ A + ol
lim (1) = 070
n'rli}l,loo k(T) or )\k + O’%

which approximately recovers the correct scaling factor to generate correct variance A, if we take
or — 00,09 — 0.

(222)

At early training stage nT — 0,

)
lim ck(00) _ |:/\k1 +Qr (1= 1) (Mg + 0f) | 2@720=an (ﬂ)%
nT—0 Ck.(O'T) Al 4+ Q (1 - 1) ()\k + O'%) or
Qp
_ |:1:| 2Q+2(1-Qy) (2)1—Qk
or
_ (%0 yi-a (223)

ar

which shows the initial generated variance is determined by weight initialization scale and integration
limits ((’)’07 O'T).
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F Detailed Derivations for Deep Linear Network
Consider a general deep linear network. W = HZ W, =W, W;_,.W;

Gradient structure Using the chain rule

oL . OWy;
we have the gradient with respect to matrix W,
ann
= (Wr.Wii1)mi(Wi_1.. W1)jn
W .. (WL Wig1)mi(Wi—1.. W),
In vector notation,
oL OW 1
[Vw, Llij = (

W) W,

oL
= (WL~--WZ+1)mi(W)mn(Wl—l---Wl)jn
oL
Vw, L = (WL...WZH)T(W)(WZ_l...Wl)T

where Vw £ can be found in (5)
Vol =2(b— (I —W)p)
VwL = =28 4+ 2W (0T + %) + 2Wup® +2(b — p)pu”]

F.1 Aligned assumption

This gradient structure can be substantially simplified if the weight matrices are aligned at initializa-
tion.

Consider the singular value decomposition of each weight matrix W,
W, = U NV
and for each pair of neighboring layers, the singular modes are aligned.
Viv, =1
or equivalently U;_; =V}, VI € [2, L]

Gradient structure under aligned assumption Then the product of weight matrices is

L
Wi Wi =U, [[ MV
k=1+1
1-1
Wi Wy = Uiy [] AV
k=1
L
W Wy =Up, [[ AV
k=1
Then the evolution of hidden weights reads
L -1
Vw, L = (UL H AVED)TVwWL(UZ4 H AV)T
k=l+1 k=1
L -1
=Vin [ MULVwWLV [] AUE,

k=l+1 k=1
L -1
= Ul[ IT aUivwen [ Ak]vﬂ”
k=i+1 k=1
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Substituting the gradient of the loss (5), assuming centered data ;1 = 0,

VwLl,—o = =25 +2W (o’ + ¥)

Then
L -1
leﬁ = Ul[ H AkUg(_2E+2W(0‘2I+Z))V1 HAk] VET
k=l+1 k=1
L L -1
- U [ [T MU (=25 +20, [T AV (@1 + ) [ Ak} 174
k=Il+1 k=1 k=1
L -1 L L -1
= =-2U; H AkUgZVa H Ak‘/ET + 20’2Ul H Ay H Ay Ak‘/lT
k=Il+1 k=1 k=Il+1 k=1 k=1
L L -1
+200 I Ax [T AeV"sWa [T AVi"
k=Il+1 k=1 k=1

Under the simplifying assumption that Uy, = V; and they exactly match the eigenbasis of X, denoted
as U, then

VISV =A, UfFsvi=A

L -1 L L -1 L L -1
leﬁz —2U;A H Ay HAkVYlT—l-ZO'QUl H Ay HAk HAleT—I—QUZ H AkHAkAHAkVYlT
k=Il+1 k=1 k=Il+1 k=1 k=1 k=Il+1 k=1 k=1

L L L
=20 [-A+o” [TAe+AT] A [T MW"
k=1 k=1 k=1,k#l
L L
= 2Ul [—A + (02 + A)Al H Ak] H A}CVET
k=1,k#1 k=1,k#l

Consider the singular values of each weight matrix

VL =U'Vw, LV

L L
=2-A+(?+ 0N [ M) ] A
k=1,k#l k=1,k#l

The weight dynamics have a surprisingly simple mode-by-mode form. For the m-th mode, the
gradient is

L L
v/\l,mﬁ = 2[_/\m + (02 + Am)Al,m H Ak,m} H Ak,m
k=1 k£l k=1,k#1

To simplify notation, we define =, ,,, := Hle) oy Ak.m. Then the gradient flow dynamics reads

L L
d 2
EAl,m = *n[*Am + (U + )\m)Al,m H Ak,m} H Ak,m
k=1,k#l k=1,k#l

= _7][_/\m + (02 + >\m)Al,mEl,m]El,m
At first glance, this is a linear system for A, ,,,, with fixed point at \,,, /(¢ + A\;,) /=i, But the

effect of other layers =, ,, is also dynamic, forming a coupled nonlinear system. =, ,,, affects both
the time constant and convergence level.
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F.2 Two layer linear network

We start by considering the two-layer case of this equation. Under the aligned initialization assump-
tion,

W, = UMV, W, = Us AoV, (224)

Uy =Vs, U=V =U (225)

So the main degrees of freedom come from Aj, A, and we discuss the two cases depending on
whether they are equal to each other.

F.2.1 Special case: homogeneous initialization A; = A (symmetric two layer case)

If A; = Aq, then
W, = UMV = VAU = WT

We are reduced to the symmetric two-layer case W = W7 W as we discussed above in E. Due to
weight sharing, the gradients to each layer are accumulated.

VAIE = 2[—/\ —|— (0’2 + A)AlAQ}AQ
=2[-A + (0% + A)AZ]A,
&
dr
(A1)? = —4n[—A + (0% + A)AT]AT

Ay = =2n[—A+ (0 + A)AF]A,
d
dr
This recovers the dynamics we obtained in the previous section 5.1.

F.2.2 General Case: general initialization (general two layer W = P())

Generally, if the initialization is not homogeneous, A; # A, the matrices are not the same W = P(Q),
and we have the general two-layer parametrization.

Under the aligned assumption F.1, the weight learning dynamics are reduced to those of A1, As. For
simplicity of notation, let fr, = Aj x, gr = A2 . We have

VL= —Nigi + (0% + M) gr fr
Voo £ = =Aifr + (07 + A) fRgr

which is a two-dimensional coupled system. Let us focus on the dynamics along one eigenmode k
and drop the subscript k from fj, gx. Let the constants A = n\y, B = n(0? + \i), we have

d
e f=Ag— Bg*f (226)
d

0= Af — Bf?g (227)

There are three important variables: figx, fZ + g7, and f? — g*. This system can be represented in
the following way, which exposes its conserved quantity:

d d d
=g+ 9f
= Af? — Bf3g+ Ag®> — Bg*f
= (f*+¢%) (A- Bfg)
) =26 f 4200
=2(Afg — Bg*f?) +2(Afg — Bf*¢?)
=2 fg(A-Bfg)
d

E(fQ—QQ):O
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Figure 28: Phase diagram for the simplified 2D dynamic system. Above: d% f = Ag —

Bg?f, %g = Af — Bf?g for A = 1, B = 2. We can see the manifold of stable attractors in
the 1st and 3rd quadrants: fg = A/B, and the conserved quantity along the hyperbolic lines.

Thus the (f, g) pair can only flow along hyperbolic lines or diagonal lines where f? — g% = const.
We can leverage this fact to write down the overall solution.

Notice that ) - ) - ) s
(ff+g) —(f"—97)" =4fg
So we can represent

24+ 6% = VAf2g? + (f? — ¢2)2
= Va2 +C?

Now the equation for fg becomes closed:

2 (f9) = VAT + C3(A - Bfg)

Leth = fg

d
—h=\/4h? + C*(A — Bh)
.

Note that for this self-contained equation, unless C' = 0, it shall have only one attractive fixed point
which is h* = A/B. Thus asymptotically, it will always converge to the correct value.

When we face the weight tying case where C' = 0, the equation becomes

d
—h=2|h|(A - Bh)

It will have another fixed point at » = 0, which makes it impossible to converge to the fixed point
A/ B if the initialization h(0) has the opposite sign.

F.3 General deep linear network

Weight tying assumption / initialization The weight tying deep network can be regarded as a
special case. The key gradient equation is
L L

Val=[-A+@+MAN [ A I A«
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Let us assume all A; are equal at initialization’. Then
VaL=[-A+ (o% + A)AFAF? (228)

Consider a single element of the diagonal at mode £, a,(cl) := Ay 1, then we have
oL

L L—
o = A () (@) ()" (229)
k

Further consider the aggregated effect ¢, = [, ag). Assuming weight tying, the gradient flow of this
variable reads

e _ (l))Lflf)a;(f)
or or

L-1 0L
=-nL (al(cl)) 0]
ay

— L [ M + (02 + M) (@) (ai)

2L-2

= —nL [~Ap + (0> + M)er) ¢, T

§[¥]

= L [~M + (02 + M)l ¢

We arrive at the dynamics of the weights along eigenmode:

dc _2

S =L — (o7 + Aoerlen E (230)
Depth one and two cases Note this form also encompasses the solution of one-layer and two-layer
symmetric linear models by setting L = 1,2, as in (??) and (??).

General depth case For general L, there is no closed-form solution; one only has an implicit
solution to ¢y, involving the hypergeometric function o F;:

Ac(r)\2/L 2 2 Ac(r) Ac(0)\2/L 2 2 Ac(0)y _
F(1L 21+ 5 ) = (557) AL+ 5 nLBT
(3)21L+LB B b T TR )
(231)
with substitution A = (02 + A1), B = \.
Infinite depth limit The limiting case is L — oo, then the dynamics read
dc 22
87: =-—nL [—/\k + (0’2 + /\k)ck] Cp L
(L = 00) =nL [M\, — (6% + M)k c; (232)
Then we have
de
=nLdr
e — (02 + M\g)eklez g
o2+ AL Ck
In — =nLt+C.
/\i AL — (0'2 + )\k)ck A Cl =T
Setting the initial values as cg)), we have the implicit solution of cg:
02+)\k Ck 1 o? + A C]io) 1

1

_ 1 _
)\% . A — (0'2 + /\k)ck Ak Ch .

Ai A — (02 + )\}C)C](CO) )\}CC](CO)

where training time 7 can be expressed as a function of cy:

=nlLt+

1 [0® + X M= (@2 +)e)) 1 1
r=— [T % c’go() oA e) 1 ol (233)
nL Ak Cp ()\k — (02 + )\k)ck) AkCh AkCy

2 A, is not to be confused with A, which is the spectrum of data
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F.3.1 Deep Residual network

If the network is parametrized with a residual connection at each layer, i.e., W = [[,(I+ W;) =
I+Wr) X+ Wgi_q)...(I+ W), then it is a linear shift in parametrization. Using the same
derivation and notation, assuming aligned initialization and homogeneous initialization, we can see

a—ﬁ) = [ =2+ @+ ) (1+a)] (1+af) (234)
Oay,

Let the overall effective weight be ¢, = (1 + a,(cl))L, we have the Jacobian:

Ocy, (O\L—1
aa(l) =L (1+ak )
k
Thus the dynamics of the effective weight is
Ocy, (O\L—1 (’)ag)
— =1L(1
or ( + ay ) or

= —nL(l + a,(j))L_lvag)L'

= L1+ a) T [ = Mt (@ ) (L+0) ] (14 a?)

=—nL [— A+ (0% + M) (1+ a,(j))L] (14 )
==L [ =+ (0% M) e | 2t (235)
We recover the same dynamics as the normal deep linear network:
% = L[\ — (0 + Ak)ckki*% (236)

Here the initialization is ¢4 (0) = (1 + a,(f)) &

Thus in linear networks, residual connections do not change the learning dynamics, but just change
(shift) the initialization of weights.
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G Detailed Derivations for Linear Convolutional Network

In this section, we study a linear convolutional denoiser. For simplicity, let’s consider the space is
1d, with a 1d convolutional filter w. For simplicity, we ignore the bias term and assume zero-mean
1 = 0. The convolutional denoiser is defined as

D(x;0) = wy *x (237)

This convolution * can be equivalently represented as matrix multiplication, where the weight matrix
‘W, is a Toeplitz or circulant (when circular boundary condition).

D(x;0) = Wyx

In this case, the score learning problem becomes a circulant or Toeplitz regression problem, which
has been studied before [59, 60, 61]. This problem is similar to finding the best convolutional or
deconvolutional kernel to a 1d sequence.

G.1 General set up

Cyclic weight matrix and spectral representation Let’s consider the circular convolution case,
where we ignore the boundary effect, and assume the matrix W (o) is cyclic at any noise scale. Since
it’s cyclic, they can be diagonalized by discrete Fourier transform (DFT).

Let’s diagonalize the weight matrix with the DFT matrix,
W(o)=FI'(o)F*
specifically the DFT matrix is defined as

1 k
Fr = = oxp (—2m'77v>, mk=0,1,2,...,N —1

G.2 General analysis of sampling dynamics

Note that, if we assume weight matrix at every noise scale is circulant, then we always can solve
the sampling dynamics on the Fourier basis, mode by mode. At its core, this is because all circulant
matrices commute.

d FT(o)F*x — x
=
do o
e d _ T)F'x—F'x
do o
r -1
_ @) =Ty
g
We can perform integration mode by mode. Let ¢, = (F*X)j, x = F'c
d o) —1

e
do o

Thus, if we know the Fourier parametrization of weights I'(c), we can integrate the sampling of
x in closed form. We will need to solve these Fourier modes I'(¢) of the weights during training
dynamics. Integrating the ODE, we get

O (o) =exp (/—Md)\)

A
q)k(do)
cx(og) = ci(o 238
k(00) By (or) k(o) (238)
Then the generated variance will be

< i (00) )2
A, = 07 239
k T (‘pk(UT) ( )
¥ = F diag(\,) F* (240)

Because of this we can easily prove Proposition 5.2
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Proof. Generated distributions from linear denoisers are Gaussian distributions, with covariance .
Since the generated covariance is diagonalized by discrete Fourier transform F', ¥ is circulant i.e.
translation invariant. Given that the generated x is Gaussian distributed, x conforms to a stationary
Gaussian process. While the integration function ®; (o) determines the covariance kernel of this
Gaussian process. O

G.3 Full width linear convolutional network
G.3.1 Training dynamics of full width linear convolutional network

Gradient structure in spectral basis Using the Fourier representation of the circulant weight
W(o)=FT(o)F*
we can derive the gradient to the Fourier parameters I' (o) which is a diagonal matrix.
Recall that
VoL =2b
VwL = 2% 4+ 2W (0?1 + %)

Then the gradient to the Fourier parametrization reads
(VwL,dW)

(VwL, FdT(o)F™)
(F7IVwLF™ dT(0))
(F*VwLF,dT'(0))

Thus
VrL = F*VwLF
= 2F*YF + 2F*W(o*I + X)F
= 2F*YF + 2F*FTF* (0’1 + ©)F
= —2F*YF + 2T(0?1 + F*XF)

Under circular convolution assumption, I is a diagonal matrix, I';; = d;;7; then

oL
i

(VL]

—2[F*SF);; + 2[T(0] + F*SF)] .
= —2[F*SFJ; + 2[0;57i(c°1 + F*SF)]
= —2[F*SF)ii + 2yi(0® + [F*SF]y)

i

The key entity is the F'* X F matrix, let’s define it as 5

Interpretation of F*X F'

* We can regard it as covariance matrix in the spectral basis, i.e. covariance matrix of the
complex variable F*x € CV.

¥ = cov(x) = E[xx"]
F*YF = F*E[xxT|F
= E[F*xxT F]
= E[F*xx’ F1]
= E[(F*%)(F*%)]
= cov(F*x)
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* Diagonal values tell us about the power spectrum of the data.
[F*EF]“ = Var([F*fc]l)

Fjp = 1 o—2mi jk/N
[F*SFJjk =Y FpSmnFok

mn

% 2 Em,ne+27ri jm/Nef27ri nk/N
mn

1 . jm—kn
E ) 2me —
- N n¢ "
mn

1 j(m—n
[F*SFljj =52 e

mn

Gradient flow on spectral parameter Given the gradient structure,
oc
5oy =

= =25 + 27k (02 + Skx)

—2[F*SFi + 29 (0% + [F*SF)

if we directly perform gradient descent on the -y, variable, we have

a0k

dTFYk_ navk
d = 9 &
T =1 [ — 2%k + 2 (U + Zkk)}

=2n [ikk — (o + ikk)}

Fixed point Fixed point of the gradient flow is

Skk
= (241)
T = 5 + Xkk
Learning dynamics of Fourier modes This is basically a first order dynamics ODE
Sk Skk —on(0?2+5
T7) = i _|_<0_ il )6 (o= +3gkk)T
Ve(T) o2+ S, 7(0) o2+ S
, <
=+ (9 (0) = )72 (242)

Remarks

« This is exactly the same story as the one layer linear case, where 02 + 3, determines the
convergence speed per mode.

* Spectral modes Yir with higher power will converge faster, which usually corresponds to
the lower spatial frequency modes.

* Higher noise level will converge faster

Learning dynamics of weight entry as rotated Fourier mode dynamics

Lemma G.1 (Convolution Spectrum-entry relation). The relationship between spectral and entry
parametrization of filter weights is

N—-1
1 .
wy YNy, 0=0,...,N-1 (243)

N
k=0
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Proof. Derivation Using our previous convention
Wij = wj,i

Let the vector of the first row in W be
Wok = Wk
Let the vector parameter be

W = [’UJO,UJl, "'7wN—1]T

= (Wor)"
Then the connection between v, and weights wy are the following
W = FT'F*
Wik =D FjmLumn

m,n

=> YmF
m

> vmFj
m

% Z ,yme—27rijm/Ne+27ri mk/N

jE—d)m
§ ’YTn N

Thus

w, = W itk

1 km
. +2mg B
- N E € N Ym
m

= T%ZFI:m'Vm

In vector notation, we have

w = %F*'y
v = VNFw
Thus, they are related by a v/N scaling and a unitary transform.
Similarly, the gradient to v and that of w has following relation
Vwl=VNF TV,
= VNF*V,L

Proof. Derivation

(V4L d)
(VoL,VNFdw)
(VNF=TV, L, dw)
(VwL,dw)
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If we let the optimization parameter be the filters w, then we have gradient flow in w space

d
%w = -—nVwLl
The corresponding gradient flow of ~ is
d
—w = —nVyLl
dTW g

So gradient flow in w space is equivalent to gradient flow in -y, but scaling learning rate by n — Nn!

Conversely if we treat -y as optimization parameter and use gradient flow, then it’s equivalent to scale
learning rate n — n/N

d
—v =-nV,yL
dT7 A
d NF ! FVyL
—VNFw = —n——FV,
dr N v N
d n
—w=—-LV,L
=N
Remark G.2. * Thus we can solve gradient flow in any representation, but translating to

solution of the other variable just by rescaling the learning rate.

 This trick only works when the kernel width is IV, or the spectral parameter will be con-
strained in a subspace, which will alter its dynamics.

* Direct spectral parametrization without any constraint is basically equivalent to the entry
wise parametrization. It does not provide extra inductive bias.

Corollary G.3. For linear circular convolutional denoiser, D(x,0) = w x X, the solution to gradient
Sflow on filter weight w is w(T,0) = ﬁF*’Y(T, o), where the spectral parameter of k-th Fourier

mode evolves as

ikk ikk _9N 2,5
T,0)= —(—— = + < 070 - 7—-) e n(o”+2kk)7
V(T 0) NS (0, 0) PN
_ '7}?((7) + (’71@(070) _ ,y;(a))e—QNn(aQ-i-Zkk)r (244)
Skk

where v} (o) = and Yy, is the variance of Fourier mode.

o243k’
G.3.2 Sampling dynamics of full width linear convolutional network

Let’s project the sampling equation on Fourier modes,

F*ix: —MF*X
do o
Let ¢, = (F*X)g, x = Fe,
d o) —1
——Cp =},
do o

The variance amplification factor is expressed through the integral,

Oy (0) = exp (/—%d/\)
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024Xk

Generated distribution after convergence For the converged denoiser we have 7}, =

/ d)\)

~ [ E\ O 2 (o 2 + i kk ~
202( ( 0)> =o0r = =S
07+ Xk
The generated covariance will be
¥ = Fdiag(\y)F
~ Fdiag(Xp) F*
Remark G.4. * Basically it’s the same story as the one-layer linear network, the major differ-
ence is, instead of evolution along the eigenbasis of data covariance (PCs), the parametriza-
tion of convolutional network enforces the learning dynamics to align with the Fourier basis

regardless of the original PC of the data. It treats the data as if it’s stationary / translation
invariant.

* The generated data will be independent along each Fourier mode, just like the fully connected
case, the generated data is independent along each eigen-mode.

* This amounts to decorrelating the original covariance in the spectral domain, making it
translation invariant / circulant.

Generated distribution during training Using the solution to gradient flow of spectral
parametrization, for each Fourier mode,

(i) = 5+ ((050) = )20 4507

We can solve the sampling ODE during training. Assume the initial value of each Fourier mode is the
same across n01se scale 75 (0; o) = v (0), Vo. We can write down the generated variance through
training time as,

Oy (o) = exp (/U 7%60\)

p Sk Sk —27}()\24—2 Vo

Vi + oe (5|0 = ) Bi (-2070%) 25 = i (<27 (o2 + 201 ) |

Using the solution to gradient flow of filter weights parametrization, we effectively amplify the
learning rate 7 — N7 in the expression.

W (T50) = 7 + ((0;0) — 7f) e 2N+ Eki)T

3One thing to note is that it’s highly likely that the initial value of 4 (0; o) can differ for each Fourier mode,
i.e. different Fourier modes are initialized at different weights due to the filter initialization.
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2 (‘Pk(oo)

o 9 o 2
The generated distribution has variance ¥ = FAF* whereAy, = o7 <I>k(oT)) controls variance

along Fourier modes.

Di(0) = \/Sin + o2 exp @ {(1%(0)) Ei (~2Nn7o?) 2Nk Bi (<207 (0 + D)) D

(245)
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G.4 Local patch linear convolutional network

Now, let’s consider a local filter w.

Spectral representation and spatial locality constraint The major difference is that if we have a
locality constraint in w, the corresponding constraint in v will be constrained in a lower dimensional
space

1 N—-1
-kl
Wy = N Z 62mﬁ’}/k
k=0
v=VNFw
N-1
-kl
v = Z 6—2771 ¥ wy,
k=0

But if our wy, = 0, Vk > K, then the spectral moment just sums over K
K-1
n=y e ¥y
k=0

Specific case: kernel 3 convolution Consider the case where the kernel size is 3, so only
w1, wo, w—_1 7 0. Then the spectrum can only have a DC and a cosine and sine component

o kL
=), e Ny

ke{-1,0,1}

—omi L P L
= wp + wye 27 +’LU,1€27”N

=wo + (w1 +w )cos<2—7rl)+i(w —w)sin(Lﬂ)
= wo 1 ~1 N ~1 1 N

Basically, the small kernel size mandates that the spectral view of it v cannot vary very fast! Thus the
spectral representation has to be very smooth, just sine and cosine waves.

G.4.1 Training dynamics of patch linear convolutional net

To study the training dynamics of the linear local convolutional network, it’s easier to directly work
with the entries of the filters.

Consider the Toeplitz weight matrix (general boundary condition),

wo w1 w2 ot Wd—1

w—1 Wo wi o Wg—2

W = w—2 w-1 wo o Wq-3
W—d+1 W-gt2 W—g+3 - Wo

Shift matrix formulation Generally, a Toeplitz matrix can be written as
d—1 d—1
W =) w,PF+ ) w_ (PT)*
k=0 k=1

where the (non-circulant) shift matrix is P,

01 0 0
0 0 1 0
P=1t :
0 0 O 1
0 0 O 0

This compactly expresses the weight matrix as a weighted sum of shift matrix powers, enabling us to
write down the gradient efficiently.
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Remark:

» For circulant shift matrix P7 = P~1. PT P = 0 exactly.

» For non-circulant shift matrix, approximately P = P~ but there will be some issues in
the boundary condition.

* Trace with it also allows us to elegantly extract entries from a matrix.

* Multiplying this shift matrix allows us to shift the matrix
This decomposition of weights allows us to write down the loss and the gradient.
Fork > 0

8Uu; ZE: (;”

j—i=k
j—i=k aWU
::<}jk7(;>
e
oL
= Tr[(P*)" =
(P £
for the other k,
oL
— PT k G
5 = (PD,6)
= Tr[P*G]
oL
L dadt
= Tr[P 8W]
Using this formulation, we can express the gradient to each entry.
oL _ 2Tr[—(P*)T'S + (PF)TW (02T 4 %))
8wk
= —2Tx[(P*)T8] 4 2Tr[(P*)TW (61 + X))
d—1 d—1
= —2Te[(P*)TS] + 2Tx[(P*)T ( Z m 4 Z w_m(PT)m) (02T + )]
d—1
= —9Te[(P*)TS] + 2Tx| ( Wi (PF)T P™ + Z W PT)’“+7">(02]+ 2)]
m=0 m=1
d—1 d—1
= 2Tr((PY)TS] + 2 ) w Tr{(P*)" P™(0*T + 2)] + 2 Y w_p Tr[(PT)"™ (%1 4 3)]
m=0 m=1
Similarly,
oL k k 2
= 2Tr[—P"E + P*"W(o°I 4+ X)]
8UL,k

= —2Tr[P*Y] + 2Tr[PFW (021 4 X))
d—1 d—1

— OTy[P*¥] + 2Ti Pk( S wn Py w,m(PT)m) (02 + )]
m=0 m=1
d—1 d—1
= —oTi[P*Y) + 2Tr[( W PP 37 w_mPk(PT)m) (021 +%)]
m=0 m=1
d—1 d—1
= “2Te[P*S] + 2> wn T[PM (0’ T+ D) + 2 Y w_p Tr[PH(PT)" (0°T + X))
m=0 m=1
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We denote the general k-shift operator (non-circulant boundary condition)
k >
59 = { (pr. k2o
S(k)™ = (P*)T = (PT)* = 5(~k)
Define a special function with two indices
Tk, m] = Tr[S(m) (oI + £)S(k)T)
= o*Tr[S(m)S(k)T] + Tr[S(m) & S(k)T]

The first term is diagonal, the second term is not. Non-diagonal terms all come from the second term.

Note that this special function is symmetric, which is understandable, since it will be functioning as
the new covariance matrix.

Tlm, k] = T[S (m)(0>T + £)S(k)"]
= Tr[S(k)( I +%)8(m)"]
Tk, m]

Then the gradient can be written as this simplified equation, of a similar structure as before.

oL =
o = —2Tr[S(k)T%] + 2m;dm5(m)(021 + )8 (k) w,,
d—1
= 2Tr[S(k)T%] + Tk, m]wn,
m=1—d
d—1
= 2Te[S(k)S] +2 Y Tlk,mlwn, (246)
m=1—d

Thus to study the learning dynamics of convolutional linear models, the object that needs to be
focused on is T [k, m], the spectrum of it. Thus, the learning dynamics of w will be first along higher
eigenvalues of 7, and then lower eigen ones.

Interpretation of 7 matrix Note that the 7 [k, m] matrix can be regarded as the spatially averaged
version of the covariance matrix, especially by averaging local cross covariances of pixels at distance
k,m.

Optimal solution The fixed point of the equation is the following linear equation

> Tlk, mwy, = Tr[S(k)X]
Let the vector be Ry, = Tr[S(k)X], k ={1 —d,...d — 1}
w*=T 'R (247)
Here we successfully derived the matrix equation for gradient flow for weights w.

Cyclic case (circular convolution) Now consider the cyclic shift matrix

010 --- 0
o0 1 - 0
P=i oo :
0 0 O 1
1 0 0 0
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then PT = P~1, so we have
Tk, m] = Tr[S(m) (oI + £)S(k)*]
= Tt[P™ (0] + £)P~F]
Tr[P™ ¥ (0% + )]
= o®Te[P™F) 4+ Tr[P™ kY]

Note that
Tt[P™ %) = NG,
So
Tk, m] = No?6,mp + TP Y

1 _
= N(0%0mi + TP 7*5))
Note that the second term is the shift-averaged version of the covariance matrix
1
—Tt[P"FS
[Pt
N
:N Z Ei,i+(177,7k7) mod N

i=1
, .
Let’s define a new averaged cross-covariance vector

X[ = TP

L&
=5 > itk mod N

Note x[K] = x[~H] _
Ry = Nx[k]
Tk, m] = N (0?8, + x[m — k)

We want to solve the linear system

ZT[k‘, m]w, — R, =0

Note that 7 [k, m] is a Toeplitz matrix.

In the circulant case the optimal solution satisfies,
K
Z (NUQ(Skm + Rk,m)wfn = Ry,
m=—K
where R, is the averaged version of the covariance matrix. So again it’s a circulant regression with a
Ridge-like penalty.
Ry, = Tr[P*Y]

If we let ¥, = Ry € R2EH1IX2KH] pe the Toeplitz patch covariance matrix, then we can
write Ry, as the center column of it
K
Z (N026km + Nik,m)w:n = Nik,o
m=—K

The solution can be written in vector form as
(No®I + N¥)w* = N,
w* = (No?I + NX)"INS.
= ((021—|— i)_li)

)
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Thus the denoiser equals the central column from the Gaussian solution to the patch covariance.

The gradient flow dynamics is

or d—1
— = 2R, +2 (NO'Q(Skm + Rk,m)wm
8wk m=1—d

We can write the flow dynamics in vector form
dw oL

o~ ow
=21 (N2, — N(o*I + D)w)
=2nN (i;,o — (0?1 + le)w)
Solution will be y
w = w"* + exp ( - 27]]\7(02[ + E)) (w(0) — w")
ithw* = ((62 +3)71%) .
with w ((a +3X) ):70

G.4.2 Sampling dynamics of patch linear convolutional net

Consider a kernel of width 2K + 1,

v = Z 6727”' %wk
ke-K:K
K
— wy + Z wye 2T N4 w_ e kL
k=1

X 2kl
= wo + kz_l(wk +w_p) cos( ~

) + i(w_g — wyg) sin(%kl)

For symmetric filter weights wy, = w_, we have

K

2mkl
Y :wo—l—Z?wkcos( N )
k=1
During sampling we have
d -1
dfck = —Mck — bk(O')
o o

The key integral governing the variance is
7 -1
(o) =exp (/ —%d)\)

- </a _wo()\) +35, 2wj\()\) cos(%) — 1d)\>

Thus we can see it integrates these sinusoidal modulations in the frequency domain.

G.5 Appendix: Useful math
Discrete Fourier Transformation (DFT) matrix

1 ..
ij — e 2nijk/N

VN

Property
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Symmetry
F=Fr"

Conjugacy
FF =1
1 N
ijFI:m — N Z e—27rzgk/Ne+27r1 km/N
k

1 & ~
_ Z 6727Ti k(J;{M)
N
k

Properties of Circulant and DFT Consider matrices of the following form
M = FAF* (254)
Explicitly, the matrix reads

Mjr = FimAmFr

= A LeX <—2m’jm)1ex (2m’mk)
2 7 o N ) VNPT
1 gm .mk

— N mE )\m exp (—27T1N + 27TZN>

1 m(j—k)
=N ; Am €Xp (—27TZN)

Thus we see M, depends only on j — k, hence is circulant. Let’s define the circulant coefficients
Cj—k = Mj,k.
Then we have for A =0,1,..N — 1
1 A
A= %: Am €Xp (—QWiTr]LV ) (255)
The special case is the “DC” non-oscillating term, which are the diagonal values in M

COZ%ZATTL

m

the adjacent sub-diagonal values in M are

More generally ¢, = c}jy_,, are complex conjugates, or equal in the real case.
Properties of the A spectrum Since X is real symmetric, the eigenvalues exhibit mirror, i.e. even
symmetry A\, = Ay_pfork=1,2,...,. N —1

There are one or two standalone eigenvalues: when N is odd, \q is the zero-th frequency, DC
component, which is unpaired.

When N is even, A\g (DC component) and Ay, /2 (Nyquist frequency) are both standing alone, which
are both unpaired.
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H Detailed derivation of Flow Matching model

Consider the objective of flow matching [28], at a certain ¢

L = Exgrr(0.0), s~ [u(xe:8) — (x1 = x0)|? (256)
= By A (0.1, 31 ~pn [[U((1 = £)%0 + tx15 1) — (x1 — X0)||? (257)
x; = (1 —t)xo + tx1 (258)
Given linear function approximator of the velocity field,
u(x;t) = Wix + by (259)

L = EayrN (0.1), x1~ops [[Wi((1 = )% + t%1) + by — (31 = x0)|?
T
= EXONN(O,I), X1~p1 (Wt((l — t)XO + tXl) + bt — (Xl — XQ)) (Wt((l — t)XQ + tXl) + bt — (Xl — Xo))

— EXONN(O,I), X1N[)1Tr ((1 — t)XO —+ tXl)TWtTWt((]. — t)XO + tXl) + bTb + (Xl — Xo)T(Xl — Xo)

— 2(X1 — Xo)Tbt — 2(X1 — XQ)TWt((l — t)XQ + tXl) + 2thWt((1 — t)XO + tXl)

= EXONN(O,I), X1~p1Tr WtTWt((l — t)XO —|— tXl)((l — f,)Xo + tXl)T —|— bTb —|— (X1 — Xo)T(Xl — Xo)

- 2(X1 - XQ)Tbt - 2Wt((1 - t)XO + tXl)(Xl - Xo)T + Qb;Wt((l - t)Xo + tXl)

Similar to the diffusion case, it will also depend only on the mean and covariance of p;.
Exox, [(1 —t)x0 + tx1] = tu
Exo.x, [X1 — Xo] =
Exg %, [(x1 — x0)T (x1 — x0)] = Ex, % [xTx; — 2xTxo 4+ x{ x0]
= Tr[Z + ppu” +1]
Eoox [((1 = )%0 + tx1)(x1 — %0)T] = t(E + pp’) — (1 — )T
Exox: [((1 = t)x0 + tx1)((1 — t)x0 + tx1)7] = *(Z + pp”) + (1 - t)°1

Taking full expectation, the average loss reads.

L=Tr [WtTWt EE+pp”)+ 1 -0)T) +b b+ (= + ppu” +1)
—2u"by — 2W, (H(E + pp”) — (1 —t)I) + 2tthWtu] (260)

The gradients with respect to parameters are
VoL =2[b — p+ tWy] (261)

Vwl = 2[w(t2(2 +upT) + (1= 0)2T) = (H(S + pup”) — (1= B)T) + tbuT}, (262)

Simplifying case 1 = 0 Note the special case y = 0

VoLl = 2b (263)
VwL = 2[W (S + (1 - 1T) - (15 - (1 - 0)1)] (264)

Optimal solution The optimal solution to the full case is
b* =pu—tW*u (265)
W= (15— (1—)T) (2S+(1—0)2T) " (266)

We can represent it on the eigenbasis of X, [ug, ...uq4]
tAp — (1 —1) T

W* = — 267
zk: 2N+ (L t)2 zen
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Asymptotics Consider the limit ¢ — 0,

2(%0 =-1
bi_o=n
Consider the limit ¢t — 1,
Wfal =1

b/, =p—-Wi p=0

H.1 Solution to the flow matching sampling ODE with optimal linear solution

Solving the sampling ODE of flow matching integrating from O to 1, with the linear vector field

d
—d)t( = u(x;t)
Under the linear solution case

d
d—)t(:W:x—&-b;“

Simplified zero mean case ;1 = 0

dx . t/\k — (1 — t) T
at zk: 2+ (12 R

Solving the flow-matching sampling ODE mode by mode

dx tAr — (1 —1)
rdx _ (-t 7
YA T e+ (1—0)2 E
de(t) t>\k — (1 — t)
= t
TRy e T eLA

1
Ineg(t) = 5111‘ A+ (1— 1)+ C.

er(t) = CV/E2N, + (1 —1)2

This is the correct scaling of x. The sampling trajectory of x; reads
Xy = Z cr(t)ug
k
= Z 20, + (1 — t)2uu} xo
k

Thus, at time ¢ the covariance of the sampled points is

E[x;x!] = Z(tQ/\k + (1 = t)>)upui
k

with variance )\Nk =2\ + (1-— t)2 along eigenmode uy
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General case 1, #~ 0

dx N N
T = Wixtp—tWip
tAr — (1 —1t) T
= —_— —t 274
“+zk:t2Ak+(1—t)2u’“u’“(x 2 274)
It can also be solved mode by mode. Redefine variable y, = x; — tu
dy . dxy
dt — dt
gD IE s
2 Mg + ) Rl Yt

Then each mode can be solved accordingly, ¢k (t) = u} y:

deg(t) thr, — (1 —1)
= cn(t)
dt A+ (1—1)2
Using the same solution as above, we get the full solution for the sampling equation with any p

Xt =1Tu+ Z cr(t)ug
k

=tu+ > VN A+ (1—1)2ueufxg (275)
k

H.2 Learning dynamics of flow matching objective (single layer)

Simplifying case 1 = 0, single layer network Note the special case y = 0

Vbl =2b (276)
VwL = 2[W (25 + (1 - 1)°T) - (2 = (1 - 0)1)] 277)
W Vwe (278)
dr
% =-2n [W(tz’z + (A=) - (t=—-(1— t)I)} (279)
Using the eigenbasis projection
d‘;‘:"“ — 2y [W (22 + (1 - 1’T) = (15— (1= 1) | w, (280)
= —2n [ Wuy (20 + (1= 1)%) = (00 — (1 - £))we] (281)
_ 2 2 thr, — (1 —1)
thp — (1 —1t
W(r)u, — Muk = Aexp ( =27 (N + (1 — t)2)) (283)
tAp — (1 —1t) thg — (L —1t)

(284)

The full solutions of the weight and bias are

. th, — (1—1)
= W* + zk: (W(O)uk - muk)u{ exp ( — 2 (X + (1 — t)2)> (285)

b(7) = b(0) exp(—2nT) (286)

It is easy to see this solution has a similar structure to that of the denoising score matching objective
for diffusion models.
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Remarks

* The learning dynamics of weight eigenmodes at different times ¢ were visualized in Fig. 8A.

* Note that the convergence speed of each mode is exp(—2n7 (t2A, + (1 — t)?)). Similarly,
at the same time ¢, the higher the data variance \j, the faster the convergence speed.

* At smaller ¢, all eigenmodes converge at similar speed.
* Atlarger t ~ 1, the eigenmodes are resolved at distinct speeds depending on the eigenvalues.
* Note that for each eigenvalue A, there is a special time point where the convergence speed
is maximized: t* = 1/(Ar + 1).
H.2.1 Interaction of weight learning and flow sampling

Consider the sampling dynamics of a flow matching model with learned weights:

dx

s = W(r,t)x + b(7,1) (287)

Assume the weight initialization is aligned and the same across t:

)= Qrupuf (288)
k
then
W(Tv t) =W" + Z (W(O) - W*)ukug exp < — 2777'(t2)\k + (]_ — t)2)) (289)
A thr — (1 —
- Z t‘jAZ +( ; uu + Z (Qk M)uw{ exp ( — 27 (BN + (1 t)2))
(290)

Ignoring the bias part, consider the weight integration along c(t) = uf x(t):

d th — (1—1t)

- P (1—1)
) = [t%;ﬁ—(l )2

B e e (—2ren o+ 1= 07) | a)

(291)

+ (-

We have the integration of the coefficient:

Adt[ e — (1~ ;2+<Qk A — (1 7t>)exp(—QnT(tQ)\k+(1—t)2))]

t2 Ak + 1 t2)\k —|— t)2
2m—xk
\/ﬁ@ke Eyesy (erf (\/§1 / /\Hl) + erf (\f)\;“/ s )) .
nt (A\k + 1)

1

3 (Ei(=2n7) — Ei (—2n7 k) + log (A))
_1 (A )+1(Ei(—2 ) — Ei (=2n7\)) + 1 S E—s) Svet
T BTy n AR TN o O + 1) OF€

20t 20t
(erf( )\k+1>+erf<)\k )\k+1>) (292)
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(1)
= exp([)

_ Lot —(1—1) tAr — (1 —1)
—e ([ il e ¢ (0 w2 0 9)])
(5 1o (M) + 5 (Bi(~207) — i (~2070)) + ;mgkei"ﬁf
27]’7' 27)7—
(erf< )\k+1)+erf(/\k )\k+1)>)

exp

1 T _2nTAg
= i(— —FEi(— N XpT1
\/)\k\/exp (El( 2n7) — Ei( 2777')%)) exp (2 57 Ot I)le
2nr 2nr
(erf< /\k+1)+erf(/\k )\k+1)>) (293)
& _ D(1)?
e Ak
= exp (Ei(—2777') —Ei(—2n7)\g) ) X (294)

T _ 2Ty 2nt 2nt
I Py f £ A\ )
eXp( o e £ 1) ke (er ( )\k+1> rer ( ’“ )\k+1>>

Remarks

* The learning dynamics of generated variance were visualized in Fig. 8B.

 The power law relationship between the convergence time 7;° of generated variance and the
target variance A\ was shown in Fig. 9. For the harmonic mean criterion, the power law
coefficient was also close to —1.

H.3 Learning dynamics of flow matching objective (two layers)

Let W = PPT. Given the general loss,

VwL = 2[W (25 + (1 1)°T) — (2 = (1 - t)1)] (295)

VpL = (VW,C)P + (Vw[:)TP

= {vwc + (VWE)T]P

VpL =2[PPT (25 + (1 - tD) - (¢ — (1 - 1) P
+2[(P2 + (1= ) PPT — (15— (1 - 1) | P
= 2[—2(&: - (1-tI)P+

PPT (25 + (1 ") P+ (2% + (1 - )°T) PP" P|
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Similarly, let u} P = ¢}":
WlVpl = 2{7211{@2 —(1—tI)P+
uf PP (S + (1= t)’T)P + ui (P8 + (1 — t)ZI)PPTP}

:2[—2(t)\k—(1—t)) TP+qf ZPTum (A + (1= 1)*)ul, P
+ (2 + (1-1)%) PZPTun P|

= 2[_2(t/\k — (=) +a Y am(PAm + (1= 1)) gk + (X + (1= 1)) gf anqﬂ

m

Vg £ = =4(the = (1= 1)) gk +2 Y (g @) (A + (1= 1)) g +2(P X + (1= 1)*) D (¢ an)an

m n

—4(the — (1= 1)) gk + 2D (A + (1= 1>+ 2X + (1= 1)%) (¢f @m)am

—A(the = (1= 1)) gk + 2D (2 Am + 2N +2(1 = 1)) (¢} ) @m (296)

m
Simplifying assumption: aligned initialization ~Assume at initialization ¢ q,, = 0, Vk # m:

Vo £ =—4(tAr — (1= ) qr + 4(Xk + (1= 1)°) (¢ a)aw (297)

The learning dynamics follow:

%qk = —qukﬁ
- 477[(mk —(1—t)) = (B + (1 — t)z)(q{qk)]qk

) dd (af @x) = 4n | (th = (L= ) = (P2 + (1= 1)) (gl aw) | (af ) (298)

Using abbreviations:
A= 8n(the — (1 —1))
B :=8n(t* A, + (1 —t)?)

r(7) = llgxl®
we can see the core structure:
d’:j(:) — Ar — Br? (299)
With initialization 7(0) = ¢{ qx (T = 0) = Q, the solution reads:
Il = 5
Ay — (1 - ) Qk

== — — —
t/\k+( ) QH(&?’;QL& —Qk)e 8n (t/\k (1 t))

Qk
Qr + (Qf — Qk)eigm(t/\r(lit))

= Q5 (300)

where
Q= 5y 73 (301)



So the overall weight dynamics read:

W(rst) = llaxll*(7)upuy
k

Qx L.
B Qiupu
; Qr +(QF — Qk)e_s’”(“‘k—(l—t)) FER TR
- Qk th — (1—1) wpu? 0

T Q+ (Qf — Qe s (tu—(-0) 2+ (1 1)?

Note that the optimal weight (301) is not positive definite, but the two-layer symmetric weight
network is. So, different from the diffusion case with denoiser loss, there are two scenarios:

e Whent >
Q5.

e Whent < ﬁ, A < 0and Q* < 0. In this case, the optimal solution is “non-achievable”
by a two-layer symmetric network. lim, ., e~ 47 — 00, 50 lim,_ o qu||2{27) =0.In
other words, 0 becomes a stable fixed point instead of )%, and the solution || g ||*(7) will be
attracted to and stuck at 0.

51+ A > 0and Q* > 0. The solution converges to Q*: lim, . [|gx[|*(7) =

Thus,
. N tAe — (1—t) T

Tli)Holo W(T, t) = Z m“kuk (303)

k, where )\k<%71

Because of this, asymptotically speaking, the symmetric network architecture P7 P will not approxi-
mate this vector field very well.

Thus, for the purpose of studying the learning dynamics of flow matching models, some extension
beyond the symmetric two-layer linear network is required for a thorough analysis.
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I Detailed Experimental Procedure

I.1 Computational Resources

All experiments were conducted on research cluster. Model training was performed on single A100 /
H100 GPU. MLP training experiments took 20mins-2hrs while CNN based UNet training experiments
took 5-8 hours, using around 20GB RAM.

Evaluations were also done on single A100 / H100 GPU, with heavy covariance computation done
with CUDA and trajectory plotting and fitting on CPU. Covariance computation for generated samples
generally took a few minutes.

.2 MLP architecture inspired by UNet

We used the following custom architecture inspired by UNet in [26] and [62] paper. The basic block
is the following

class UNetMLPBlock(torch.nn.Module):
def __init__(self,
in_features, out_features, emb_features, dropout=0, skip_scale=1, eps=le-5,
adaptive_scale=True, init=dict(), init_zero=dict(),

super().__init__()

self.in_features = in_features
self.out_features = out_features
self.emb_features = emb_features
self.dropout = dropout
self.skip_scale = skip_scale
self.adaptive_scale = adaptive_scale

self.norm@ = nn.LayerNorm(in_features, eps=eps)
#GroupNorm(num_channels=in_features, eps=eps)

self.fc0O = Linear(in_features=in_features, out_features=out_features, **init)

self.affine = Linear(in_features=emb_features, out_features=out_featuresx(2
if adaptive_scale else 1), **xinit)

self.norml = nn.LayerNorm(out_features, eps=eps)
#GroupNorm(num_channels=out_features, eps=eps)

self.fcl = Linear(in_features=out_features, out_features=out_features,
**xinit_zero)

self.skip = None

if out_features != in_features:
self.skip = Linear(in_features=in_features, out_features=out_features,
**xinit)

def forward(self, x, emb):
orig = x
x = self.fco(F.silu(self.normd(x)))

params = self.affine(emb).to(x.dtype) # .unsqueeze(1)
if self.adaptive_scale:

scale, shift = params.chunk(chunks=2, dim=1)

x = F.silu(torch.addcmul(shift, self.norm1(x), scale + 1))
else:

x = F.silu(self.norml(x.add_(params)))

x = self.fcl1(F.dropout(x, p=self.dropout, training=self.training))
X = x.add_(self.skip(orig) if self.skip is not None else orig)

x = x *x self.skip_scale

return x
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and the full architecture backbone

class UNetBlockStyleMLP_backbone(nn.Module):
"""A time-dependent score-based model."""

def

def

__init__(self, ndim=2, nlayers=5, nhidden=64, time_embed_dim=64,):
super().__init__()
self.embed = GaussianFourierProjection(time_embed_dim, scale=1)
layers = nn.ModulelList()
layers.append(UNetMLPBlock(ndim, nhidden, time_embed_dim))
for _ in range(nlayers-2):

layers.append(UNetMLPBlock (nhidden, nhidden, time_embed_dim))
layers.append(nn.Linear(nhidden, ndim))
self.net = layers

forward(self, x, t_enc, cond=None):
# t_enc : preconditioned version of sigma, usually
# ln_std_vec = torch.log(std_vec) / 4
if cond is not None:
raise NotImplementedError(”Conditional training is not implemented”)
t_embed = self.embed(t_enc)
for layer in self.net[:-1]:
x = layer(x, t_embed)
pred = self.net[-1](x)
return pred

class EDMPrecondWrapper(nn.Module):

def

def

__init__(self, model, sigma_data=0.5, sigma_min=0.002, sigma_max=80,
rho=7.0):

super().__init__()

self.model = model

self.sigma_data = sigma_data

self.sigma_min = sigma_min

self.sigma_max = sigma_max

self.rho = rho

forward(self, X, sigma, cond=None, ):

sigmalsigma == @] = self.sigma_min

## edm preconditioning for input and output

## https://github.com/NVlabs/edm/blob/main/training/networks.py#L632

# unsqueze sigma to have same dimension as X (which may have 2-4 dim)

sigma_vec = sigma.view([-1, 1 + [1, 1 * (X.ndim - 1))

c_skip = self.sigma_data ** 2 / (sigma_vec *x 2 + self.sigma_data x* 2)

c_out = sigma_vec * self.sigma_data / (sigma_vec ** 2 + self.sigma_data **
2).sqrt()

c_in =1 / (self.sigma_data **x 2 + sigma_vec *x 2).sqrt()

c_noise = sigma.log() / 4

model_out = self.model(c_in * X, c_noise, cond=cond)

return c_skip * X + c_out * model_out

This architecture can efficiently learn point cloud distributions. More details about the architecture
and training can be found in code supplementary.

1.3 EDM Loss Function

We employ the loss function Lgpy introduced in the Elucidated Diffusion Model (EDM) paper [26],
which is one specific weighting scheme for training diffusion models.

For each data point x € R?, the loss is computed as follows. The noise level for each data point is
sampled from a log-normal distribution with hyperparameters Pean and Pyg (€.g., Ppean = —1.2 and
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Figure 29: Example of learning to generate low-dimensional manifold with Song UNet-inspired
MLP denoiser.

Py = 1.2). Specifically, the noise level ¢ is sampled via
o = exp (Puean + Paa€), €~ N(0,1).
The weighting function per noise scale is defined as:
0° + 04
(0 Oga)”
with hyperparameter oy, (€.2., 0gaa = 0.5). The noisy input y is created by the following,
y=x+on, n~AN(0, 1),

w(o) =

Let Dy(y, o,labels) denote the output of the denoising network when given the noisy input y, the
noise level o, and optional conditioning labels. The EDM loss per data point can be computed as:

L(x) = w(o) || Dp(x + on, o, labels) — x||*.

Taking expectation over the data points and noise scales, the overall loss reads

LEDM = BxnpsuaEnen(0.1)Fo [0(0) | Do(x + o, o, labels) — x]?] (304)

class EDMLoss:
def __init__(self, P_mean=-1.2, P_std=1.2, sigma_data=0.5):
self.P_mean = P_mean
self.P_std = P_std
self.sigma_data = sigma_data

def __call__(self, net, X, labels=None, ):
rnd_normal = torch.randn([X.shape[@],] + [1, 1 * (X.ndim - 1),
device=X.device)
# unsqueeze to match the ndim of X
sigma = (rnd_normal * self.P_std + self.P_mean).exp()
weight = (sigma ** 2 + self.sigma_data *x 2) / (sigma * self.sigma_data) ** 2
# maybe augment
n = torch.randn_like(X) * sigma
D_yn = net(X + n, sigma, cond=labels, )
loss = weight * ((D_yn - X) ** 2)
return loss
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1.4 Experiment 1: Diffusion Learning of High-dimensional Gaussian Data
I.4.1 Data Generation and Covariance Specification

We consider learning a score-based generative model on synthetic data drawn from a high-dimensional
Gaussian distribution of dimension d = 128,256, 512. Specifically, we first sample a vector of
variances

0% = (02,02,....0%),

2

where each o7 is drawn from a log-normal distribution (implemented via

torch.exp(torch.randn(. . . ))). We then sort them in descending order and normalize
these variances to have mean equals 1 to fix the overall scale. Denoting

D= diag(a%, . ,03),
we generate a random rotation matrix R € R?*? by performing a QR decomposition of a matrix of
1.1.d. Gaussian entries. This allows us to construct the covariance
> = RDR".

This rotation matrix R is the eigenbasis of the true covariance matrix. To obtain training samples
{x;} C R4, we draw x; from A/ (0, E). In practice, we generate a total of 10,000 samples and stack
them as pnts. We compute the empirical covariance of the training set, X, = Cov(pnts), and
verify that it is close to the prescribed true covariance 3.

L4.2 Network Architecture and Training Setup

We train a multi-layer perceptron (MLP) to approximate the noise conditional score function. The
base network, implemented as

model=UNetBlockStyleMLP_backbone(ndim=d, nlayers=5, nhidden=256, time_embed_dim=256)

maps a data vector x € R? and a time embedding 7 to a vector of the same dimension R%. This
backbone is then wrapped in an EDM-style preconditioner via:

model_precd = EDMPrecondWrapper(model, ogy = 0.5, omin = 0.002, omax = 80, p = 7.0),
which standardizes and scales the input according to the EDM framework [26].

We use EDM loss with hyperparameters P_mean = —1.2, P_std = 1.2, and gy, = 0.5. We train the
model for 5000 steps using mini-batches of size 1024. The Adam optimizer is used with a learning
rate 1r = 10~*. Each training step processes a batch of data from pnts, adds noise with randomized
noise scales, and backpropagates through the EDM loss. The loss values at each training steps are
recorded.

1.4.3 Sampling and Trajectory Visualization

To visualize the sampling evolution, we sample from the diffusion model using the Heun’s 2nd order
deterministic sampler, starting from z ~ N(0,1,)

edm_sampler(model, z, num_steps = 20, opin = 0.002, o1max = 80, p = 7).

We store these samples in sample_store to track how sampled distribution evolves over training.

I.4.4 Covariance Evaluation in the True Eigenbasis

To measure how well the trained model captures the true covariance structure, we compute the sample

covariance from the final generated samples, denoted f)sample. We then project f)sample and the true X
into the eigenbasis of 3. Specifically, letting R be the rotation used above, we compute

R'Sume R and RTZR.

SinceX =RDRT is diagonal in that basis, we then compare the diagonal elements of RT isample R

with diag(D). As training proceeds, we track the ratio diag(R" f)sample R)/diag(D) to observe
convergence toward 1 across the spectrum.

All intermediate results, including loss values and sampled trajectories, are stored to disk for later
analysis.
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LI.5 Experiment 2: Diffusion Learning of MNIST | MLP
1.5.1 Data Preprocessing

For our second experiment, we apply the same EDM architecture to several natural image datasets:
MNIST, CIFAR, AFHQ32, FFHQ32, FFHQ32-fixword, FFHQ32-randomword. All dataset except
for MNIST are RGB images with 32 resolution, while MNIST is BW images with 28 resolution.
These images were flattened as vectors, (784d for MNIST, 3072 for others) and stacked as pnts
matrix. We normalize these intensities from [0,1] to [~1,1] by x — *5%5_ The resulting data
tensor pnts is then transferred to GPU memory for training, and we estimate its empirical covariance
Yemp = Cov(pnts) for reference.

L5.2 Network Architecture and Training Setup

Since the natural dataset is higher dimensional than the synthetic data in the previous experiment, we
use a deeper MLP network: For MNIST:

model = UNetBlockStyleMLP_backbone(ndim = 784, nlayers = 8,nhidden = 1024, time_embed_dim = 128).
For others
model = UNetBlockStyleMLP_backbone(ndim = 3072, nlayers = 8 nhidden = 3072, time_embed_dim = 128).
We again wrap this MLP in an EDM preconditioner:

model_precd = EDMPrecondWrapper(model, ogu, = 0.5, omin = 0.002, omax = 80, p = 7.0).

The model is trained using the EDMLoss described in the previous section, with parameters P_mean =
—1.2, P_std = 1.2, and 04y, = 0.5. We set the training hyperparameters to 1r = 10~%, n_steps =
100000, and batch_size = 2048.

L.5.3 Sampling and Analysis

As before, we define a callback function sampling_callback_fn that periodically draws i.i.d.
Gaussian noise z ~ A(0, I7g4) and applies the EDM sampler to produce generated samples. These
intermediate samples are stored in sample_store for later analysis.

In addition, we assess convergence of the mean of the generated samples by computing
|E[x_out] — Efpnts]|?,

and we track how this mean-squared error evolves over training steps. We also examine the sample
covariance Xgmple Of the final outputs, comparing its diagonal in a given eigenbasis to a target
spectrum (e.g. the diagonal variances of the training data or a reference covariance).

All trajectories and intermediate statistics are saved to disk for further inspection. In particular, we

plot the difference between f]sample and X in an eigenbasis to illustrate whether the learned samples
capture the underlying covariance structure of the training data.

1.6 Experiment 3: Diffusion learning of Image Datasets with EDM-style CNN UNet

We used model configuration similar to https://github.com/NVlabs/edm, but with simplified
training code more similar to previous experiments.

For the MNIST dataset, we trained a UNet-based CNN (with four blocks, each containing one layer,
no attention, and channel multipliers of 1, 2, 3, and 4) on MNIST for 50,000 steps using a batch size
of 2,048, a learning rate of 10—, 16 base model channels, and an evaluation sample size of 5,000.

For the CIFAR-10 dataset, we trained a UNet model (with three blocks, each containing one layer,
wide channels of size 128, and attention at resolution 16) for 50,000 steps using a batch size of 512, a
learning rate of 10~4, and an evaluation sample size of 2,000 (evaluated in batches of 1,024) with 20
sampling steps.

For the AFHQ, FFHQ (32 pixels) dataset, we used the same UNet architecture and training setup,
with four blocks, wide channels of size 128, and attention at resolution 8, trained for 50,000 steps
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with a batch size of 256 and a learning rate of 1 x 10~%. Evaluation was conducted on 2,000 samples
in batches of 512.

For the AFHQ, FFHQ (64 pixels) dataset, we trained a UNet model with four blocks (each containing
one layer, wide channels of size 128, and attention at resolution 8) for 250,000 steps using a batch

size of 256, a learning rate of 1 x 10~%, and an evaluation sample size of 2,000 (evaluated in batches
of 512).

L.7 Architectural Ablation: Diffusion Learning of Image Datasets with EDM-style CNN
ResNet

To systematically examine the effects of network depth and width on diffusion learning dynamics, we
conducted a controlled set of experiments using EDM-style CNN ResNet architectures trained on the
FFHQ-32x 32 dataset.

We designed a simplified single-resolution ResNet denoiser (SongUNetResNet) without skip connec-
tions or attention. It consists of a stack of residual convolutional blocks conditioned on positional
timestep embeddings, followed by a normalization and output convolution. This minimal EDM-style
architecture isolates the effects of depth and width on diffusion learning dynamics.

All models followed the EDM training configuration [26] with simplified code consistent with
previous experiments, and were trained for 50,000 steps using a batch size of 256, Adam optimizer, a
learning rate of 1 x 107, 2,000 samples are generated at given training steps for evaluation. No
attention layers were used.

We systematically varied two architectural factors: (1) network depth, by adjusting the number of
residual layers per block (L € {1,2,3,5}); and (2) network width, by varying the base channel
dimension (C € {4,6,8,12,16,32,128,256}). Each configuration was trained independently with
identical optimizer settings and no data augmentations to isolate the contribution of architecture to
convergence and spectral scaling behavior.
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