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ABSTRACT

Purpose:
Medical images acquired using different scanners and protocols can differ substantially in their
appearance. This phenomenon, scanner domain shift, can result in a drop in the performance of
deep neural networks which are trained on data acquired by one scanner and tested on another. This
significant practical issue is well-acknowledged, however, no systematic study of the issue is available
across different modalities and diagnostic tasks.
Materials and Methods:
In this paper, we present a broad experimental study evaluating the impact of scanner domain shift on
convolutional neural network performance for different automated diagnostic tasks. We evaluate this
phenomenon in common radiological modalities, including X-ray, CT, and MRI.
Results:
We find that network performance on data from a different scanner is almost always worse than on
same-scanner data, and we quantify the degree of performance drop across different datasets. Notably,
we find that this drop is most severe for MRI, moderate for X-ray, and quite small for CT, on average,
which we attribute to the standardized nature of CT acquisition systems which is not present in MRI
or X-ray. We also study how injecting varying amounts of target domain data into the training set, as
well as adding noise to the training data, helps with generalization.
Conclusion:
Our results provide extensive experimental evidence and quantification of the extent of performance
drop caused by scanner domain shift in deep learning across different modalities, with the goal of
guiding the future development of robust deep learning models for medical image analysis.

Keywords Deep Learning · Medical Image Analysis · Domain Shift · Performance Survey

1 Introduction

Medical image analysis has rapidly advanced through the use of deep learning [7, 18, 6], due to the ability to train
highly flexible neural networks to use for various diagnostic tasks. However, due to their flexibility and data-driven
nature, neural networks are susceptible to the problem of scanner domain shift [29].

When radiological images are acquired at different imaging sites, referred to as domains, various attributes of the
medical image acquisition pipeline such as scanner model and manufacturer, image acquisition parameters (e.g., echo
and repetition times for MRI), and post-processing can differ between the two domains, resulting in images with
different characteristics. Then, if a neural network is trained to perform a diagnostic task on the images from one site
(e.g., cancer detection in breast MRI), and has learned to utilize certain image features for its predictions, these features
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may not present, to the same extent, in images taken in other domains, resulting in a drop in its performance compared
to its in-domain diagnostic ability. Even if these image differences are barely visually perceptible, neural networks may
still be highly sensitive to them [27, 9, 16].

In this paper, we perform a broad experimental study on the scanner domain shift problem in medical image analysis. In
particular, we analyze the effect of changes in image characteristics due to scanner manufacturer on the performance of
networks trained for different diagnostic tasks, on seven datasets from MRI, CT, and X-ray modalities. Understanding
and addressing this variability is crucial for understanding the robustness of deep learning models in clinical settings to
scanner domain shift, providing guidelines on the real-world applicability of these methods.

Our results show that in all but three of fourteen settings of a dataset, task, and source/target domains, scanner domain
shift results in a loss of performance. Interestingly, we also see a general trend of domain shift severity with respect to
imaging modality: on average, MRI tasks had the most severe domain shift issues, X-ray was moderate, and CT tasks
were minimal, which we hypothesize is due to differing dependence of generated image features on the acquisition
parameters that can change between scanners. Finally, we also evaluate the effects of gradually injecting target domain
data into the training set or adding noise to training data on model generalization (Appendix A). Our results show that
scanner domain shift is an important, non-trivial factor that should not be ignored in deep learning-driven medical
image analysis, especially for more vulnerable modalities.

In total, we present the first multi-modality, multi-body region systematic experimental study of the effect of scanner
domain shift on neural network performance in medical imaging. Our results demonstrate that domain shift in medical
imaging often has an effect on neural network performance—the severity of which differs depending on the imaging
modality—and needs to be considered when training and evaluating networks for medical image analysis.

2 Related Work

Certain previous studies in the usage of deep learning for medical image analysis have focused on evaluating the
performance of such techniques under various types of domain shift. For example, AlBadawy et al. [1] and Wang et
al. [30] demonstrated that neural networks trained for brain MRI tumor segmentation and mammogram classification,
respectively, suffered from performance drops when given data from a different institution than that of the training set.
In a further extension of this research, Yao et al. [31] conducted an extensive study using ten X-ray datasets to establish
a baseline for domain adaptation and generalization, and observed consistent performance drops when trained models
were given X-rays from unseen datasets. Additionally, Måartensson et al. [20] found that MRI diagnostic models
developed from homogeneous research cohorts often underperformed when applied to diverse clinical data, highlighting
the challenges posed by out-of-distribution (OOD) data. A common theme across these studies is the significant decline
in model performance in OOD scenarios, yet a notable limitation is that they each focus on single imaging modalities.

Building on these works, our study aims to understand the impact of domain shift specifically created by using differing
scanners for image acquisition, across multiple imaging modalities. We note that as opposed to works such as [11], this
is not a survey of existing techniques for mitigating domain adaptation (at the model, learned feature, or image level),
but an experimental study of the effects of scanner-based domain shift on downstream task performance for models
that have not been adapted by such methods. As shown in the next section, we propose an experimental design that is
as standardized as possible across all modalities and diagnostic tasks, with the goal of obtaining a general, universal
understanding of scanner domain shift phenomena.

3 Methods

3.1 Experimental Design and Models

We gathered a total of seven datasets from the CT, MRI, and X-ray modalities to explore the impact of scanner domain
shift on deep neural networks trained for various diagnostic tasks. Each dataset fulfills the following requirements:

1. The dataset must contain scanner information (i.e. the manufacturer of the scanner).
2. The dataset needs enough data to sufficiently train and evaluate deep learning models.
3. The dataset needs to be public for the sake of reproducibility.

All datasets and their respective diagnostic tasks will be individually introduced in the following section. For each
dataset, we split the data into two scanner types (labeled 1 and 2), then for each scanner type into random subsets
(by patient) of 2/3 for training, 1/6 for validation, and 1/6 for testing. We label these six subsets of a given dataset
according to their scanner domain as (Train1, Train2), (V al1, V al2), and (Test1, Test2), respectively.

2



Scanner Domain Shift in Medical Imaging: an Experimental Study

Figure 1: Seeded Training and Testing Procedure: See Section 3.1 for more details.

Our study has two general types of tasks: the classification of 2D images (or slice images if taken from a 3D volume
modality), and the classification of 3D crops from full 3D images. Both tasks have performance measured by the
AUC (area under the receiver operating characteristic curve) [3] of the model’s predictions on a given test set. Two
separate models for each scanner type of a given dataset, denoted by M1 and M2, were trained and validated on
their respective subsets (Train1 with V al1, Train2 with V al2). Each model was then tested on both the same
manufacturer’s test data and the other manufacturer’s test data. To evaluate the variability and robustness of our results,
we repeated all experiments ten times with different random seeds, reporting the results for a given model as the
mean classification AUC with a standard deviation over all runs. Given this, we denote the performance of some
model trained on data from scanner domain j and tested on data from domain k on the ith randomly-seeded run as
Ri,j,k := AUC(Mj , T estk), resulting in four average performance results per dataset (for each j, k combination). This
entire procedure is summarized in Figure 1.

Model and Training Details. 2D image classification tasks are completed with the MRNet2D model adopted from
[22], and 3D image tasks use the NoduleX model adopted from [5]. For the X-ray dataset we use DenseNet-121 [13].
Each model was trained for 60 epochs with a batch size of 50, and a learning rate of 0.0001. All code will be publicly
released upon paper acceptance to ensure the reproducibility of our results.

3.2 Datasets, Preprocessing Methods, and Tasks

The datasets we study include planar X-rays, magnetic resonance images (MRI), and computed tomography (CT)
scans from various anatomical regions, each including images from two distinct scanner manufacturers, allowing for
a comprehensive analysis of scanner domain shift phenomena. All datasets and their respective classification task
labels and scanner domain pairs are provided in Table 1. We applied z-score normalization to all images to ensure
standardized pixel intensity distributions across all datasets, and in the following sections, we introduce each dataset
and detail any additional pre-processing. We note that all datasets are publicly available to facilitate reproducibility.

CT-Kidney [12]: The dataset of kidney CTs was acquired at the University of Minnesota Medical Center between
2010 and 2018, from which we used the arterial view images. The diagnostic task is the binary classification of 2D
slice images, distinguishing between those with or without a tumor, and the two domains are (1) images taken by
Siemens-manufactured scanners and (2) images taken by other scanners.

CT-LIDC [2]: The LIDC / IDRI database contains thoracic CT scans collected from the Picture Archiving and
Communications Systems (PACS) of seven participating academic institutions. For this dataset, our chosen task is to
classify malignancies in 3D croppings of the full images. The images were cropped with a standardized 47 × 47 × 5
ROI enclosing any labeled lung nodules. The images were then given binary labels according to their level of nodule
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Abbrev. Dataset Name Full Dataset Name Modality Label Manuf. 1 Manuf. 2

MRI-Breast Duke Breast Cancer MRI [25] MRI Tumor Stage > 2 GE Siemens
MRI-Prostate PI-CAI Challenge [24] MRI Tumor Siemens Other
CT-LIDC Lung Image Database [2] CT High-Malignancy GE Other
CT-HNSCC HNSCC CT [10, 8] CT Tumor GE Other
CT-Kidney C4KC-KiTS [12] CT Tumor Siemens Other
CT-Oropharyngeal Radiomic Biomarkers [17] CT HPV P16 Status GE Toshiba
Xray-Chest Brazilian X-ray [23] X-ray Cardiomegaly 3 5

Table 1: All datasets used in this paper. “Label” is the label used for each dataset’s classification task, and “Manuf.”
stands for scanner manufacturer.

malignancy, either low or high. To ensure the robustness of our dataset, we only include nodules with extreme ratings
of 1 (low) or 5 (high). The two domains correspond to GE scanners and other scanners, respectively.

CT-Oropharyngeal [17]: This dataset contains CT scans of all non-metastatic p16-positive OPC patients treated
with radiotherapy or chemoradiotherapy at a single institution between 2005 and 2010. Our binary classification task
focuses on the presence of Human Papillomavirus (HPV). We extracted a 72x72x72 voxel ROI about the calculated
centroid of any labeled tumor centered around this centroid, targeting the tumor’s core area. These ROIs are then used
for the classification task. Here, the two domains correspond to GE scanners and Toshiba scanners, respectively.

CT-HNSCC [10][8]: This dataset consists of head and neck squamous cell carcinoma (HNSCC) CT scans from
approximately 400 patients at the MD Anderson Cancer Center, with around 200-600 slice images per patient. The
diagnostic task we evaluate is the binary classification of the presence of tumors in the 2D slices, based on whether
a tumor mask is located in a particular slice or not. The two domains correspond to GE scanners and other scanners,
respectively.

MRI-Prostate [24]: This dataset contains prostate MRI scans of 1,476 patients, acquired between 2012-2021, in
three centers (Radboud University Medical Center, University Medical Center Groningen, Ziekenhuis Groep Twente)
based in The Netherlands. We perform a binary slice classification task for the presence of any tumor in a given slice.
For this dataset, the two domains correspond to Siemens scanners and other scanners, respectively.

MRI-Breast [25]: This dataset is a retrospective collection of breast cancer MRIs from a single institution (Duke
University) over a decade. We tested binary classification based on the stage of the breast cancer, specifically whether
the cancer stage is greater than 2 or not. We extracted a 3D ROI with dimensions 47 × 47 × 5 centered around any
labeled tumor (according to the center of the provided bounding boxes), which is then used to perform the classification.
In this case, the two domains correspond to GE scanners and Siemens scanners.

Xray-Chest [23]: This dataset contains 24,959 chest radiographs of patients who presented at a large general hospital
in Brazil. The task involves classifying images based on the absence or presence of various cardiomegaly-related
conditions. In this dataset, the domains correspond to two anonymized scanner manufacturers, “3” and “5” in their
paper.

4 Results

4.1 Effects of Scanner Domain Shift

In Table 2 and Figure 2 we show the AUC performance Ri,j,k := AUC(Mj , T estk) of the model trained in scanner
domain j and tested in domain k, averaged over all ten randomly-seeded runs indexed by i, for each dataset.

First, we see that unsurprisingly, models generally achieved higher accuracy when their test set was of the same
domain/distribution as their training set. An interesting exception was observed in the results for the CT-HNSCC and
CT-Oropharyngeal datasets, where the AUC scores were similar for all experiments for both matched and mismatched
training and testing domains. This implies that the visual features in the images that are needed for the task are similar
for different scanner types, and so those from one domain transfer to the other.
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Modality Dataset Training scanner
manufacturer

Test performance:
same manuf.

Test performance:
different manuf. ∆

CT Kidney Other 0.819 ± 0.059 0.763 ± 0.062 -0.056
CT LIDC GE 0.932 ± 0.038 0.900 ± 0.071 -0.032
CT LIDC Other 0.943 ± 0.022 0.895 ± 0.060 -0.048
CT HNSCC GE 0.942 ± 0.010 0.924 ± 0.056 -0.018
CT HNSCC Other 0.943 ± 0.009 0.928 ± 0.056 -0.015
CT Oropharyngeal GE 0.749 ± 0.052 0.751 ± 0.053 +0.002
CT Oropharyngeal Toshiba 0.725 ± 0.128 0.738 ± 0.121 +0.013
MRI Prostate Siemens 0.791 ± 0.033 0.505 ± 0.074 -0.286
MRI Prostate Other 0.692 ± 0.061 0.657 ± 0.089 -0.035
MRI Breast GE 0.836 ± 0.085 0.764 ± 0.138 -0.072
MRI Breast Siemens 0.791 ± 0.138 0.796 ± 0.086 +0.005
X-ray Chest 3 0.898 ± 0.042 0.880 ± 0.030 -0.018
X-ray Chest 5 0.917 ± 0.071 0.801 ± 0.071 -0.116

Table 2: Effect of scanner domain shift on model performance (AUC). “Same/different manuf.” refers to the test
set of images from either the same scanner manufacturer that the neural network was training on, or from a different
scanner. Confidence intervals are standard deviations over all 10 runs (Fig. 1). ∆ is the difference between the two
performances, showing the effect of scanner domain shift.
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Figure 2: Visualization of the change in network performance due to the test scanner domain shifting away from the
training scanner domain (see Table 2 for reference). Each pair of bars is for a single modality and training set scanner
manufacturer.
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Figure 3: Box-and-whisker plot of the change in neural network classification performance due to scanner domain shift
across different modalities (see Table 2). Average values shown with red lines.

Discussion

This study comprehensively examined the impact of scanner domain shift on the performance of deep neural networks
in medical image analysis. Overall, our findings align with previous research indicating the sensitivity of deep learning
models to variations in image features, even subtle ones. We hypothesize that these variations in visual features are
likely due to differences in scanner parameters and post-processing techniques between imaging sites.

The Dependence of Scanner Domain Shift on Modality

Notably, the scanner domain shift results (Table 2) tell of an interesting pattern: the typical severity of domain shift
changes depending on the imaging modality. Here, we will use ∆ to denote the change from in-domain to out-of-domain
test set AUC. We see that domain shift is typically most severe for MRI tasks (∆ = −0.097 on average), moderate
for X-ray (∆ = −0.067), and quite small for CT (∆ = −0.02), as summarized in Fig. 3. We hypothesize that this
varying severity of domain shift is dependent on both how much scanner image acquisition parameters and proprietary
post-processing methods usually differ between imaging settings/domains for a given scanner type, and the strength
of the effect of these factors on image appearance (excluding potential confounding effects such as biases in patient
population). This is because domains with different scanner parameters and/or post-processing will have the effect of
differing distributions of generated image features which the network learns for the downstream task, so that certain
features learned from one domain may not be present in the other, resulting in a loss of performance.

While it is infeasible in generality to directly quantify how differences in imaging parameters/effects between domains
for a given modality result in differences in acquired image features (and then therefore downstream network task
performance), we can at least explore the nature of these parameters to hypothesize why some modalities may be more
susceptible to domain shift than others, in terms of their acquisition system which may vary between scanner domains.
Note that proprietary post-processing unique to a given scanner model/manufacturer can also affect image appearance,
but by being proprietary, these effects are unknown.

MRI has many different scanner parameters that will directly affect image appearance, such as echo time (TE), repetition
time (TR) and flip angle [21], which all differ in distribution between GE and Siemens scans for the breast MRI dataset
[16]. Changing any of these parameters will affect the visible contrast of different types of tissue in accordance with
their intrinsic T1 and/or T2 values. Indeed, for breast MRI, previous research [26] has suggested that variations in
scanner parameters affect the image/radiomic features of fibroglandular tissue in breast MRI, potentially impacting the
robustness of models trained on these features. This insight may explain the scanner-specific performance disparities
observed in the MRI dataset, particularly in features related to tumor detection.

X-ray is also affected by imaging parameters and other effects which can result in image features that differ between
domains. Examples of these parameters and effects include the spectrum, energy/dosage, and beam angle of the
radiation, as well as potential measurement noise, according to an extension of the Beer-Lambert law [15]. Finally, CT
images may be similarly affected by imaging parameters such as slice thickness, pixel size, and dosage [14], although
these are much more standardized, resulting in less severe domain shift effects.
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Other Results and Future Work

Additionally, we found that adding simple Gaussian noise to images in training did not assist with performance in
other domains, indicating that more complex solutions to prevent in-domain overfitting and encourage out-of-domain
generalization [28] are necessary.

Future studies could expand on ours in various ways. While we chose to have breadth of datasets and modalities,
further studies could explore the presence of the phenomena for additional network architectures and training set sizes.
Additionally, the effect of scanner shift on different diagnostic tasks could be evaluated, such as other classification
tasks, or other tasks altogether such as regression, object detection, or semantic segmentation. Pixel-level localization
tasks such as detection and segmentation may be more susceptible to domain shift due to them (1) often being more
challenging than image-level classification and (2) being dense prediction tasks that may have more capacity for
overfitting than image-level prediction tasks such as classification.

Conclusion

Our findings emphasize the importance of accounting for scanner variability when developing and validating deep
learning models for medical image diagnosis, and highlight a potential challenge in deploying these models across
different clinical settings where scanner heterogeneity is common. Further research into methods for retroactively
mitigating the impact of scanner-specific factors on image appearance may be critical to enhance the generalizability
and clinical applicability of deep learning methods for radiology.
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Supplementary Materials

A Additional Experiments

A.1 How does additional training data from the target domain help domain generalization?

Given that almost all datasets suffer from some level of performance drop when the scanner domain of the test set differs
from that of the training set (Table 2), a logical next exploration would be to explore this continuum of performance
drop between these two domains. To do so, we next evaluated how test set performance is affected by the training set
having varying amounts of target domain images inserted. Specifically, we move images randomly from the target
domain’s training set to the original source domain training set such that a fraction f ∈ [0.1, 0.2, 0.3, 0.4, 0.5] of the
training set is comprised of the target domain images. Once the model is trained on this mixed training set, we evaluate
it on the usual target domain test set. We repeated this procedure three times with different random seeds, for each of the
three datasets of MRI-Prostate, CT-LIDC, and CT-Kidney. When the target domain training dataset did not have enough
samples to reach the desired f , we duplicated samples until we reached the specified mixin amount for the training set.

The results of these scanner mixing experiments (test set AUC as a function of mixing fraction f ) are presented in
Figure 4. We see that scanner mixing for CT tasks results in little change in performance, while the effect is more
noticeable for MRI. This is reasonable given that domain shift was typically small for CT, yet larger for MRI (Section
4.1), likely due to differing similarity/overlap of features between source and target domains for the two modalities. For
MRI in particular, we see an asymmetry in the degree of domain shift depending on the training domain: models trained
on solely Siemens images generalize well to the target domain, such that mixing has little effect, but models trained on
“Other” domain images don’t generalize as well, such that mixing in images from the target domain provided noticeable
benefit. This is in turn due to features learned from one domain generalizing well to the other, but not vice versa.

Figure 4: Scanner domain mixing experiment results for (a) CT-Kidney with Siemens and Other training domains
on the left and right, respectively; (b) CT-LIDC with GE and Other training domains on the left and right; and (c)
MRI-Prostate with Siemens and Other training domains. Different colors correspond to different scanner domains for
the test set. Confidence intervals (standard deviation over all runs) shown with dotted lines.
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A.2 Does adding noise to training images assist domain generalization?

Adding noise to training data has been shown to help deep learning models reduce overfitting and generalize better to
unseen data [33] (for example, adversarial attack-resistant training [19] can be considered as a specialization of this
idea). Moreover, unlike in general natural image computer vision where images from different domains often have
clear, noticeable differences in visual features (e.g., photographs vs. paintings or cartoon sketches [32]), images from
different scanner domains in medical images may not even appear visibly distinct (such as for the breast MRI dataset
[4]), implying that differing visual features may just be fine-grained characteristics such as noise and slight changes
in texture. As such, simply adding basic noise to one of our model’s training data could potentially result in better
generalization to other domains, which we will explore in this section.

For these experiments, we evaluated adding random Gaussian noise of different levels to training set images. For each
training set image x ∈ Rn, we add αϵ to x with ϵ ∼ N (0, In) and α ∈ [1, 2, 3, 4, 5, 7, 10, 15, 30, 50]. As in the scanner
mixing experiments (Appendix A.1), we evaluate on the MRI-Prostate, CT-LIDC, and CT-Kidney datasets, and repeat
all experiments at each noise level three times.

We show all results for the noise experiments in Figure 5. In fact, adding noise to training images never assisted
out-of-domain generalization, even at small noise levels, which, in theory, could have added robustness to the network’s
learned representations. Instead, adding noise hurt both in-domain and out-of-domain performance, as the noised
images no longer accurately represent samples from either domain. This shows that more complicated methods are
needed to modify images to have domain-generalizable features.

Figure 5: Additive noise experiment results for (a) CT-Kidney with Siemens and Other training domains on the left
and right, respectively; (b) CT-LIDC with GE and Other training domains on the left and right; and (c) MRI-Prostate
with Siemens and Other training domains. Different colors correspond to different scanner domains for the test set.
Confidence intervals (standard deviation over all runs) shown with dotted lines.
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