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ABSTRACT

Supervised classification methods that directly optimize maximize the likelihood
of the training data often overfit. This overfitting is typically mitigated through
regularizing the loss function (e.g., label smoothing, weight decay) or by mini-
mizing the same loss on new examples (e.g., data augmentation, adversarial train-
ing). In this work, we propose a complementary regularization strategy: training
the model to be unconfident on examples that are generated so they have unclear
labels. We call our approach Maximum Predictive Entropy (MPE). These auto-
matically generated examples are cheap to compute, so our method is only 30%
slower than standard data augmentation. Adding MPE to existing regularization
techniques, such as label smoothing, increases test accuracy by 1—3%, with larger
gains in the small data regimeﬂ

1 INTRODUCTION

Prior work has proposed a number of highly-effective strategies for improving test performance
like training the model on additional examples (e.g., augmented examples Shorten & Khoshgoftaar
(2019), adversarial examples |Volpi et al.[(2018)). Replacing the standard maximum likelihood loss
(i.e., cross entropy for classification) with alternative loss functions (e.g., label smoothing Miiller
et al.| (2019), MixUp ?, robust classification losses Madry et al.| (2017)) can also improve gener-
alization. In effect, these prior methods either make the model’s predictions more certain on new
training examples or make the distribution over potential models less certain.

In this paper we approach the problem from a different perspective: making the model’s predictions
less certain on new algorithmically derived training examples. The generation of new examples
structurally resembles adversarial training, but these examples are used differently. Standard adver-
sarial training (Madry et al., 2017; |[Miyato et al., |2018)) assigns each adversarial example the same
label as an unperturbed example, and includes these new training examples in the cross entropy loss.
In effect, these methods train the model to be more confident on these adversarial examples. Typi-
cally, adversarial training provides some benefits, but decreases in-distribution test accuracy (Raghu-
nathan et al.,|2019; Zhang et al.,[2019; [Tsipras et al., 2019), the main focus of this paper. Might there
be a way to use these adversarial examples with increase in-distribution test accuracy?

The main contribution of this work is a loss function for classification that decreases the generaliza-
tion gap. We show that our approach, Maximum Predictive Entropy (MPE), improves generalization
across a range of image classification tasks. Importantly, we show that the benefits of our method
are complementary to prior methods, such as strong image augmentations, label smoothing, MixUp
training and gradient clipping. Applying our technique on top of these existing techniques yields
improved performance. Our method is easy to implement and computationally efficient (only 30%
slower than standard Empirical Risk Minimization (ERM) training but 200% faster than multi-step
adversarial training (Madry et al., 2017)). While the aim of our work is to improve in-distribution
test accuracy, we also show that our method can increase robustness to out-of-distribution examples.

!Code for this work can be found at https://github.com/ars22/MPE-regularizer,


https://github.com/ars22/MPE-regularizer
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Figure 1: Increasing test accuracy by maximizing predicting entropy: We propose a simple and
computationally efficient regularization technique: Maximum Predictive Entropy (MPE) that max-
imizes a model’s predictive entropy on adversarial examples. In (a) we show that our approach
achieves greater test accuracy than prior methods on CIFAR-10 and CIFAR-100. In (b) we com-
pare the performance improvements over data augmentation (DA), furnished by MPE and baseline
methods as we increase the training data size of CIFAR-100. Finally in (c), we show the training ex-
amples (left) on which our method minimizes cross entropy, the adversarial direction (center) which
looks like a mixture of high frequency components and the adversarial examples (right) over which
we propose to increase model uncertainty (predictive entropy).

2 REGULARIZATION VIA MAXIMIZING PREDICTIVE ENTROPY

Notation. We are given an iid sampled training dataset S = {(z;, yz)}f\il where z; € X C
RY, y; € Y = [L]. The training examples are assumed to be sampled from an underlying dis-
tribution D with density pp over X x ). In parametric supervised learning, we train a param-
eterized model § € © which defines the model’s conditional predictive distribution over labels:
po(y|x). The standard loss function is the negative log-likelihood, which is equivalent to the cross
entropy loss in the case of classification £(f) = — D ielv] +1og po(ys|x;). The aim of maxi-

mum likelihood estimation is to find the model parameters € that optimize the following objec-
tive: 6 £ argming £(#). Solely optimizing the log-likelihood of the training data often leads
to overfitting. We will measure overfitting using the generalization gap: the difference between
the accuracy on the train set versus the true accuracy computed over X x ) as measured by D:
% Z(%yi)es 1(y = arg max,, po(y' | 7)) — Ezyy~p []l(y = arg max,, po(y’ | ac))] As the
training accuracy is typically higher than the accuracy on the true underlying data distribution, this
generalization gap is positive, and our aim is to decrease it towards zero.

A large body of prior work has regularized training to prevent overfitting. Some methods regularize
the training process (e.g., early stopping (Yao et al.,[2007)), novel optimizers (Neyshabur et al., 2015}
Ji et al.,[2021)) and dropout (Srivastava et al., 2014))) while other works explicitly add an additional
regularization term C(0) weighted by scalar X to the log-likelihood objective:

N éargm@inﬁ(@)+)\-C(9) (1)

Examples of such penalties include weight decay, gradient norms etc.. The main contribution of
this paper is a new data-dependent regularization term, which will depend not just on the model pa-
rameters but also on the training dataset. Our proposed regularizer will depend on the model’s
predictive entropy, which is the conditional entropy of the distribution py(y|x) at any given x:
Ho(r) & — Jype(y | =) logpe(y | x)dy. Prior work on robusmess has augmented the train-
ing dataset S with additional, adversarial examples. These adversarial examples can be generated
in many ways (Sabour et al.,[2016}; Moosavi-Dezfooli et al., 2016; |Carlini & Wagner, [2017}; [Kurakin
et al., [2016). Given a (real) training example (z,y) ~ S, an adversarial example is generated by
finding a nearby example z* with higher loss on the same label:

*

z* = argmax —logpg(y |z'), (2)
' ||’ —x||1<e

where € > 0 is a hyperparameter controlling the strength of the adversarial attack. Adversarial

examples have been used in many different contexts. Perhaps the most common use is adversarial

training where the model is trained to be robust to the very attack used to generate the adversarial

example at test time Madry et al|(2017). Such adversarial training tends to improve a model’s

robustness to out-of-distribution and adversarial examples, but typically decreases the model’s test
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Figure 2: Main results on various supervised image classification benchmarks: We plot the test
accuracies (averaged over 10 runs) of models trained with base methods: Data Augmentation (DA),
Label Smoothing (LS), CutOut+CutMix data augmentation, MixUp training and compare them with
the test accuracies of the models trained with the MPE objective. The regularizer of our objective
is given by equation [3| and the full objective by equation |1} Error bars indicate 95% confidence
intervals computed over 10 runs with different random seeds.

accuracy (2020). Our method will use these adversarial examples in a different way,
which will increase the model’s test accuracy.

2.1 REGULARIZING PREDICTIVE UNCERTAINTY ON NEW EXAMPLES

Deep neural networks have a tendency to overfit to spurious features in the training examples (Zhang
[2021). Thus, a natural question to ask is: If we wish to use adversarial examples as additional
training examples, what label should we give them?

Typical adversarial training assigns the adversarial examples the same label as the pre-corrupted
example. Visualizing the adversarial examples in Figure[T|c), it is unclear whether this is the correct
choice of label. Following the principle of maximum entropy [1957), we propose to label
adversarial examples with a uniform distribution over labels. Our proposed regularizer miminizes
the Kullback-Leibler divergence between py(y|z — 8 - V, logpe(y | #)) and yunit = (£, 3,*)-
Thus, we name our proposed objective in equation B} Maximum Predictive Entropy (MPE), since it
forces the model’s predictions to be highly uncertain on adversarial examples.

C(0) ==Y Holxi— B+ Va,logps(y | z:)). 3)

;€S

Why should maximizing entropy on adversarial examples shrink generalization error? Since
adversarial examples are constructed by computing the gradient of the loss, they would naturally
lie closer to the decision boundary in comparison to the un-corrupted example. Typically, taking a
step along these adversarial directions removes low-level features (see center block in Figure [T[c))
which are responsible for the activation of hidden units when the original image is passed through
the network in the first place. Forcing the model to have a higher entropy over such examples would
require the features removed to be actually predictive of the true label, and not some spurious noise
that happens to be correlated with the true label in high dimensions.

Furthermore, if such a decision boundary existed because the model was overfitting on noise, then in-
creasing entropy at the adversarial example would move the spuriously constructed decision bound-
ary closer to the original example — preventing it from relying on spurious features anymore. If the
gradient is in the direction of non-spurious feature, then the small value of « ensures that maximiz-
ing predictive entropy of the model at this new sample would have an effect similar to that of label
smoothing on the un-corrupted example. On the other hand, if the adversarial example for a given
image was indeed generated by removing spurious features from the image then the model would
fail to increase entropy on the resulting image without increasing the cross-entropy loss over the
un-corrupted image.
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Figure 3: How should you use adversarial examples to improve test accuracy? Comparison of
our method with adversarial data augmentation (ADA), Max-Entropy Adversarial Data Augmenta-
tion (ME-ADA) and Adversarial Training on (Left) hard and (Right) easy classification benchmarks.

3  EXPERIMENTS

The main aim of our experiments is to show that maximizing predictive entropy is an effective
regularization strategy, with effects complementary to existing regularization techniques. That is,
we aim to show that adding our method on fop of prior methods boosts performance. We will
also directly compare to other prior methods that use adversarial examples in different ways. Apart
from the reductions in generalization gaps, we find that models trained with our MPE objective
yield additional benefits of robustness to certain adversarial samples and test time distribution shifts.
Finally, we compare the training accuracy convergence rates for our method with label smoothing
and standard ERM training, identifying a trend that may be an interesting direction of future research
to further analyze the benefits of our method.

Baselines. The primary aim of our experiments is to study whether entropy maximization shrinks
the generalization gap. Hence, we compare our regularizer to existing methods that (i) directly
constrain the model’s predictive distribution (label smoothing (Miiller et al., 2019)) or (ii) implic-
itly regularize the model by training on additional images. These additional training images may
be generated through data augmentation strategies (e.g., CutMix (Yun et al.| [2019), CutOut (De-
Vries & Taylor, 2017)) through MixUp training Zhang et al.|(2018), or using adversarial augmenta-
tions (Volpi et al.,2018)). Since our objective structurally resembles adversarial training|Madry et al.
(2017), we add it as a baseline in addition to Maximum Entropy Adversarial Data Augmentation
(ME-ADA) [Zhao et al|(2020).

3.1 HOW EFFECTIVELY DOES MPE IMPROVE TEST ACCURACY?

Figure [2] presents the main empirical findings. Each bar corresponds to the mean of ten random
seeds, and error bars depict the standard deviation. Across all four datasets, we observe that our
proposed regularizer improves the baseline method in almost all cases. For example, on CIFAR-100
with 2k training examples, adding our method on top of label smoothing boosts the test accuracy
by =~ 3%. The gains from our method are more pronounced on benchmarks where the number of
training samples are low: CIFAR-100-2k and CIFAR-100-10k. To test the statistical significance,
we computed 1-sided p-values to test the hypothesis that our method achieves higher test accuracy
than the baseline: in all cases, the p-values are < 0.03, indicating that our findings are statistically
significant. In summary, these results show that our proposed regularizer is complementary with
prior methods. While prior methods such as MixUp tend to outperform label smoothing, a combi-
nation of MixUp and our MPE objective outperforms both. Similarly, a combination of our method
and label smoothing outperforms vanilla label smoothing.

Our next set of experiments compares different ways of using adversarial examples. While our
method maximizes the model’s predictive entropy on these examples, other methods we compare
against directly minimize the cross entropy loss on these adversarial examples (see Appendix|[C). We
compare with adversarial training (Madry et al.,[2017)), adversarial data augmentation (ADA) (Volp1
et al.,|2018), and Maximum Entropy Adversarial Data Augmentation (ME-ADA) (Zhao et al.;,[2020).
We evaluate all methods using the standard test accuracy, noting that some of these methods were
proposed to optimize robustness, a different metric. We show the results on six benchmarks in
Figure[3] On most of these benchmarks, our method outperforms the baselines. The difference from
baselines is most pronounced in settings where all methods achieve low test accuracy. For example,
on CIFAR-100 with 2,000 training examples, our method achieves a test accuracy that is +3% better
than standard adversarial training, and +1% better than ME-ADA.

4
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4 CONCLUSION

In this paper, we proposed a regularization technique based on the idea of maximizing a model’s
predictive entropy on adversarial samples. Through extensive experiments, we showed that this
technique can increase test accuracy in a wide range of settings, and can readily be combined with
prior regularization techniques. We also demonstrated that our method comes with some small-but-
noticeable robustness benefits, benefits lacking from typical ERM methods (see Appendix [B). Given
that our method is computationally efficient and easy to implement, we believe that it may serve as
a useful tool for practitioners, and a simple baseline for researchers.
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A APPENDIX

A.1 MOTIVATING OUR METHOD VIA A TOY EXAMPLE

To provide some intuition about how our objective prevents the model from overfitting on spurious
features, we present results on a toy classification problem in high-dimensions. Typically, in classifi-
cation problems the true generalizable features span a lower dimensional space (compared to the am-
bient dimension) (Arjovsky et al.,|2020). Ideally, we would learn a classifier that is only sensitive to
these few generalizable features, and independent of all the other, spurious features. However, train-
ing neural networks with the cross-entropy loss and SGD often leads to overfitting: the model picks
up on spurious and noisy features that are randomly correlated with the label [Peters et al.| (2016));
Heinze-Deml & Meinshausen| (2017). To simulate this phenomenon, we use a d—dimensional toy
classification problem where the true features are given by the first two-dimensions only, while the
rest of the d — 2 dimensions are pure noise.

A dataset S of 20,000 training examples is generated by first sampling a two-dimensional sample
z with equal probability from one of two classes supported over two different well separated moon
shaped regions (see Figure . Here, 7 is a two dimensional vector with label y € {0,1}. In order
to simulate a d—dimensional (d = 625) classification problem using a two dimensional sample,
we first append to each sample a vector of 623 (d — 2) zeros, and then add add Gaussian noise
e ~N(0,021;) where o = 0.5:
T+ (%, 0,---,0)+e.
——
d-2=623 zeros

We will measure the in-distribution performance of a classifier, training and evaluating on examples
from this same distribution.

In this example, the first two dimensional of the data perfectly explain the class label; we call these
dimensions the generalizable features. We are interested in classification models that successfully
identify these generalizable features, while ignoring the remaining, spurious features

Models trained with the standard cross entropy loss on a fixed dataset S are liable to overfit (Zhang
et al., 2021). A model can best reduce the (empirical) cross entropy loss by learning features that
span all dimensions, including the spurious feature dimensions. Precisely, the model can reduce
the cross entropy loss on example x; by aligning some of the weights of its hidden units along the
direction of the corresponding noise ;.

We study this phenomenon by training neural networks on this dataset. Each is trained for 300
epochs of SGD. To start, we train a model using the standard empirical cross entropy loss. This
model achieves perfect training accuracy (100%), but performs poorly on the validation set (80.4%).
To visualize the learned model, we project the decision boundary on the first two coordinates, the
only ones that are truly correlated with the labels (on population data). The decision boundary for
this model, shown in Figure [4a] is quite different from the true decision boundary. Rather than

1 0 1

' (a) ERM

2 3 2 1 0 1 2 3

(b) MPE (100 epochs)  (c) MPE (200 epochs)  (d) MPE (300 epochs)

2 1 [] 1 2 3 2 1 0 1 2 3

Figure 4: MPE objective learns decision boundary using only generalizable features: We simu-
late high-dimensional classification by projecting a simple 2-d dataset into a 625-dimensional space.
(a) Standard ERM training overfits to this dataset, achieving perfect training accuracy by picking up
on spurious features. Plotting a 2D projection of the decision boundary, we see that it poorly sepa-
rates the data. (b, ¢, d) Visualizing our method (MPE) at different snapshots throughout training, we
see that it converges to the true decision boundary.
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Table 1: Robustness to adversarial shifts in distribution compared against in-distribution per-
formance: Test accuracies of adversarial methods (adversarial training, ADA and ME-ADA), ERM
training and MPE objective to Fast Gradient Sign (FGSM) attacks with ||§|; = 0.5 (see equation 2).

Method CIFAR-100-2k CIFAR-100 CIFAR-10
Clean FGSM Attack Clean FGSM Attack Clean FGSM Attack
ERM Training | 28.5 + 0.03 24.7 £+ 0.06 76.4 + 0.03 67.4 4+ 0.06 954 4+ 0.04 88.3 £ 0.04
Adv. Training | 27.4 + 0.05 27.2 +£0.03 73.2 £0.03 73.1 £0.04 93.1 £0.04 929 4+ 0.04
ADA 28.7 & 0.05 27.0 £ 0.03 76.5 + 0.06 72.7 £ 0.04 95.2 +£0.05 88.1 £ 0.05
ME-ADA 294 +0.04 27.6 +0.03 77.1 £ 0.05 74.8 £+ 0.03 96.1 £ 0.03 93.1 + 0.04
Ours 30.4 + 0.03 28.1 + 0.04 77.3 + 0.04 74.5+ 0.05 96.1 4+ 0.04 93.0+ 0.04

identifying the true generalizable features, this model has overfit to the noisy dimensions, which
are perpendicular to the span of the true features. Training this model for more epochs leads to
additional overfitting, further decreasing the test accuracy.

We next apply our method (MPE) to this same dataset. In addition to the standard empirical cross
entropy loss, our method also maximizes the predictive entropy of the model on adversarial ex-
amples. Intuitively, we expect that these adversarial examples will be along the directions of the
spurious features. Thus, in training the model to be less confident on adversarial features, we aim to
have the model learn to ignore these spurious features. Applying MPE to this dataset, we achieve
a much larger test accuracy of 94.9%. When we visualize the decision boundary in Figure 4d} we
observe that it correctly separates the data. While SGD is implicitly biased towards learning simple
(e.g., linear) decision boundaries (Kalimeris et al.,[2019)), our results show that MPE partially coun-
ters this bias, forcing the model to learn a non-linear decision boundary along the true features and
ignoring the noisy dimensions.

B ROBUSTNESS TO DISTRIBUTION SHIFT

Typically, methods for handling distribution shift are different from methods for improving test
accuracy. Prior work has found that increasing robustness to distribution shifts tends to be at odds
with increasing test accuracy: methods that are more robust often achieve lower test accuracy, and
methods that achieve higher test accuracy tend to be less robust (Raghunathan et al., 2019} [Zhang
et al., 2019; Tsipras et al., 2019). While the main aim of our experiments is to show that MPE
improves test accuracy, our next set of experiments investigate whether MPE is any more robust to
distribution shift than baseline methods.

For these experiments on distribution shift, we use the exact same hyperparameters as in the previous
experiments. Better results are likely achievable by tuning the method for performance on these
robustness benchmarks. By reporting results using the exact same hyperparameters, we demonstrate
that the same method might both achieve high in-distribution performance and out-of-distribution
performance.

Robustness to adversarial attacks. We first look at robustness to adversarial attacks, using
FGSM (Goodfellow et al., |2014) as the attack method. The conventional approach to fending off
adversarial attacks is adversarial training, wherein the training objective exactly matches the testing
objective. Thus, adversarial training represents the “gold standard” for performance in this task.
We compare the adversarial robustness of MPE, adversarial training, ADA, and ME-ADA in Ta-
ble[I] Not only does our method achieve higher (clean) test accuracy than adversarial training on
all datasets, but surprisingly it also achieves higher robust test accuracy on the harder CIFAR-100-
2k benchmark where the clean test accuracy of MPE is +3% greater than adversarial training, and
robust test accuracy is +0.5% better than ME-ADA.

Both ADA and ME-ADA perform some form of adversarial training, so it is not surprising that
they outperform MPE on this task. We suspect that these methods outperform adversarial training
because they are trained using the multi-step projected gradient descent (PGD) (Madry et al.,2017)),
rather than the one-step FGSM |Goodfellow et al.|(2014) and also have a higher clean test accuracy.
While our aim is not to propose a state-of-the-art method for withstanding adversarial attacks, these
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preliminary results suggest that MPE may be somewhat robust to adversarial attacks, but does so
without inheriting the poor (clean) test accuracy of standard adversarial training.

Improved performance on shifted test distributions. Our final set of experiments probe robust-
ness to more systematic distribution shifts using the corrupted CIFAR-10 dataset
2019). These shifts go beyond the small perturbations introduced by adversarial exam-
ples, and are a more faithful reflection of the sorts of perturbations a machine learning model might
face “in the wild.”

We compare MPE to standard ERM and ME-ADA on this benchmark; all methods are trained on the
un-corrupted CIFAR-10 dataset, but evaluated on different types of corruptions. We report results
in Figure [5| Both MPE and ME-ADA consistently outperform ERM. On certain corruptions (e.g.,
Gaussian noise, glass blur), MPE and ME-ADA achieve test accuracies that are around +25% larger
than the ERM baseline. We do not notice any systematic difference in the results of MPE versus
ME-ADA, but note that ME-ADA requires 2x more compute than MPE because its adversarial
examples require multiple gradient steps to compute.

While the main aim of our experiments has been to show that MPE achieves higher test accuracy, its
good performance on robustness benchmarks suggest that it may be a simpler yet appealing choice
for practitioners.
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Figure 5: Robustness to natural shifts in distribution: Plots comparing the performance of stan-
dard ERM training and ME-ADA against our method trained on CIFAR-10 benchmark and tested
on various distribution shifts in the corrupted CIFAR-10 dataset.

C SUMMARY OF RELATED REGULARIZATION OBJECTIVES

In the table below, we compare the objectives of various regularization methods proposed in prior
works, that involve the adversarial examples and or the model’s predictive distribution.

name objective
ming — >, logpe(y | )

label smoothing (Miiller et al.l 2019) [a] | ming =32, (1 — a)logpe(y | ©) + X, 727 logpe(y' | 2))

cross entropy

Adv. training (Madry et al.l 2017) [o]

ming — 3>, maXs.||s),<a logpe(y |  + )

mgin - Z logpo(y | ©) where, for a distance metric C:
ME-ADA (Zhao et al.} 2020) [e, 3] (.y)esUS’
NS . Bi=supy ey — log pg (zgly)+aHg(x0)—BCe((x0,¥),(x,v))
s 2 {@y) T

MPE (ours) [, f] ming — 32, , logpo(y | @) — aMo(z — AV, log pa(y | @)

Table 2: Regularization objectives: We summarize regularization objectives from prior work that
employ adversarial examples or directly regularize model’s predictions pg(y | ).
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