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ABSTRACT

While multimodal large language models (MLLMs) exhibit remarkable capabili-
ties in visual and textual understanding, they remain highly susceptible to spurious
correlations. We propose SpurLens, a novel pipeline leveraging LLMs and open-
set object detectors to identify spurious cues and measure their effect on MLLMs
in an object detection scenario. Furthermore, we tested different prompting strate-
gies to mitigate this issue, but none proved effective. These findings highlight the
urgent need for robust solutions to address spurious correlations in MLLMs.

1 INTRODUCTION

Multimodal Large Language Models (MLLMs) Wang et al. (2024); Liu et al. (2024); Meta (2024);
OpenAI (2024a) have seen rapid advances in recent years. These models leverage the powerful
capabilities of Large Language Models (LLMs) OpenAI (2024b); Touvron et al. (2023) to process
diverse modalities, such as images and text. They have demonstrated significant proficiency in tasks
such as image perception, visual question answering, and instruction following. However, despite
these advancements, MLLMs still face critical visual shortcomings Tong et al. (2024a;b). Our study
focuses on their visual shortcomings associated with spurious correlations.

Spurious bias is the tendency to rely on spurious correlations between non-essential input attributes
and target variables for predictions, leading to poor generalization and unreliable predictions when
such spurious cues are absent. While extensive work has focused on identifying and mitigating
spurious correlations in unimodal models Sagawa et al. (2019); Kirichenko et al. (2022); Moayeri
et al. (2023); Noohdani et al. (2024), addressing this issue in MLLMs is still an emerging research
area.

We provide empirical evidence that MLLMs often exploit superficial cues, such as associating the
presence of a fire hydrant with a street scene, rather than recognizing the fire hydrant as an indepen-
dent object (Figure 1). This over-reliance on spurious cues can cause models to hallucinate objects
or fail in the absence of these cues, raising concerns about their robustness and generalization.

In this work, we highlight the persistent issue of spurious correlations in MLLMs and introduce
SpurLens, a pipeline to systematically detect these failures. Our pipeline automatically identifies
potential spurious cues, verifies their presence through object detection models, and ranks images
based on these cues. Through this approach, we provide a structured framework to analyze and
quantify spurious correlations in MLLMs.

2 RELATED WORKS

Spurious Correlation: Spurious correlation have been extensively studied in the context of deep
neural network classifiers (e.g., ViT Alexey (2020)), with various approaches proposed to detect and
mitigate the issue Sagawa et al. (2019); Kirichenko et al. (2022); Noohdani et al. (2024). However,
these studies primarily focus on single-modality settings (image-only tasks). Some research Wang
et al.; Varma et al. (2024); Kim et al. (2023) has explored spurious correlations in CLIP Radford
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Is there a fire hydrant in the image?

With Spurious Cue Without Spurious Cue

Yes, there is a fire hydrant in the image.
It is located on the sidewalk, painted green
and yellow, and appears to be old and rusty.

No, there is no fire hydrant in the image.

Figure 1: An Example of Spurious Bias in Llama-3.2 (Meta (2024)). SpurLens identifies ”storm
drain” as a spurious cue for detecting a fire hydrant.

et al. (2021), framing the problem in terms of zero-shot performance across vision and language
modalities. Ye et al. (2024) introduces a visual question answering (VQA) benchmark designed to
evaluate MLLMs’ reliance on spurious correlations using open-source image datasets. Zheng et al.
(2024) also proposes a framework to quantify the varying degrees of robustness of Vision-Language
Models (used as few-shot image classifiers) against spurious bias.

Ranking Images by spuriosity: Similar to HardImageNet (Moayeri et al. (2022)), one approach
to detecting spurious bias in models is to rank images within their classes based on spuriosity, the
degree to which common spurious cues are present, using deep neural features from an interpretable
network, combined with human supervision Moayeri et al. (2023; 2022). We took a similar ap-
proach, using object detectors to automatically detect spurious features without human supervision.
Our method produces more spurious features than prior work and also has improved interpretability
via natural language descriptors.

Failures of Multimodal Systems: Some studies have introduced frameworks to automatically iden-
tify critical shortcomings of MLLMs Tong et al. (2024a;b). In Tong et al. (2024b), the authors high-
light MLLMs’ struggles with basic visual understanding, attributing these issues to weaknesses in
CLIP-based vision encoders. Conversely, Tong et al. (2024a) focuses on the language modality.

3 SPURLENS

The spuriosity rankings in the HardImagenet (Moayeri et al., 2022) dataset are constructed using
the spurious neural features from the Salient Imagenet dataset (Singla & Feizi, 2022).This process
requires human supervision to identify which features are spurious to each class. While this method
generalizes well, for nearly two-thirds of ImageNet classes, no spurious features were detected.
To study spurious correlations in MLLMs for more objects and datasets, we develop a pipeline to
produce interpretable spurious rankings of images, which we can use to compute object detection
performance accuracy gaps due to those spurious features. Our method uses open-set object de-
tectors to identify ChatGPT-suggested spurious objects; after running experiments with the MLLM
based on the rankings from our pipeline, we obtain spuriosity gaps for specific spurious objects to a
given target object.

Suppose that, for an MLLM M and target object t, we wish to determine what image features are
spurious to t. Suppose that we have a large dataset {Ij}Nj=1 of images of target object t.

Proposing Spurious Features We use GPT-4 to generate list a list of objects or background ele-
ments that commonly appear in images of t. The number of features produced and their relation to
t can be easily adjusted. We lemmatize each suggested object, remove duplicates, and remove any
that share words with target object name t. We then use GPT-4 again to ensure that the proposed
objects are truly spurious by asking the following Yes/No questions:
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Figure 2: An overview of SpurLens. Left: proposing spurious objects, and ranking an image dataset
by their presence. Right: computing spurious gaps for a given spurious feature and MLLM.

• “Can a {spurious feature} exist without a {target object}?” (Expected answer: “Yes”.)
• “Is a {spurious feature} part of a {target object}?” (Expected answer: “No”.)
• “Do all or almost all {spurious feature} have a {target object}?” (Expected answer: “No”.)
• “Do all or almost all {target object} have a {spurious feature}?” (Expected answer: “No”.)

The responses to these questions ensure that the propose features match the qualifications in the def-
inition of a spurious feature. Works such as Leng et al. (2024); Zhou et al. (2023) identify spurious
correlations through the frequent co-occurance of objects in MLLM-generated image captions. Our
method avoids this computational cost, and the easily-modifiable prompt structure may suggest a
more diverse pool of potential spurious objects. While our method may propose spurious objects
not present in the dataset, this is generally not an issue with large datasets; furthermore, such cases
are readily identifiable after following object detection step.

Identifying Spurious Objects To identify the presence of these spurious features fi in the images
Ij , we use the OWLv2 open-set object detector Minderer et al. (2024). For each image, we query
OWLv2 with all potential spurious features and obtain several triplets of consisting of a bounding
box b ∈ [0, 1]4, label fi, and confidence score c ∈ [0, 1]. Let O(Ii) denote the set of such triplets
produced by OWLv2 for image Ii. We define the fi-score of Ij as

S(fi, Ij) = max ({0} ∪ {c : (b, fi, c) ∈ O(Ij)})

For each potential spurious feature fi, we sort the images by fi-score to obtain a ranking. (We
randomize the order of 0-score images in each ranking before selection to avoid bias in ordering).
Brief manual inspection can be performed at this stage to verify that the object detectors are reliable
for the chosen spurious features by sampling images at the top and bottom of each ranking. In
practice, we qualitatively observe that object detectors are fairly reliable for most potential spurious
features, which we verify through random testing.

Spuriosity Gaps For each ranking corresponding to feature fi, let U+
t,fi

,U−
t,fi

⊂ {Ij}Nj=1 be the
images with the K-highest and K-lowest fi-scores respectively. For each of these images, we apply
the MLLM M paired with three prompts pk(t), 1 ≤ k ≤ 3. Each prompt asks M if it sees the
target object t in the image, and elicits a Yes/No response; we use three prompts to mitigate the bias
due to word choice. We define the accuracy of M on image I depicting object t as

Acc(M, I, t) = 1

3

3∑
k=1

1 (M(I, pk(t)) = “Yes”)

We define the accuracy of M on spurious (by feature fi) and non-spurious (by feature fi) as

Accs =
1

K

∑
I∈U+

t,fi

Acc(M, I, t) Accc =
1

K

∑
I∈U−

t,fi

Acc(M, I, t)
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Dataset HardImageNet COCO
Model Accs Accc Gap Accs Accc Gap

Qwen2-VL 98.1% 92.3% 5.8% 95.3% 80.2% 15.1%
Llama-3.2 92.5% 80.2% 12.3% 84.6% 70.4% 14.3%
LLaVA-v1.6 90.7% 83.5% 7.2% 95.4% 80.0% 15.4%

Table 1: Accuracy across different datasets and models. The Gap indicates that, in the absence of
spurious cues, all models struggle to detect the main object. We set K = 50 for all experiments, and
the results are averaged class-wise.

Figure 3: Comparison of Gap distributions over different classes from HardImageNet (Left) and
COCO (Right) across models. The results show that spurious bias is very class dependent.

Finally, we define the spurious gap Gap = Accs −Accc. That is, the Gap is the difference in object
detection accuracy between images with fi and images without fi, as measured by the top-K and
bottom-K images in the fi-score ranking. A positive gap is evidence that fj is truly spurious for t.
After computing the Gap for all potential spurious features, we choose the one with the largest Gap.

4 RESULTS

Models For our experiments, we evaluated three open-source MLLMs, Qwen2-VL-7B-Instruct
Wang et al. (2024), Llama-3.2-11B-Vision-Instruct Meta (2024), and LLaVA-v1.6-mistral-7B Liu
et al. (2023), all accessed through HuggingFace.

Evaluation Settings We utilized two open-source image datasets: HardImageNet Moayeri et al.
(2022) and COCO Lin et al. (2014). We applied our pipeline to each dataset to generate spuriosity
rankings for each class. Subsequently, we calculated the Accuracy (see the previous section) sepa-
rately for the top 50 images (high spurious, Accs) and the bottom 50 images (low spurious, Accc)
and then computed the spuriosity gap, the difference between the two. In all the experiments in
this section, we used three different prompts to ask the model whether it detected the object. We
averaged the results across different prompts and classes to compute the aggregated accuracy.

Results The results of applying SpurLens to HardImagenet and COCO are presented in Table 1,
which shows the performance on spurious images, non-spurious images, and the performance Gap,
averaged class-wise. We see that when spurious cues are absent, performance decreases across all
models. The distribution of Gaps across classes for each model and dataset are visualized in Figure
3. We see that the effect of spurious cues is highly class-dependent, but is significantly present in
both datasets.

5 CONCLUSION

We have presented a scalable and easily adjustable method to identify and evaluate spurious correla-
tions in MLLMs. We apply our system, SpurLens, on two large image datasets and found significant
evidence that modern MLLMs are still reliant on spurious correlations.
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