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Abstract

In this paper we present an experiment carried001
out with BERT on a small number of Italian002
sentences taken from two domains: newspapers003
and poetry domain. They represent two levels004
of increasing difficulty in the possibility to pre-005
dict the masked word that we intended to test.006
The experiment is organized on the hypothesis007
of increasing difficulty in predictability at the008
three levels of linguistic complexity that we in-009
tend to monitor: lexical, syntactic and semantic010
level. Whereas lexical predictability may be011
based on word frequency and not just context,012
syntax and semantics strictly constrain mean-013
ing understanding. To test this hypothesis we014
alternate canonical and non-canonical version015
of the same sentence before processing them016
with the same DL model. In particular, we ex-017
pect the poetry domain to introduce additional018
restrictions on the local word context due to the019
need to create metaphors which require non-020
literal meaning compositional processes. The021
result shows that DL models are highly sen-022
sitive to presence of non-canonical structures023
and to local non-literal meaning compositional024
effect. However, DL are also very sensitive025
to word frequency by predicting preferentially026
function vs content words, collocates vs infre-027
quent word phrases. To measure differences in028
performance we created a linguisticalluy based029
“predictability parameter” which is highly cor-030
related with a cosine based classification but031
produces better distinctions between classes.032

1 Introduction033

In this paper we will discuss in detail the set up and034

results of an experiment carried out with a small035

dataset of Italian sentences, using the output of the036

first projection layer of a Deep Learning model,037

the raw word embeddings. We decided to work on038

Italian to highlight its difference from English in039

an extended number of relevant linguistic proper-040

ties. The underlying hypothesis aims at proving the041

ability of BERT(Ashish Vaswani and Polosukhin,042

2017) to predict masked words with increasing 043

complex contexts. To verify this hypothesis we 044

selected sentences that exhibit two important fea- 045

tures of Italian texts, non-canonicity and presence 046

of words with very low or rare frequency. To better 047

evaluate the impact of these two factors on word 048

predictability we created a word predictability mea- 049

sure which is based on a combination of scoring 050

functions for context and word frequency of (co- 051

)occurrence. The experiment uses BERT assuming 052

that DNNs can be regarded capable of modeling 053

the behaviour of the human brain in predicting a 054

next word given a sentence and text corpus - but 055

see the following section. 056

It is usually the case that paradigmatic and syn- 057

tagmatic properties of words in a sentence are 058

tested separately. In this experiment we decided 059

to test them together by combining non-canonicity 060

and infrequent word choice. Italian sentences are 061

taken from two domains: newspapers and poetry 062

domain. Italian bureaucratic and newspaper lan- 063

guage can be easily understood by sufficiently lit- 064

erate people. This is not so for people affected by 065

return illiteracy, which constitute a good majority 066

of middle aged people. The second set of sentences 067

taken from Italian poetry of last century is fairly 068

hard to understand. This is due both to choice of 069

infrequent words and uncommon structures. The 070

hypothesis is that predictable masked words would 071

be more frequent in the first than in the second set 072

of sentences. In addition we expect the canonical 073

version of the dataset to be more predictable. 074

We decided to work with a small dataset which 075

is made of 18 sentences with 150 content words 076

which are then duplicated in the canonical struc- 077

ture thus summing up to 36 sentences and 300 078

words. This has been done in order to be able to 079

comment the import of every single masked word 080

and its role in the overall sentence structure from 081

a linguistic point of view. This has allowed us to 082

come to precise conclusions on the type of errors 083
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the encoding phase systematically makes. In par-084

ticular, the experiment has allowed us to evaluate085

the bias of the model towards one of the domains,086

the newswire one, where the best results have been087

obtained. In the case of the poetry domain, errors088

where in general mostly due to the absence of word089

embeddings with an appropriate context for the in-090

put word and the consequent inability to predict the091

masked word.092

The most important feature of the experiment093

is that all sentences are characterized by non-094

canonical structures. Italian is a language in which095

non-canonical structures are fairly common due to096

the weakly configurational nature of the language097

and to the existence of the pro-drop parameter that098

allows sentences to freely omit lexically expressed099

subjects(Delmonte et al., 2007). We then operated100

on the dataset in two ways: at first we reformulated101

the text obtained modifying each sentence struc-102

ture in order to make it canonical. The inclusion103

of sentences from poetry has been done in order to104

focus on the effects of context in conjunction with105

word level frequency effects 1. The reason for this106

choice is that poetry is the only domain where rare107

words are used consistently thus making available108

a full real context of use for (very) low frequency109

words. The combined effect of using rare words in110

a non-canonical syntactic configuration and then111

restructuring the same sentence with a canonical112

structure allowed us to make important compar-113

isons. Non-canonical sentences in Italian can be114

found in great number due to the pro-drop nature115

of the language which thus resembles Chinese and116

Japanese (Delmonte, 2009). In addition, Italian is117

a morphologically rich language thus possessing a118

very large vocabulary of unique wordforms which,119

if compared to the total number of wordforms ob-120

tainable from the WordNet list of citation forms121

for English is an order of magnitude higher – from122

500K to 5 million wordforms in Italian, only con-123

sidering the corresponding number of grammatical124

categories (Delmonte, 2014). We already discussed125

elsewhere (Delmonte, 2021) that languages like126

Italian, which have a rich morphology, need em-127

beddings with higher dimensions and a vocabulary128

size more than doubled in order to account for the129

variety of semantically relevant wordforms.130

When referring to context in BERT, the whole131

preceding sentence portion is included. BERT be-132

1For a thorough syntactic and semantic description of these
sentences, (Delmonte, 2018)

ing bidirectional the context will apply to both 133

the right and the left previous sequence of tokens. 134

However, when referred to Distributional Seman- 135

tic Models, the context is usually determined by 136

the number (2 to 5) of co-occurring tokens to be 137

considered when building vectors for word embed- 138

dings: if the masked word is the first word in the 139

sentence only the right context will be available and 140

this fact reduces the ability of prediction as shown 141

by our data. The result of our experiment shows 142

that DNNs are very sensitive to context and that 143

frequency of occurrence is less relevant for word 144

predictability. The paper is organized as follows: 145

in the following section, we introduce briefly state 146

of the art on the problem of word predictability as 147

seen from the cognitive point of view; in section 148

three we present the experimental setup and the 149

typology of non-canonical structures contained in 150

our dataset; section 4 presents the experimental 151

results and discuss its import for the predictability 152

parameter, then our conclusion. In the Appendix 153

we reported the translated version of the sentences, 154

while the detailed analysis is contained in the Sup- 155

plemental Material. 156

2 Word Predictability in Cognitive and 157

Psycholinguistic Research 158

Word prediction or predictive language processing 159

has been a foundational topic for psycholinguis- 160

tic research in the last 50 years or so for all that 161

concerns human sentence processing and compre- 162

hension. In this paper we intend to exploit the 163

hypothesis presented lately in a number of papers 164

(Goodkind and Bicknell, 2018) (Schrimpf et al., 165

2021) where human word predictivity is compared 166

and tested by the performance of DNNs in next- 167

word-prediction tasks. In particular, in their con- 168

clusion, Schrimpf et al. comment on the results 169

of their findings defining them as an attempt to 170

create a viable hypothesis for modeling predictive 171

language processing in human brain by the use 172

of predictive artificial neural networks, specifying 173

that so-called “transformer” models – BERT - are 174

best-performing models. In another paper (see (Fe- 175

dorenko et al., 2020)), had already come to the 176

conclusion that it is by the use of working mem- 177

ory as a whole that word predictivity works: i.e. 178

the integration of all levels of language process- 179

ing, lexico-semantic, syntax and knowledge of the 180

world conspire to make word prediction viable in 181

order to carry out the primary function of human 182
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language, “the extraction of meaning from spo-183

ken, written or signed words and sentences”(see184

(Schrimpf et al., 2021),p.2).185

The question of word frequency and their pre-186

dictability is dealt with in great detail in a paper by187

(N. and Levy, 2013). Words which have high pre-188

dictability scores are also those which are somehow189

more related to the prior context, and words which190

are more related to the prior context are also easier191

to integrate semantically. “. . . there is no such thing192

as an unexpected word; there are only words which193

are more or less expected." (ibid. 309). In this194

approach, predictability changes from one word to195

the next due to syntactic and semantic constraints,196

eventually coming to the conclusion that speakers197

tend to choose words more likely to occur in a198

given context.199

Estimating the level of difficulty or the “sur-200

prisal” – or unpredictability - of a word in a given201

context is done by the negative log probability mea-202

sure which counts as 1 words fully predictable and203

as 0 those unpredictable, where the former ones204

convey no additional information as opposed to205

the latter. Thus, in a serial-search model imagin-206

ing lexical access in a frequency sorted lexicon,207

the 100th most frequent word would take twice208

as long to access as the 50th most frequent word.209

As a consequence, most frequent words are less210

informative and are easier to pronounce and to un-211

derstand. However, this may only be regarded as212

a theoretically viable hypothesis since even when213

words are infrequent and unknown they may still214

serve to formulate some meaning related bit of in-215

formation and help in understanding the content216

of the utterance. From the results obtained in our217

experiment based on BERT raw embeddings, both218

frequency and context conjure to establish word219

predictability. In some cases it is clearly the low220

frequency to prevent embeddings to be made avail-221

able, but in other cases - see the example of the am-222

biguous word "ora"/now-hour below - even though223

the word and the local context is fairly typical, the224

word is not predicted. A partly similar approach225

has been attempted by Pedinotti et al.(Rambelli226

et al., 2021), in a paper where they explore the227

ability of Transformer Models to predict transitive228

verb complements in typical predicate-argument229

contexts. Their results show clearly the inability230

to predict low frequency near synonyms, thus con-231

firming the sensitivity of BERT-like models to fre-232

quency values. The experiment also included a233

version of the dataset where the surface syntactic 234

structure of the sentences was modified in order to 235

introduce non-canonical structures. In fact this was 236

only limited, though, to two cases: interrogative 237

and cleft-structures. The second structure showed 238

how the model suffered from non-recurrent word 239

order by an important drop in performance (from 240

70 to 38% accuracy). 241

Another parameter which has loomed large in 242

the cognitive literature is the relevance of the ef- 243

fort/time required to pronounce/read a word: a 244

short word, both phonetically and as grapheme, 245

is preferred and confirmed in an experiment based 246

on semantic grounds by Mahowald et al. (Ma- 247

howald et al., 2012), where pairs of near synonym 248

words inserted in frame sentences and user have 249

consistently chosen the shortest ones as the most 250

predictable. This seems to be confirmed by the 251

well-known fact that the top range of frequency 252

lists of wordforms are occupied by short words 253

thus confirming the inverse correlation existing be- 254

tween word length and frequency. Most frequent 255

words are not only the shortest but the ones with 256

more senses as confirmed in a paper by Piantadosi 257

et al. (Piantadosi et al., 2012), hence the more 258

frequent. To verify this we inspected the top 200 259

words in the frequency lists of ItWac for Italian and 260

English and counted their number of syllables with 261

the following results: Italian has 75 monosyllabic 262

words and 125 words with more than one syllable; 263

English has 149 monosyllabic words and 51 words 264

with more syllables. The two languages have an 265

opposite distribution as has also been documented 266

in a previous paper (Delmonte, 2014). In addition, 267

English top 200 words contain only 30 content 268

words, while Italian contains 61 content words, ten 269

of which are morphological variants, English has 270

only one morphological variant. 271

3 The Experimental Setup 272

We assume that word predictability can be charac- 273

terized by two parameters: word (co-occurrence) 274

frequency/ies and linguistic complexity measured 275

by syntactic/semantic related scoring functions. We 276

evaluate word co-occurrence frequencies by means 277

of embeddings as the cosine value made available 278

by BERT2 in its first projection layer, using pre- 279

trained models and no fine-tuning. We used BERT 280

– with the Italian model taken from UWAC corpus, 281

2presented in the paper by Loreto Parisi et al. (Parisi et al.,
2020)
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Umberto-commoncrawl - and examined the output282

of the first or projection layer3. In this way we283

intended to check the predicting ability of BERT284

on the masked word, by selecting in turn one con-285

tent word at a time allowing BERT to use the rest286

of the sentence as a context to make appropriate287

predictions.4 To this aim we ran BERT by masking288

each content word and some function word, one at289

a time in order to be able to make a detailed error290

analysis and parameter evaluation.291

The text we use in the experiment has been orga-292

nized in order be able to focus on the context: it293

is made up of 18 sentences, 11 belonging to the294

newswire domain and 7 sentences belonging to Ital-295

ian poetry of last century5. In a section below are296

the description of the non-canonical features of the297

sentences we used for the experiment. The English298

translation is available in the Appendix. We signed299

every sentence with letter A for those belonging to300

the poetry domain - 7, and letter B for newswire301

domain - 11. The newswire sentences are taken302

from the treebank of Italian – VIT, Venice Italian303

Treebank – available also under UD repositories6;304

the poetry set of sentences is taken from publicly305

available collections of poets of the first half of the306

nineteenth century which have already undergone307

specific analysis in previous work 7.308

In order to evaluate frequency values associated309

to each masked word, we cleaned the frequency310

list of Italian wordforms compiled on the basis of311

ItWaC 8, deleting all numbers and websites. Then312

3We produced the whole experiment leveraging the ability
of the Huggingface implementation (Wolf et al., 2019)

4Of course, we are aware of the fact that by training a
DNN, its error rate is reduced in cycles through back propaga-
tion. This involves comparing its predicted function value to
the training data. This is done by computing the gradient of
a cross entropy loss error function and proceeding by speci-
fied increments of the weights to an estimated optimal level,
determined by stochastic gradient descent, which in the case
of a test set, does not necessarily correspond to what has been
learnt.

Words are represented in a DNN by vectors of real num-
bers. Each element of the vector expresses a distributional
feature of the word - in our case by cosine values. These fea-
tures are the dimensions of the vectors, and they encode their
co-occurrence patterns with other words in a training corpus.
Word embeddings are generally compressed into low dimen-
sional vectors (200-300 dimensions) that express similarity
and proximity relations among the words in the vocabulary of
a DNN model.

5We comment and analyze in depth all sentences in a paper
where parsers of Italian have been used to parse them and
have resulted in an accuracy lower than 50%. (see (Delmonte,
2018))

6https://universaldependencies.org/
7see (Delmonte et al., 2007) (Delmonte, 2009)
8The corpus contains approximately 388,000 documents

we created a list of 50000 most frequent word- 313

forms to be used to check what words would be 314

included by a model created on the basis of BERT 315

tokenization module. Wordforms included are up 316

to a frequency value of 1377. The remaining list 317

is cut at frequency value 4, thus leaving out Rare 318

words, made up of Trislegomena, Dislegomena and 319

Hapaxlegomena, which is by far the longest list: it 320

counts 1,642,949 entries. The Upper List – the list 321

that includes the 50000 plus the rest of wordforms 322

down to and inlcuding words with frequency 4, is 323

made up of 513,427 entries. 324

Then, we divided the 50000 vocabulary into four 325

subparts on a frequency basis: Subpart 1 the high- 326

est, Subpart2 high, Subpart 3 middle and Subpart 4 327

the lowest. However, to make comparisons easier, 328

we recast this subdivision into two halves: first half 329

with “high” frequency words, including three seg- 330

ments - highest, high and middle frequency words 331

down to 10000 -, second half from 10000 to 1377 332

we call “low” frequency words. We then consider 333

as “very-low” frequency words those included in 334

the so-called Upper List - from 1377 down to 4 335

occurrences -, and the remaining long tail are clas- 336

sified as “Rare Words”. The final classification is 337

then organized into four classes: High, Low, Very 338

Low and Rare. To make frequencies more visi- 339

ble, we mark with one asterisk words belonging 340

to “Low”, with two asterisks words belonging to 341

“Very-Low”, and three asterisks “Rare” words. 342

3.1 The Dataset and Non-Canonical 343

Structures 344

As said above, Italian is very rich in number and 345

types of non-canonical structures. This is also due 346

to its being a direct derivation from Latin, a free 347

word-order language (see (Delmonte, 2018)). Our 348

approach has been previously adopted by other re- 349

searchers but with slightly different aims that we 350

describe in what follows. The first work is by Pac- 351

cosi et al.(Paccosi et al., 2022) where the authors 352

present a new dataset of Italian based on "marked" 353

sentences, which is then used to verify the per- 354

formance of a neural parser of Italian (TINT) on 355

the dataset. The result for LAS dependency struc- 356

tures is 77%, 3 points below the best results previ- 357

ously obtained on the UD corpus of Italian, which 358

was 80% accuracy. This result confirm previous 359

from 1,067 different websites, for a total of about 250M to-
kens. All documents contained in the PAISA‘ corpus date
back to Sept./Oct. 2010. The itWaC corpus is available at
https://wacky.sslmit.unibo.it/ accessed on October, 2021
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work documented also in (Delmonte, 2016) with a360

small dataset containing strongly marked sentences,361

which have been included in the text used in this362

paper, where the results were well below 50% ac-363

curacy. The authors make a detailed description364

of the type of marked structures they annotated in365

their treebank corpus. It is a list of seven structures366

- cleft, left dislocated, right dislocated, presentative367

"ci", inverted subject, pseudo-clefts, hanging topic368

- with a majority of Cleft sentences and Left dislo-369

cated sentences. Similar results are obtained by the370

experiment presented in the paper by Pedinotti et371

al. (Rambelli et al., 2021) where in Section IV they372

test the ability of Transformers - they use RoBERTa373

- on a small dataset with surface syntactic structures374

different from the recurrent word order. They mod-375

ify the sentences to produce cleft and interrogative376

versions of the same sentences. The result for core377

semantic roles - this is what they are testing - is a378

dramatic drop of performance from 0.65 of corre-379

lation in canonical transitive versions down below380

0.35.381

When compared to the corpuses above, our382

dataset is smaller but it contains many more types383

of marked constructions, which makes it more diffi-384

cult to come to terms with, and this is due mainly to385

presence of sentences from the poetry domain. We386

present now the structures contained in our dataset:387

complete argument inversion (the complement is388

fronted and the subject is in post verbal position) in389

sentence 7B - with copula deletion, and in sentence390

17B with infinitival structure as subject;391

object fronting (the object comes before the sub-392

ject at the beginning of the sentence) in sentence393

2A and 5A;394

adjective extraction (the adjective is extracted and395

fronted from the noun phrase) in sentence 13A and396

14A;397

PPadjunct preposing from participial clause in398

sentence 1B and 13A;399

lexical verb left extraction (the main verb - un-400

tensed non-finite - is positioned before the auxil-401

iary/modal) in sentence 3A;402

subject right dislocation (the subject is positioned403

after the complements) in sentence 3A and 6B;404

subject and object fronting (the subject comes be-405

fore the object and both are positioned before the406

main verb) in sentence 4A and 5A;407

PPspecification extraction from the noun phrase408

and fronted to the left in sentence 5A;409

clitic left dislocation in sentence 8B;410

object right dislocation (the object is positioned 411

after the indirect object or the adjuncts) in sentence 412

10B; 413

parenthetical insertion (a parenthetical is inserted 414

after the subject before the main verb) in sentence 415

11B and 16B; 416

adjective right extraction (the adjective is extracted 417

from the noun phrase and positioned after the noun 418

adjuncts) in sentence 11B and 14A; 419

PPspecification right stranding - the PPof is 420

stranded to the right out of the noun phrase in sen- 421

tence 14B; 422

lexical verb right extraction (the main verb - un- 423

tensed non-finite - is positioned after the comple- 424

ments) in sentence 12A; 425

double parenthetical insertions (after the subject 426

and after the verb complex and before the comple- 427

ments) in sentence 15B and 16B; 428

clitic left dislocation with subject fronted as hang- 429

ing topic in sentence 18B. 430

4 Experimental Results and Discussion 431

The evaluation has been carried out in three differ- 432

ent configurations: on a first configuration, part of 433

the sentences, the last 7 – are withheld with the 434

aim to reduce the overall context at sentence level. 435

This is done both for non-canonical and canonical 436

structures. Then the last 7 sentences are added and 437

the cosine values verified to see if predictions have 438

been modified. 439

We assume that a better form of evaluation 440

should account for gradable differences between 441

predictions in which the actual word is not found 442

but the ones predicted are very “similar”. The word 443

“similar” then will need to be better decomposed 444

into its various linguistic aspects and we have de- 445

vised a graduality which may be turned into scores 446

according to simple linguistic criteria. Similarity 447

may attain morphological, lexical, grammatical, 448

syntactic, semantic criteria. Thus the more the 449

choices are close to the actual meaning of the ex- 450

pected word, the higher the score will be which 451

we assume will be a real value from 0 to 1. Since 452

the final choice is done on the basis of the theo- 453

retical assumptions underlying the Distributional 454

Semantic Model we will call Table 1. accordingly. 455

We applied the scores reported in the table to the 456

whole set of sentences and computed the results 457

in the two tables below. In Table 2. we evaluate 458

the seven sentences from the poetry domain, and 459

in Table 3. the eleven sentences from the newswire 460

5



Linguistic Cate-
gory

Feature Type Score

Identical (first position) 1
Identical (second posi-

tion)
0.99

Identical (third position) 0.97
Identical (fourth position) 0.95
Same word different mor-

phology
0.8

Same word different gram-
matical category

0.7

Hyponym/
Antonym/
Meronym, Syn-
onym

same morphol-
ogy same gram-
matical category

0.6

Hyponym/
Antonym/
Meronym, Syn-
onym

different mor-
phology same
grammatical
category

0.5

Hyponym/
Antonym/
Meronym, Syn-
onym

different mor-
phology differ-
ent grammatical
category

0.4

Different word same grammat-
ical category
same morphol-
ogy

0.3

Different word same grammati-
cal category dif-
ferent morphol-
ogy

0.2

Different word different gram-
matical category

0.1

No word Punctuation -
‹ukn›

0

Table 1: Graded Evaluation Scale for a Linguistically
Based Similarity Scoring according to DSM

domain. We computed three main parameters: in461

column 2, Number of Words masked with respect462

to total number of tokens; in columns 3 and 4 we463

list words correctly predicted with the identical cor-464

responding word respectively in the Non Canonical465

and in the Canonical sentence structure; then in466

columns 5 and 6 we list the number of words with467

frequency values respectively Higher and Lower468

than a given threshold that we established at 10.000469

occurrences. We also considered words that don’t470

appear in the 50000 vocabulary and reported them471

after a slash: we assume their import should be472

valued double. Thus for instance, in the Poetry text, 473

we found 5 such words and the total number of Low 474

Frequency Words is increased by 10 points. Finally, 475

in column 7, we reported the result of applying the 476

scoring function described in Table 1. 477

Sent.
No.

No.
Mask.
Ws.

Non
Can.
W.s

Can.
Ws.

High
Fr.
Ws.

Low
Fr.
Ws.

Ling.
Eval.

2.A 10/8 0 3 4 3/1 3.76
3.A 14/9 3 4 6 3 6.04
4.A 10/8 2 2 4 4 3.99
5.A 9/6 0 0 4 1/2 2
12.A 11/7 1 2 4 1 3.49
13.A 15/7 0 0 5 0/2 2.4
14.A 14/9 1 1 6 3/1 3.1
totals 83/54 7 12 33 15/6

=27
24.78

ratios 0.65 0.583 0.818 0.4589

Table 2: Linguistic Evaluation of Poetry Sentences

Sent.
No.

No.
Mask.
Ws.

Non
Can.
W.s

Can.
Ws.

High
Fr.
Ws.

Low
Fr.
Ws.

Ling.
Eval.

1.B 14/8 3 5 8 0 5.97
6.B 6/5 2 3 5 0 3.84
7.B 5/4 0 0 3 1 2.4
8.B 10/7 1 2 6 1 2.37
9.B 7/4 2 3 4 1 2.99
10.B 12/9 1 1 7 2 4.79
11.B 15/10 2 4 10 0 6.17
15.B 25/10 7 7 8 2 8.23
16.B 22/10 4 4 8 2 7.2
17.B 15/9 6 6 10 0 7.1
18.B 22/10 4 4 9 0/1 5.7
totals 153/86 31 38 78 9/1=11 56.76
ratios 0.56 0.816 0.141 0.66

Table 3: Linguistic Evaluation of Newswire Sentences

As can be easily noticed by comparing all pa- 478

rameters, poetry and news have opposite values. 479

Quantities measured in column 2 show how the ra- 480

tio of masked words is higher in poetry than in the 481

news domain – 0.65 › 0.56 -, the reason being that 482

poetry text makes use of less grammatical or func- 483

tion words, like articles, clitics, prepositions which 484

are highly predictable but are less informative. The 485

first important parameter is the difference in num- 486

ber of masked words identified in Non-Canonical 487
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vs Canonical Sentences, and here again as can be488

easily noticed the newswire domain has a much489

higher score than the poetry domain – 0.816 › 0.583.490

Then the second relevant parameter derived by the491

proportion of High Frequency words vs Low Fre-492

quency words and computed as a ratio between the493

sum of the absolute number of words plus a dou-494

bling of the number of very low frequency words.495

Here the scores show the opposite relation, Poetry496

domain has a much higher number of Low Fre-497

quency words than Newswire domain – 0.818 ›498

0.141. Eventually, the linguistic evaluation of ev-499

ery single masked word on the basis of its cosine500

measure and the graded scoring scale reported in501

Table 1. Where we see again a much higher over-502

all score for the Newswire than the Poetry domain503

– 0.66 › 0.4589. The conclusion we can safely504

draw from these data is that the News domain has505

a higher linguistically and frequency-based eval-506

uated prediction score: - because it has a much507

lower number of Low Frequency words - because508

it has a higher number of predicted words in Non-509

canonical structures In other words, predictabil-510

ity is both dependent on word frequency and their511

structural position. One example is highly repre-512

sentative of the interplay between frequency and513

context and is the word "Ora", an ambiguous word514

with two homographs-homophones: one meaning515

"now", an adverbial contained in sentence n. 9 -516

the newswire domain; and another meaning "hour",517

a (temporal) noun, contained in sentence n. 5 - the518

poetry domain. Only the adverbial is predicted in519

both structural versions. The noun is contained in520

a sentence belonging to the poetry domain where521

the overall context is not supportive for that word522

predictability.523

Below, we show an evaluation of each sentence524

based on the sum of cosine values as reported by525

BERT associated to the first candidate and com-526

pare it to the one we organized in table 1. We also527

show an evaluation with mixed data, by selecting528

cosine values associated to identical word form if529

predicted, else the first candidate, which we call530

Mixed. The sentences are listed in descending or-531

der by the magnitude of the Linguistic Parameter.532

Correlation evaluation between our Linguistic533

Parameter and Cosine values is estimated at 0.8705534

as can be gathered also visually from Figure 1. be-535

low. Values for B texts are overall higher in both536

evaluations: the descending trend is however more537

linear for the linguistic parameters than for the co-538

Sent.
No.

Ling.
Eval-
uat.

Mixed
Eval-
uat.

Cosine
Eval-
uat.

No.
Mask.
Ws.

15.B 8.23 3.73 3.99 10
16.B 7.2 5.15 5. 10
17.B 7.1 5.14 5.14 9
11.B 6.17 3.09 3. 10
3.A 6.04 2.09 3.28 9
1.B 5.97 2.09 2.72 8
18.B 5.7 3.27 3.43 10
10.B 4.79 1.66 2.11 9
4.A 3.99 1.92 1.95 8
6.B 3.84 1.44 1.72 5
2.A 3.76 1.86 2.45 8
12.A 3.49 1.64 1. 7
14.A 3.1 2.78 2.78 9
9.B 2.99 0.92 0.92 4
13.A 2.4 0.86 0.86 7
7.B 2.4 1.17 1.17 4
8.B 2.37 2.05 2. 7
5.A 2 1.37 1.37 6
StDev.A 1.3145 0.842
StDev.B 2.0324 1.457
StDev.AB 1.9235 1.2913

Table 4: Comparing Linguistic with Cosine Evaluation
Measures

sine ones. In Figure 2. we map weighted values by 539

computing the ratio of each sentence level parame- 540

ters dividing it by the number of masked words to 541

produce normalized versions of the evaluation. In 542

this case we grouped together the A sentences and 543

then the B ones to show their different behaviour. 544

Figure 1: Evaluation by Three Parameters

The predictability score combines the linguisti- 545

cally weighted output of the masked task which 546

is based on embeddings’ cosine measure evalua- 547

7



Figure 2: Weighted Evaluation by Two Parameters

tion, and the frequency ranking of each word as548

reported in the vocabulary list. If we divide up the549

ratio of the evaluation score by the ratio of the fre-550

quency score we obtain the following predictabil-551

ity score: Poetry = 0.561, and News – 4.68. In552

sum, even though the poetry domain has a smaller553

number of sentences and almost half the number554

of words than the newswire domain, the three pa-555

rameters we evaluated show the correctness of our556

hypotheses: poetry is by far less predictable. In the557

poetry domain the two main parameters – word fre-558

quency and word context - conspire to reduce the559

predictability score. The context in poetry domain560

is characterized by metaphorical usage of word561

combination accompanied by constituent displace-562

ment and discontinuity contributing surprisal ef-563

fects, but dramatically reducing the ability of BERT564

to find useful embeddings. These two aspects are565

further constrained by the low frequency of some566

words, justifying the low value of the overall pre-567

dictability parameter. The opposite applies to the568

news domain: word linear combinations remain569

fairly literal in their semantic usage thus favour-570

ing the possibility for BERT to find good embed-571

dings even when words have low frequency values.572

As a general remark, then, function words have a573

much higher cosine score than content words – with574

the exception of "senatore"/senator and “vita”/life,575

which being a fairly established collocation or mul-576

tiword again confirms the relevance of the context,577

which in the case of function words is the most578

important parameter to consider.579

5 Conclusion580

In this paper we have proposed a word predictabil-581

ity parameter based on linguistically motivated582

information that we have tested in a highly con-583

strained context determined by the combination584

of three fundamental factors for a sentence mean- 585

ing understanding perspective on the prediction 586

task represented by BERT masked task: use of in- 587

frequent words - as measured against the ItWac 588

frequency list - and their phrase level combination 589

– word poetic usage for metaphors w.r.t possible 590

semantic association -, and their larger sentential 591

context in uncommon syntactic structures – non- 592

canonical structures. In order to be able to eval- 593

uate the different impact of the three adversarial 594

factors on masked word prediction, we have in- 595

cluded in the dataset a higher number of sentences 596

from newswire domain showing the same struc- 597

tural syntactic properties but lacking both the us- 598

age of very infrequent words – with a few excep- 599

tions - and their uncommon combination to produce 600

metaphors. Word predictability has then been mea- 601

sured by BERT raw word embeddings and their 602

cosine measure, by masking one content word at 603

a time - and a few function words. Each content 604

word has then been searched in the frequency list 605

made available by the ItWac frequencyt list. The 606

results have clearly shown the ability of newswire 607

sentences to receive an overall higher word pre- 608

dictability score thanks to the smaller effect of ad- 609

versarial factors we investigated. The answer to the 610

question: is frequency or context the determining 611

factor for Transformer Language Models to predict 612

the masked word, is both are. The news domain 613

has less infrequent words and less uncommon non- 614

canonical structures than the poetry domain, which 615

is what explains the remarkable difference in final 616

results. 617
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A Appendices - English Version of the697

Canonical and Non-canonical text698

1.B Today I thank for the courtesy on several699

occasions demonstrated to me and my colleagues.700

2.A She alone maybe the cold dreamer would701

educate to the tender prodigy. 3.A I think of a green702

garden where with you resume can conversing703

the soul maiden. 4.A If spring my generous heart704

choked of deaf spasms. 5.A Neither the oblivious705

enchantment of the hour the iron-like beat grants.706

6.B Becomes thus sharper the contradiction. 7.B707

Good instead overall the rest. 8.B An important708

decision Ghitti reserved after the holidays. 9.B The709

important thing is now to open it more. 10.B His710

information would also give to the guidelines of711

laique democracy greater boosts. 11.B In this book712

Maria Teresa, they explain at Mondadori’s, will713

give examples of charities concrete. 12.A Said that714

they have his heart from inside the chest removed.715

13.A The reluctant opinions and not ready and in716

the midst of executing works hampered. 14.A An717

echo of mature anguish revverdived to touch signs718

to the flesh dark of joy. 15.B The government,719

therefore, though giving up the absolute majority,720

has wanted, as already in IMI, focusing on a721

gradual privatization. 16.B At a conference in the722

Viminale the minister, when he is questioned on723

the senator to life, at first does not understand the724

name. 17.B First intervention to do, he said these725

days, is to implement the reform. 18.B I conceive726

the private as a work method, as work contracts, as727

a way to manage in short.728

729

1.Bc Today I thank you for the courtesy demon-730

strated to me and my colleagues on several occa-731

sions. 2.Ac Maybe the cold dreamer educated her732

alone to the tender prodigy. 3.Ac I think of a green733

garden where the soul maid can resume conversing734

with you. 4.Ac Spring if you choked my generous735

heart of deaf spasms. 5.Ac Neither the iron-like736

beat of the hour grants the oblivious enchantment.737

6.Bc The contradiction becomes thus sharper. 7.Bc738

Instead, overall the rest is good. 8.Bc Ghitti re-739

served an important decision after the holidays.740

9.Bc Now it’s important to open it more. 10.Bc His741

information would also give greater boosts to the742

guidelines of laique democracy. 11.Bc In this book743

Maria Teresa will give concrete examples of chari-744

ties, they explain at Mondadori’s. 12.Ac They said745

they took off his heart from the chest. 13.Ac The re-746

luctant opinions and not ready works hampered in747

the middle of executing. 14.Ac An echo of mature 748

anguish revverdressed to touch signs of joy obscure 749

to the flesh. 15.Bc So the government wanted to 750

focus on a gradual privatization while giving up 751

the absolute majority as already in IMI. 16.Bc At a 752

conference in the Viminale, when he is questioned 753

on the senator to life at first the minister does not 754

understand the name. 17.Bc To implement the re- 755

form is first intervention to do, he said these days. 756

18.Bc I conceive the private as a work method, such 757

as work contracts, as a way to manage in short. 758

B Supplemental Material 759

Sentence 1.B - Oggi ringrazio della cortesia in più occasioni 760
dimostrata a me e ai miei colleghi. 1.Bc Oggi ringrazio 761
della cortesia dimostrata a me e ai miei colleghi in più 762
occasioni. The sentence belongs to the newswire domain: 763
it is computed best in the canonical form, with 5 words 764
over 8 while the non-canonical version has only 3 words 765
predicted correctly – only ”più/more”, "occasioni/chances" 766
and "miei/my". Cosine values are not particularly high except 767
for "miei/my" the possessive which being in its attributive 768
position has a favourable predictive condition. “Oggi” is 769
wrongly predicted as being a separator with very high value, 770
“ ‹s› 0.99998”. It can be noted that “ringrazio” is partially 771
predicted by “Grazie” in first position but very low value 772
0.14397. Now the canonical version: Ringrazio (0.0238), più 773
(0.287), occasioni (0.545), dimostrata (0.165), miei (0.882). 774
Interesting to note that the three words predicted in both 775
structural versions have the same cosine values. When we add 776
the remaining 7 sentences, another word is predicted, colleghi 777
(0.076). No connection with frequency values of the missing 778
words: they are all positioned in the high part of the frequency 779
list – excluding “più” and “miei” which are grammatical 780
words and are positioned close to the top. Frequency List: 781
5212094-più; 195503-miei; 149546-Oggi; 94921-colleghi; 782
54876-occasioni; 34756-ringrazio; 15340-dimostrata; 783
12876-cortesia 784

785
Sentence 2.A - Lei sola forse il freddo sognatore 786

educherebbe al tenero prodigio. 2.Ac Forse il freddo 787
sognatore educherebbe lei sola al tenero prodigio. The 788
second sentence belongs to the poetry domain. The original 789
non-canonical version has no candidate found in the first 5 790
positions. This may be due to presence of a rather infrequent 791
word like “educherebbe/would+educate” as main verb which 792
only appears listed low only in the Upper List. On the 793
contrary, the canonical form has three words predicted: first 794
“Forse/Maybe “, second word “lei/She”, and third word 795
“solo”/alone but with wrong masculine morphology. However, 796
these words are correctly predicted with low cosine values - 797
Forse (0.149), lei (0.0355) solo (0.0145). No version provides 798
useful approximations of the meaning of the missing words 799
even though “freddo/cold” is included in the high portion 800
of the 50000 vocabulary. As to the remaining words, they 801
are still included in the Vocabulary but in the lower portion. 802
It is important to note that the lack of prediction can only 803
be motivated just because by combining not so frequent 804
words in unusual combination has produced metaphors 805
like “cold dreamer”, “tender prodigy”, in association with 806
a verb like “educate”. Frequency List: 2118720-solo; 807
321303-lei; 117330-Forse; 51970-freddo; *6771-tenero; 808
*3106-prodigio; *2617-sognatore; **13-educherebbe 809

810
Sentence 3.A - Penso a un verde giardino ove con te 811
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riprendere può a conversare l’anima fanciulla. 3.Ac Penso812
a un verde giardino ove l’anima fanciulla può riprendere813
a conversare con te. The non-canonical version of this814
sentence has two words correctly predicted, giardino/garden,815
ove/where and a third word with different morphology, in slot816
5, Pensa/Think(3rd+person+singular+present+indicative),817
rather than Penso(1st+person). In the canonical version we818
find correctly Penso/think in second slot, and another word is819
added può/can, the modal auxiliary that is now positioned820
correctly in front of its main verb "riprendere/restart", which821
is by itself a very frequent verb. As to cosine values, we822
have the following low values for the canonical version:823
Penso (0.085), giardino (0.194), ove (0.146), può (0.0865).824
The non-canonical version has a lower value for Penso but825
a higher value for giardino (0.291). In the longer context,826
the interesting fact is constituted by the substitution of827
“Pensa” with fino/until in the non-canonical version; while828
in the canonical version Penso/think is moved to a worse829
position from second slot to last slot, slot 5 and a lower cosine830
value (0.06112). As to the non-predicted noun modifier831
"fanciulla/maid", this is certainly an unusual combination832
even though the two words are highly frequent. The result833
of the combination is of course a beautiful metaphor which834
combines “primavera”/spring with “fanciulla”/maid and the835
garden. Notice the different position of Penso+1st+pers, with836
respect to Pensa+3rd+pers which is by far less frequent. Now837
consider the word conversare/conversing which receives the838
following list of non-word predicted candidates: erare/??839
(0.4455), rare/rare?? (0.16737), lare/?? (0.0549), mare/sea??840
(0.0479), scere/?? (0.03124). Apart from RARE and MARE841
which I don’t regard being selected for their current meaning842
but just for being part of the list of subwords, the remaining843
segments are all meaningless and bear no semantically useful844
relation with the masked word CONVERSARE. Frequency845
List: 1639275-può; 142019-ove; 117242-anima; 102337-846
verde; 39684-Penso; 32891-riprendere; *9198-Pensa;847
*8327-fanciulla; *2272-conversare848

849
Sentence 4.A - Se primavera il mio cuor generoso soffocasti850

di spasimi sordi. 4.Ac Primavera, se soffocasti il mio cuor851
generoso di spasimi sordi. In this sentence only the phrase852
"mio cuor"/my heart is predicted in both structural versions.853
mio (0.291), cuor (0.394). The word “Primavera”, which is854
the first word in the canonical version, has no close prediction:855
as happens in all sentences, the prediction is totally missed856
whenever a content word appears in first position. In the857
non-canonical version, the word comes second, after the858
conjunction “Se”/If, which predicts the appearance of an859
auxiliary BE/HAVE in their correct morphological word860
form – fossi/were, avessi/had in both cases with first person861
morphology, but also fosse/were, and the last two: con/with862
and solo/alone. The version with the addition of the 7863
sentences has the worsening effect of introducing a subword864
in place of con/with, MMAI which I assume derives from the865
wrongly split SEMMAI/if+ever. The word has been wrongly866
split because the segment SE is wrongly – at least in the867
word SEMMAI - regarded as a legitimate segment due to its868
very high frequency. Again the problem seems the unusual869
combination of the remaining words which are fairly common,870
apart from soffocasti/choked which is not included in the871
frequent nor in the Rare wordform list; and spasmi/spasms872
which is only included in the Upper List. In other words,873
it’s their metaphorical import that prevents the correct874
prediction. However, it is the position that produces the worst875
results: the adjective “sordi/deaf” in predicative position is876
predicted as a punctuation mark in both structural versions.877
Frequency List: 762026-Se; 670348-mio; 237398-cuore;878
45829-primavera; *9294-generoso; *7333-Primavera;879
*6503-sordi; **1062-spasmi880

881

Sentence 5.A - Né l’oblioso incanto dell’ora il ferreo battito 882
concede. 5.Ac Né il ferreo battito dell’ora concede l’oblioso 883
incanto. This sentence is the worst case of the poetry domain 884
lot: it has no word predicted neither in the non-canonical nor 885
in the canonical version. This may be due to the presence of a 886
very infrequent word "obliosi/oblivious". However, we notice 887
the presence of an unusual combination of the attributive 888
metaphoric use of "ferreo/iron-like", a rather unusual word. 889
But of course, it is just the combination of words used to build 890
a powerful metaphor that prevents predictions to take place. It 891
is worthwhile noting that "incanto"/enchantment is substituted 892
by ten candidates semantically loosely related to the domains 893
evoked by the masked word: temporal dimension (rhythm, 894
stepping, passing, proceeding, beat), and a condition of the 895
contemplating mind (silence, rest, meaning, thought, sound). 896
Also another important remark regards the inability to predict 897
the ambiguous word "ora"/hour, homograph with "ora"/now, 898
thus clearly showing that context is the determining factor. 899
Frequency List: 767444-ora; 23438-Né; 15801-concede; 900
13656-incanto; *5312-battito; **922-ferreo; **14-oblioso 901

902
Sentence 6.B - Diventa così più acuta la contraddizione. 903

6.Bc La contraddizione diventa così più acuta. This sentence 904
has different predicted words in the two structural representa- 905
tions, Diventa/Becomes is present in both. Then "così/so" and 906
"più/more" are predicted in the canonical sentence - diventa 907
(0.215), così (0.0439), più (0.559); while in the non-canonical 908
structure only acuta/sharp is predicted, acuta (0.0441), and 909
the cosine value for "Diventa" is lower being in sentence first 910
position. The canonical form has predicted the discourse 911
marker "così/so" positioned in sentence center: not so in the 912
non-canonical structure where we can again assume that it 913
is the position right after the verb at the beginning of the 914
sentence that does not allow the prediction, notwithstanding 915
its high frequency. Now consider the high frequency of 916
"contraddizione" which is not predicted presumably because 917
of its position at the end of the sentence: the first candidate 918
is the subword “mente” with cosine value (0.16536), 919
followed by sensibilità/sensibility, coscienza/conscience, 920
gioia/joy. Frequency List: 5212094-più; 1244269-così; 921
23718-contraddizione; 10807-acuta; *4904-Diventa 922

923
Sentence 7.B - Buono invece in complesso il resto. 924

7.Bc Invece in complesso il resto è buono. No word was 925
predicted in either versions. In order to transform the original 926
non-canonical version in the corresponding canonical one we 927
added the copula "è" that is missing in the original sentence. 928
This is predicted in the canonical version but since it has 929
been added we do not count it for the actual predictive task. 930
All the words are very frequent. As will be clarified further 931
on, whenever the first word of the sentence coincides with 932
a discourse marker or a conjunction the prediction is very 933
close if not equal. This is the case for the canonical form 934
of the sentence starting with “Invece”/Rather, which has 935
the five following best predictions: “Ma”/But, “E”/And, 936
“Però”/However, “Più”/More, “Ed”/And, all belonging to 937
the same grammatical category and in two cases, also to the 938
same semantic type (“Ma”, “Però”). Considering the status of 939
the adjective “Buono”/Good which comes in first position 940
in the non-canonical structure and in second position in the 941
canonical one, one can clearly realize the importance of the 942
respective position and the context on the ability of BERT 943
to predict. In the first case, the word coming first position 944
has no left context and there is no similarity, not even at a 945
grammatical level: only conjunctions and verbs are predicted. 946
On the contrary, in the canonical form, “buono” appears as 947
predicate in a copulative structure and the predictions are very 948
close: diverso/different, risolto/resolved, compiuto/achieved, 949
secondario/secondary, positivo/positive. Frequency List: 950
736434-invece; 213244-resto; 138658-complesso; *5885- 951
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Buono952
953

Sentence 8.B - Una decisione importante Ghitti l’ha954
riservata a dopo le feste. 8.Bc Ghitti ha riservato una955
decisione importante a dopo le feste. Only one word is956
predicted in both versions but it is not the same word. The957
canonical version predicts "importante/important", (0,0605),958
the non-canonical version predicts "dopo/after", (0.0152).959
As can be noticed, the cosine values are very low and again960
the frequency of occurrence of the words contained in the961
sentence is fairly high - excluding the proper name “Ghitti”962
which does not exist in the overall frequency list. The963
unexpected fact is constituted by the inability to predict the964
auxiliary “ha”/has in the non-canonical structure – as opposed965
to what happens in the canonical one -, and the association966
in fourth slot of a non-word like “vamteen“, presumably967
a subword of some kind. The only explanation could be968
the presence of a past participle with feminine+singular969
ending which is only allowed by presence of the resumptive970
clitic “la” needed to construct the Clitic Left Dislocation971
of the object NP “Una decisione importante”. As said972
above, the canonical version predicts the presence of the973
auxiliary HAVE in the correct form and also in two additional974
morphologically possible forms: “aveva”/had+3rd+pers975
and “avrebbe”/would+have+3rd+pers; final word predicted976
in the other auxiliary legal form “è”/is. Frequency List:977
1232332-dopo; 391362-importante; 191762-decisione;978
40045-riservata; 30290-feste; Ghitti ***‹ukn›979

980
Sentence 9.B - L’importante ora è aprirlo di più. 9.Bc Ora981

è importante aprirlo di più. This sentence is perhaps too short982
and only function words are captured by BERT embeddings:983
ora/now (0.3825) più/more (0.0911). The ambiguous word984
"ora"/now is better predicted in the non-canonical structure985
- in first position - for the availability of right context - the986
canonical version predicts "Ora" in fourth position (0.0844).987
Again this is not relatable to a frequency problem but just988
structural problems, with the exception perhaps of the final989
word "aprirlo" which is only present in the very-low frequency990
list. In fact, in the canonical version, "aprirlo"/open+it is991
substituted by cliticized verbs - though semantically unrelated,992
however, showing that the morphology has been captured993
correctly. As to "importante"/important, it does not appear in994
the first five candidates, but it is predicted in sixth position995
(0.04902). Frequency List: 767444-ora; **1448-aprirlo996

997
Sentence 10.B - Le sue informazioni darebbero anche agli998

orientamenti di democrazia laica maggiori spinte. 10.Bc999
Le sue informazioni darebbero maggiori spinte anche agli1000
orientamenti di democrazia laica. This sentence has the1001
same predicted word "maggiori/major" in both structural1002
representations. As before, the words are all very frequent1003
with the exception of “darebbero/+would+give, which is1004
below the threshold and is only part of the “very+low”1005
List. Now consider the word spinte/boosts: predicted1006
masked words are as follows: certezze/certainties (0.0852),1007
garanzie/guarantees (0.0824), informazioni/information1008
(0.04183), taria/tary (0.04003), opportunità/opportunities1009
(0.0383). The fourth slot contains a subword, in fact1010
a non-word, which is assigned a score higher than the1011
one assigned to “opportunities”. The question is that the1012
masked word is not frequent enough to be able to collect the1013
co-occurrences required. As a result, even very low scored1014
embeddings are considered. The non-word gets a slightly1015
better score when the text is considered as a whole with1016
the last 7 sentences added, up to (0.06002), but remains1017
always in fourth position. Frequency List: 4855763-anche;1018
502931-informazioni; 509780-sue; 157682-maggiori;1019
130941-democrazia; 24988-orientamenti; 11657-laica;1020
*9396-spinte; *1385-darebbero1021

1022
Sentence 11.B - In questo libro Maria Teresa, spiegano alla 1023

Mondadori, darà esempi di carità concreti. 11.Bc In questo 1024
libro Maria Teresa darà esempi di carità concreti, spiegano 1025
alla Mondadori. In this sentence there is a striking difference 1026
in prediction between the two structures. The non-canonical 1027
version has only two words predicted, "libro/book" and 1028
"esempi/examples", libro (0.0242), esempi (0.653). On the 1029
contrary, in the canonical version BERT manages to predict 1030
four words, "questo/this", "Maria/Mary", "Teresa/Therese", 1031
"esempi/examples", questo (0.767), Maria (0.283), Teresa 1032
(0.141), esempi (0.734). Strangely enough, the word "libro" 1033
does not figure in the first five candidates. Useless to say, 1034
the remaining words are all very frequent. The third run 1035
with a longer text including the following 7 sentences gives 1036
interesting results: “Teresa” now becomes first candidate 1037
substituting the previously chosen first candidate “ci”/us. The 1038
word “esempi”/examples, predicted as first candidate, in the 1039
text is followed by “carità”/charity which is not predicted in 1040
both version: in its place, the first candidate is again “esempi”, 1041
thus certifying that predictions are made one word at a time 1042
disregarding the textual context. Now consider the adjective 1043
“concreti” which has been dislocated and is disjoined from its 1044
head, “esempi”. The list of five candidates for the canonical 1045
version is the following: “cristiana+fem+sing”/Christian 1046
(0.1919), ‘.’ (0.0909), ‘,’ (0.0387), “civile+sing”/civil 1047
(0.0383), “esemplare+sing”/exemplar (0.0222). None of 1048
the candidates is plural in number as it should be, if the 1049
morphology of Italian has to be respected. On the contrary, 1050
the first candidate agrees both in number and gender with the 1051
preceding word “carità+fem+sing”/charity, which is not to be 1052
considered the correct nominal head. The non-canonical ver- 1053
sion has one punctuation mark less and an additional adjective 1054
“pastorale+sing”/pastoral. Frequency List: 2980292-questo; 1055
293071-libro; 53531-esempi; 32773-carità; 28289-concreti; 1056
24999-darà; 15537-spiegano; 21854-Mondadori 1057

1058
Sentence 12.A - Disse che gli hanno il cor di mezzo 1059

il petto tolto. 12.Ac Disse che gli hanno tolto il cuore di 1060
mezzo il petto. This sentence from the poetry subset has 1061
only one word in common "cor/heart" and an additional 1062
word predicted in the canonical structure, "tolto/taken+off". 1063
The cosine values are all very low, cor-cuore (0.1019), for 1064
the non-canonical, and cor-cuore (0.0756), tolto (0.156) 1065
in the other structure. Interesting enough, when using the 1066
configuration with the whole text, also “mezzo/means” is 1067
predicted in second slot. Frequency List: 337473-mezzo; 1068
237398-cuore; 22078-petto; 18406-tolto; *6176-Disse 1069

1070
Sentence 13.A - I ritrosi pareri e le non pronte e in mezzo a 1071

l’eseguire opere impedite. 13.Ac I ritrosi pareri e le opere 1072
non pronte e impedite in mezzo a l’eseguire. No prediction 1073
found by BERT in the two structural representations - 1074
with the exception of "mezzo"/means which however is 1075
only appearing in 8th position and not considered in this 1076
evlauation. However it is important to note that the previous 1077
seven predicted words are in fact only subwords, mostly 1078
meaningless, and some having a corresponding identical 1079
wordform with a totally different meaning. Here they are: 1080
"dotti"/learned+mas+plur, "dotte"/learned+fem+plur, 1081
"tente"/meaningless, "sistenti"/meaningless, "sis- 1082
tenza"/meaningless,"difficoltà"/difficulty, "fami"/meaningless. 1083
As to their frequency, words are mostly frequent but 1084
there are two missing words in the overall frequency 1085
lists: "ritrosi/reluctant" and "impedite/hampered". These 1086
two words may have been supplemented as subwords 1087
but with no useful context for the current analysis. The 1088
five candidates appearing are as follows: for “ritrosi” we 1089
have - suoi/his+hers, non/not, buoni/good+masc+plur, 1090
mal/bad(truncated), loro/their+them+they; and for “im- 1091
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pedite” - ‘.’, buone/good+fem+plur, inutili/useless+plur,1092
nuove/new+fem+plur, pubbliche/public+fem+plur. In all of1093
these cases, even if the correct word has not been predicted,1094
the morphology has been matched correctly. Frequency1095
List: 337473-mezzo; 274709-opere; 43860-pareri;1096
43387-eseguire; 12619-pronte; ***ritrosi; ***impedite1097

1098
Sentence 14.A - Un’eco di mature angosce rinverdiva1099

a toccar segni alla carne oscuri di gioia. 14.Ac Un’eco di1100
mature angosce rinverdiva a toccar segni di gioia oscuri alla1101
carne. This is another sentence from poetry domain very1102
hard to tackle and to understand. Both the canonical and the1103
non-canonical analyses have just one word found, "eco/echo"1104
(0.0984). Of course the main verb "rinverdiva" is not amongst1105
the frequent words in the list: in fact, it is missing. The1106
remaining words are frequent but they are organized in a1107
peculiar structural configuration with the declared aim to1108
produce metaphors. No changes or improvements when the1109
sentence is analysed with the canonical version of the text. As1110
we did for example 11, we now consider the discontinuous1111
adjective “oscuri+masc+plur”/obscure and the morphology of1112
the five candidates predicted. In the non-canonical version we1113
have: “pieni+mas+plur”/full (0.5461), “piena+fem+sing”/full1114
(0.0486), “e”/and, ‘,’, “pieno+mas+sing”/full (0.0216). Now1115
the canonical version: “fino”/until (0.1139), “intorno”/around1116
(0.1139), “dentro”/inside (0.1001), “sino”/until (0.0476),1117
“vicino”/close (0.0437). As can be noticed, all of the predicted1118
words for the non-canonical structure are function words1119
and none – with the possible exclusion of the ambiguou1120
“vicino+mas+sing” - is an adjective. The reason for this1121
lack of grammatical match may be due to the presence of1122
the articulated preposition “alle”/to the+fem+plur in the1123
canonical version. In the non-canonical version the word1124
“oscuri” was followed by a preposition “di” which is the most1125
frequent wordform with 65 million occurrences. Frequency1126
List: 6161794-alla; 79244-carne; 64131-gioia; 53363-segni;1127
21367-toccare; 18431-eco; *7569-oscuri; *3490-mature;1128
*3561-angosce; ***rinverdiva1129

1130
Sentence 15.B - Il governo, quindi, pur rinunciando1131

alla maggioranza assoluta, ha voluto, come già nell’IMI,1132
puntare a una privatizzazione graduale. 15.Bc Quindi, il1133
governo ha voluto puntare a una privatizzazione graduale pur1134
rinunciando alla maggioranza assoluta come già nell’IMI.1135
This long sentence belongs to the domain of the news and1136
even in its non-canonical structure, it is more linear and thus1137
more predictable. There are seven words predicted (over ten1138
we masked) in the two versions: governo/government (0.304),1139
maggioranza/majority (0.0377), assoluta/absolute (0.349),1140
ha/has (0.977), voluto/wanted (0.491), puntare/aim (0.0385).1141
The proper name IMI is in the very low list. Strangely1142
enough the function word come/like (0.1925/0.9186) is1143
predicted as first candidate in its non-canonical position,1144
as second position ,but with a much lower cosine measure1145
in canonical position. Frequency List: 423495-governo;1146
224791-maggioranza; 126240-voluto; 78651-assoluta;1147
22290-puntare, 19594-privatizzazione; 18634-graduale;1148
*5417-rinunciando; **1611-IMI1149

1150
Sentence 16.B - In una conferenza al Viminale il ministro,1151

quando viene interrogato sul senatore a vita, sulle prime1152
non capisce il nome. 16.Bc In una conferenza al Viminale,1153
quando viene interrogato sul senatore a vita sulle prime il1154
ministro non capisce il nome. There are four words predicted1155
in this long sentence, again in the domain of the news, in1156
the canonical and the non-canonical structures. They are:1157
ministro/minister (0.497), viene (0.795), senatore/senator1158
(0.808), vita/life (0.996). Again, most words are very1159
frequent. An apparent difficulty is constituted by presence1160
of a multiword: "sulle prime/at first" which may be hard to1161

distinguish and differentiate on the basis of the context. In fact, 1162
in both structures, “prime” is substituted by riforme/reforms, 1163
banche/banks, dimissioni/resignation , pensioni/pensions, 1164
cose/things. Frequency List: 1099669-vita; 817242- 1165
viene: 417438-nome; 228050-ministro; 154970-prime; 1166
104588-senatore: 85517-conferenza; 40680-capisce; 1167
*5529-interrogato; *5348-Viminale 1168

1169
Sentence 17.B - Primo intervento da fare, ha detto in 1170

questi giorni, è di attuare la riforma. 17.Bc Primo intervento 1171
da fare è di attuare la riforma, ha detto in questi giorni. This 1172
is another fairly simple sentence which has the major number 1173
of predicted words in the whole set in relation to the total 1174
number in the sentence. There are six words predicted both 1175
in the canonical and the non-canonical version: "fare/do" 1176
(0.818), "ha/has" (0.283), questi/these (0.961), giorni/days 1177
(0.83), riforma/reform (0.194). The only difference being 1178
the slot assigned to riforma/reform, which has first slot in 1179
the canonical version and second slot in the non-canonical 1180
one, preceded by Costituzione/Constitution. Useless to 1181
say, the missing words are all very frequent. Frequency 1182
List: 1164126-fare; 782741-giorni; 544195-detto; 354085- 1183
intervento; 215894-riforma; 51840-Primo; 35715-attuare 1184

1185

Sentence 18.B - Io il privato lo concepisco come un metodo 1186

di lavoro, come contratti di lavoro, come modo di gestire in- 1187

somma. 18.Bc Io concepisco il privato come un metodo di 1188

lavoro, come contratti di lavoro, come modo di gestire in- 1189

somma. In this final sentence again belonging to the newswire 1190

domain, there are four words predicted: metodo/method 1191

(0.0618), lavoro/work (0.214), lavoro/work (0.214), modo/way 1192

(0.794). Again very frequent missing words, apart from 1193

"concepisco/surmise" which is the only word present in the 1194

Rare-Words list. When analyzed with the canonical ver- 1195

sion of the text, the word lavoro/work moves from third 1196

to first slot, with a slightly improved cosine score. Fre- 1197

quency List: 1582948-lavoro; 1111342-modo; 332176-Io; 1198

145442-contratti; 117536-privato; 117677-metodo; 84689- 1199

insomma; 70161-gestire; ***1-concepisco. 1200
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