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ABSTRACT

Imitation learning (IL) aims at producing agents that can imitate any behavior given a few expert demonstrations. Yet existing approaches require many demonstrations and/or running (online or offline) reinforcement learning (RL) algorithms for each new imitation task. Here we show that recent RL foundation models based on successor measures can imitate any expert behavior almost instantly with just a few demonstrations and no need for RL or fine-tuning, while accommodating several IL principles (behavioral cloning, feature matching, reward-based, and goal-based reductions). In our experiments, imitation via RL foundation models matches, and often surpasses, the performance of SOTA offline IL algorithms, and produces imitation policies from new demonstrations within seconds instead of hours.

1 INTRODUCTION

The objective of imitation learning (Schaal, 1996, IL) is to develop agents that can imitate any behavior from few demonstrations. For instance, a cooking robot may learn how to prepare a new recipe from a single demonstration provided by an expert chef. A virtual character may learn to play different sports in a virtual environment from just a few videos of athletes performing the real sports. Imitation learning algorithms achieved impressive results in challenging domains such as autonomous car driving (Bühler et al., 2020; Zhou et al., 2020; George et al., 2018), complex robotic tasks (Nair et al., 2017; Lioutikov et al., 2017; Zhang et al., 2018; Peng et al., 2020; Mandi et al., 2022; Pertsch et al., 2022; Haldar et al., 2023), navigation tasks (Hussein et al., 2018; Shou et al., 2020), cache management (Liu et al., 2020), and virtual character animation (Zhang et al., 2023; Peng et al., 2018; Wagener et al., 2023). Despite these achievements, existing approaches (see Sec. 2 for a detailed review) suffer from several limitations: for any new behavior to imitate, they often require several demonstrations, extensive interaction with the environment, running complex reinforcement learning routines, or knowing in advance the family of behaviors to be imitated.

In this paper, we tackle these limitations by leveraging behavior foundation models (BFMs) to accurately solve imitation learning tasks from few demonstrations. To achieve this objective, we want our BFM to have the following properties: 1) When pre-training the BFM, no prior knowledge or demonstrations of the behaviors to be imitated are available, and only a dataset of unsupervised transitions/trajectories is provided; 2) The BFM should accurately solve any imitation task without any additional samples on top of the demonstrations, and without solving any complex reinforcement learning (RL) problem. This means that the computation needed to return the imitation policy (i.e., the inference time) should be minimal; 3) Since many different ways to formalize the imitation learning problem have been proposed (e.g., behavior cloning, apprenticeship learning, waypoint imitation), we also want a BFM that is compatible with different imitation learning settings.

Our main contributions can be summarized as follows.

• We leverage recent advances in BFMs based on successor measures, notably the forward-backward (FB) framework (Touati et al., 2023; Touati & Ollivier, 2021), to build BFMs that can be used to solve any imitation task, and satisfy the three properties above. We focus on FB for its

*Joint first author, alphabetical order.
†Joint last author, alphabetical order.
1The term “Behavior” emphasizes that the model aims at controlling an agent in a dynamical environment. This avoids confusion with widely used foundation models for images, videos, motions, and language. See Yang et al. (2023) for an extensive review of the latter for decision making.
demonstrated performance at zero-shot reinforcement learning compared to other approaches (Touati et al., 2023). We refer to the set of resulting algorithms as FB-IL.

- We test FB-IL algorithms across environments from the DeepMind Control Suite (Tassa et al., 2018a) with multiple imitation tasks, using different IL principles and settings. We show that not only do FB-IL algorithms perform on-par or better than the corresponding state-of-the-art offline imitation learning baselines (Fig. 1), they also solve imitation tasks within a few seconds, which is three orders of magnitude faster than offline IL methods that need to run full RL routines to compute an imitation policy (Fig. 2). Furthermore, FB-IL methods perform better than other BFM methods, while being able to implement a much wider range of imitation principles.

2 RELATED WORK

While a thorough literature review and classification is out of the scope of this work, we recall some of the most popular formulations of IL, each of which will be implemented via BFMs in Sect. 4.

Behavioral Cloning (Pomerleau, 1988; Bain & Sammut, 1995, BC) aims at directly reproducing the expert policy by maximizing the likelihood of the expert actions under the trained imitation policy. While this is the simplest approach to IL, it needs access to expert actions, it may suffer from compounding errors caused by covariate shift (Ross et al., 2011), and it often requires many demonstrations to learn an accurate imitation policy. Variants of the formulation include regularized BC (e.g., Piot et al., 2014; Xu et al., 2022) and BC from observations only (e.g., Torabi et al., 2018).

Another, simple but effective, IL principle is to design (e.g., Ciosek, 2022; Reddy et al., 2020) or infer a reward (e.g., Zolna et al., 2020; Luo et al., 2023; Kostrikov et al., 2020) from the demonstrations, then use it to train an RL agent. For instance, SQIL (Reddy et al., 2020) assigns a reward of 1 to expert samples and 0 to non-expert samples obtained either from an offline dataset or online from the environment. Other methods (e.g., Ho & Ermon, 2016; Zolna et al., 2020; Kostrikov et al., 2020; Kim et al., 2022b,a; Ma et al., 2022) learn a discriminator to infer a reward separating expert from non-expert samples. OTR (Luo et al., 2023) uses optimal transport to compute a distance between expert and non-expert transitions that is used as a reward. Finally,
other approaches frame IL as a goal-conditioned task (e.g., Ding et al., 2019; Lee et al., 2021), and leverage advances in goal-oriented RL by using goals extracted from expert trajectories.

Many imitation learning algorithms can be formally derived through the lens of either Appren\textit{ticeship Learning} (AL) (e.g., Abbeel & Ng, 2004; Syed & Schapire, 2007; Ziebart et al., 2008; Syed et al., 2008; Ho et al., 2016; Ho & Ermon, 2016; Garg et al., 2021; Shani et al., 2022; Viano et al., 2022; Al-Hafez et al., 2023; Sikchi et al., 2023) or \textit{Distribution Matching} (DM) (e.g., Kostrikov et al., 2020; Kim et al., 2022a; Zhu et al., 2020; Kim et al., 2022b; Ma et al., 2022; Yu et al., 2023). AL looks for a policy that matches or outperforms the expert for any possible reward function in a known class. If the reward is linearly representable w.r.t. a set of features, a sufficient condition is to find a policy whose successor features match that of the expert. DM approaches directly aim to minimize some f-divergence between the stationary distribution of the learned policy and the one of expert.

The main limitation of these approaches is that they need to solve a new (online or offline) RL problem for each imitation task from scratch. This often makes their sample and computational complexity prohibitive. Brandfonbrener et al. (2023) pre-train inverse dynamics representations from multitask demonstrations, that can be efficiently fine-tuned with BC to solve some IL tasks with reduced sample complexity. Masked trajectory models (Carroll et al., 2022; Liu et al., 2022; Wu et al., 2023) pre-train transformer-based architectures using random masking of trajectories and can perform waypoint-conditioned imitation if provided with sufficiently curated expert datasets at pre-training. In a similar setting, Reuss et al. (2023) use pre-trained goal-conditioned policies based on diffusion models for waypoint-conditioned imitation. Wagener et al. (2023) pre-train autoregressive architectures with multiple experts, but focuses on trajectory completion rather than “full” imitation learning. One-shot IL (e.g., Duan et al., 2017; Finn et al., 2017; Yu et al., 2018; Zhao et al., 2022; Chang & Gupta, 2023) uses meta-learning to provide fast adaptation to a new demonstration at train time. This requires carefully curated datasets at train time with access to several expert demonstrations. Task-conditioned approaches (e.g., James et al., 2018; Kobayashi et al., 2019; Dasari & Gupta, 2020; Dance et al., 2021) can solve IL by (meta-)learning a model conditioned on reward, task or expert embeddings by accessing privileged information at train time.²

3 Preliminaries

Markov decision processes. Let $M = (S, A, P, \gamma)$ be a reward-free Markov decision process (MDP), where $S$ is the state space, $A$ is the state space. $P(ds'|s, a)$ is the probability measure on $s' \in S$ defining the stochastic transition to the next state obtained by taking action $a$ in state $s$, and $0 < \gamma < 1$ is a discount factor (Sutton & Barto, 2018). Given $(s_0, a_0) \in S \times A$ and a policy $\pi: S \to \text{Prob}(A)$, we denote $P_t(c|s_0, a_0, \pi)$ and $\mathbb{E}^t[c|s_0, a_0, \pi]$ the probabilities and expectations under state-action sequences $(s_t, a_t)_{t \geq 0}$ starting at $(s_0, a_0)$ and following policy $\pi$ in the environment, defined by sampling $s_t \sim P_t (s_t | s_{t-1}, a_{t-1})$ and $a_t \sim \pi (a_t | s_t)$. We define $P^\pi(ds'| s, a) := \int P(ds'| s, a, \pi) (da|s)$, the state transition probabilities induced by $\pi$. Given a reward function $r: S \to \mathbb{R}$, the Q-function of $\pi$ for $r$ is $Q^\pi_r(s_0, a_0) := \sum_{t \geq 0} \gamma^t \mathbb{E}[r(s_t)|s_0, a_0, \pi]$. The optimal Q-function is $Q^*_r(s, a) := \sup_\pi Q^\pi_r(s, a)$. (For simplicity, we assume the reward only depends on $s_{t+1}$ instead on the full triplet $(s_t, a_t, s_{t+1})$, but this is not essential.)

For each policy $\pi$ and each $s_0 \in S, a_0 \in A$, the successor measure $M^\pi(s_0, a_0, \cdot)$ over $S$ describes the cumulated discounted time spent at each state $s_{t+1}$ if starting at $(s_0, a_0)$ and following $\pi$, namely,

$$M^\pi(s_0, a_0, X) := \sum_{t \geq 0} \gamma^t \Pr(s_{t+1} \in X| s_0, a_0, \pi) \quad \forall X \subseteq S. \tag{1}$$

The forward-backward (FB) framework. The FB framework (Touati & Ollivier, 2021) learns a tractable representation of successor measures that provides approximate optimal policies for any reward. Let $\mathbb{R}^d$ be a representation space, and let $\rho$ be an arbitrary distribution over states, typically the distribution of states in the training set. FB learns two maps $F: S \times A \times \mathbb{R}^d \to \mathbb{R}^d$ and $B: S \to \mathbb{R}^d$, and a set of parametrized policies $(\pi_z)_{z \in \mathbb{R}^d}$, such that

$$\begin{aligned}
M^\pi_{s_0, a_0}(X) &\approx \int_X F(s_0, a_0, z) \top B(s) \rho(ds), \quad \forall s_0 \in S, a_0 \in A, X \subseteq S, z \in \mathbb{R}^d, \\
\pi_z(s) &\approx \arg \max_\pi F(s, a, z) \top z, \quad \forall (s, a) \in S \times A, z \in \mathbb{R}^d.
\end{aligned} \tag{2}$$

²A few papers (e.g., Peng et al., 2022; Juravsky et al., 2023) have used expert trajectories to speed up the learning of task-conditioned policies. Their objective is not IL but task generalization and/or compositionality.
We recall some properties of FB that will be leveraged to derive FB-based imitation methods. In the following, we use the short forms $\text{Cov} B := \mathbb{E}_{s \sim \rho}[B(s)B(s)^\top]$ and
\begin{equation}
M^\pi(s) := \mathbb{E}_{a \sim \pi(s)} M^\pi(s, a), \quad F(s, z) := \mathbb{E}_{a \sim \pi_z(s)} F(s, a, z).
\end{equation}

**Proposition 1** (Touati & Ollivier (2021)). Assume (2) holds exactly. Then the following holds.

First, for any reward function $r : S \rightarrow \mathbb{R}$, let
\begin{equation}
z_r = \mathbb{E}_{s \sim \rho}[r(s)B(s)].
\end{equation}

Then $\pi_{z_r}$ is optimal for $r$, i.e., $\pi_{z_r} \in \text{arg max}_\pi Q^r(s, a)$. Moreover, $Q^r(s, a) = F(s, a, z_r)\top z_r$.

Finally, for each policy $\pi_z$ and each $(s_0, a_0) \in S \times A$, $F(s_0, a_0, z) \in \mathbb{R}^d$ are the successor features associated to the state embedding $\varphi(s) = (\text{Cov} B)^{-1}B(s)$, i.e.,
\begin{equation}
F(s_0, a_0, z) = \mathbb{E} \left[ \sum_{t \geq 0} \gamma^t \varphi(s_{t+1})|s_0, a_0, \pi_z \right].
\end{equation}

In practice, the properties in Prop. 1 only hold approximately, as $F\top B$ is a rank-$d$ model of the successor measures, $\pi_z$ may not be the exact greedy policy, and all of them are learned from samples. Moreover, (4) expresses $z_r$ as an expectation over states from the training distribution $\rho$. If sampling from a different distribution $\rho'$ at test time, an approximate formula is (Touati & Ollivier, 2021, §B.5):
\begin{equation}
z_r = (\mathbb{E}_{s \sim \rho} B(s)B(s)^\top)(\mathbb{E}_{s \sim \rho'} B(s)B(s)^\top)^{-1}\mathbb{E}_{s \sim \rho'}[r(s)B(s)].
\end{equation}

Pre-training an FB model can be done from a non-curated, offline dataset of trajectories or transitions, thus fulfilling property 1 above. Training is done via the measure-valued Bellman equation satisfied by successor measures. We refer to (Touati et al., 2023) for a full description of FB training.

FB belongs to a wider class of methods based on successor features (e.g., Borsa et al. (2018)). Many of our imitation algorithms still make sense with other methods in this class, see App. A.6. We focus on FB as it has demonstrated better performance for zero-shot reinforcement learning within this family (Touati et al., 2023).

## 4 Forward-Backward Methods for Imitation Learning

We consider the standard imitation learning problem, where we have access to a few expert trajectories $\tau = (s_0, s_1, \ldots, s_\ell(\tau))$, each of length $\ell(\tau)$, generated by some unknown expert policy $\pi_e$, and no reward function is available. In general, we do not need access to the expert actions, except for behavioral cloning. We denote by $\mathbb{E}_\tau$ the empirical average over the expert trajectories $\tau$ and by $\rho_e$ the empirical distribution of states visited by the expert trajectories.\footnote{We give each expert trajectory the same weight in $\rho_e$ independently of its length, so $\rho_e$ corresponds to first sampling a trajectory, then sampling a state in that trajectory.}

We now describe several IL methods based on a pre-trained FB model. These run only from demonstration data, without solving any complex RL problem at test time (property 2). Some methods just require a near-instantaneous forward pass through $B$ at test time, while others require a gradient descent over the small-dimensional parameter $z$. The latter is still much faster than solving a full RL problem, as shown in Fig. 2. At imitation time, we assume access to the functions $F, B$, the matrix $\text{Cov} B$, and the policies $\pi_z$, but we do not reuse the unsupervised dataset used for FB training. To illustrate how FB can accommodate different IL principles, we present the methods in loose groups by the underlying IL principle.

### 4.1 Behavioral Cloning

In case actions are available in the expert trajectories, we can directly implement the behavioral cloning principle using the policies $(\pi_z)_z$ returned by the FB model. Each policy $\pi_z$ defines a probability distribution on state-action sequences given the initial state $s_0$, namely
\begin{equation}
\text{Pr}(a_0, s_1, a_1, \ldots | s_0, \pi_z) = \prod_{t \geq 0} \pi_z(a_t|s_t)P(s_{t+1}|s_t, a_t).
\end{equation}
We look for the $\pi_z$ for which the expert trajectories are most likely, by minimizing the loss
\begin{equation}
\mathcal{L}_{BC}(z) := -\mathbb{E}_\tau \ln \text{Pr}(a_0, s_1, a_1, \ldots | s_0, \pi_z) = -\mathbb{E}_\tau \sum_t \ln \pi_z(a_t|s_t) + \text{cst},
\end{equation}
where the constant absorbs the environment transition probabilities \( P(d_{t+1}|s_t, a_t) \), which do not depend on \( z \). Since we have access to \( \pi_z(a|s) \), this can be optimized over \( z \) given the expert trajectories, leading to the behavior cloning-FB (BC\(_{FB}\)) approach.

Since the FB policies \( (\pi_z)_z \) are trained to be approximately optimal for some reward, we expect FB (and BFMs in general) to provide a convenient “bias” to identify policies, instead of performing BC among the set of all (optimal or not) policies.

### 4.2 Reward-Based Imitation Learning

Existing reward-based IL methods require running RL algorithms to optimize an imitation policy based on a reward function specifically built to mimic the expert’s behavior. Leveraging FB models, we can avoid solving an RL problem at test time, and directly obtain the imitation policy via a simple regularized empirical reward via FB (ER\(_{FB}\)), derived from (6) in App. A.1:

\[
\mathbb{E}_\pi \left( \sum_{t \geq 0} B(s_{t+1}) \right)^{-1} \mathbb{E}_{\rho_e} [B].
\]

Even though these reward functions are defined via the distribution \( \rho \) of the unsupervised dataset, this can be instantiated using only the pre-trained FB model, with no access to the unsupervised dataset, and no need to train a discriminator.

Note that (8) and (9) are independent of the order of states in the expert trajectory. This was not a problem in our setup, because the states themselves carry dynamical information (speed variables). If this proves limiting in some environment, this can easily be circumvented by training successor measures over visited transitions \((s_t, s_{t+1})\) rather than just states \(s_{t+1}\), namely, training the FB model with \(B(s_t, s_{t+1})\). A similar trick is applied, e.g., in (Zhu et al., 2020; Kim et al., 2022a).

### 4.3 Distribution Matching and Feature Matching

Apprenticeship learning and distribution matching are popular ways to provide a formal definition of IL as the problem of imitating the expert’s visited states. We take a unified perspective on these two categories and derive several FB-IL methods starting from the saddle-point formulation of IL common to many AL and DM methods. Let \( \rho_0 \) be an arbitrary initial distribution over \( S \). For any reward \( r \) and policy \( \pi \), the expected discounted cumulated return of \( \pi \) is equal to \( \mathbb{E}_{s_0 \sim \rho_0} \langle M^\pi(s_0), r \rangle \) by definition of \( M^\pi \). Consequently, the AL criterion of minimizing the worst-case performance gap between \( \pi \) and the expert can be seen as a measure of divergence between successor measures:

\[
\inf_{\pi} \sup_{r \in \mathcal{R}} \mathbb{E}_{s_0 \sim \rho_0} \langle M^\pi(s_0), r \rangle - \langle M^\pi(s_0), r \rangle = \inf_{\pi} \| \mathbb{E}_{s_0 \sim \rho_0} M^\pi(s_0) - \mathbb{E}_{s_0 \sim \rho_0} M^\pi(s_0) \|_{\mathcal{R}}.
\]

where \( \mathcal{R} \) is any class of reward functions, and \( \| \cdot \|_{\mathcal{R}} \), the resulting dual seminorm. Since FB directly models \( M^\pi \), it can directly tackle (10) as finding the policy \( \pi_z \) that minimizes the loss

\[
\mathcal{L}_{\mathcal{R}}(z) := \| \mathbb{E}_{s_0 \sim \rho_0} M^\pi(s_0) - \mathbb{E}_{s_0 \sim \rho_0} M^\pi(s_0) \|_{\mathcal{R}}^2.
\]

In practice, instead of (11), we consider the loss

\[
\mathcal{L}_{\mathcal{R}}(z) := \mathbb{E}_{s_0 \sim \rho_e} \| M^\pi(s_0) - M^\pi(s_0) \|_{\mathcal{R}}^2.
\]

This is a stricter criterion than (11) as it requires the successor measure of the imitation policy and the expert policy to be similar for any \( s \) observed along expert trajectories. This avoids undesirable
We can derive a wide range of algorithms depending on the choice of $\mathcal{R}$, how we estimate $M^{\pi_e}$ from expert demonstrations, and how we leverage FB models to estimate $M^{\pi_e}$. For instance, our algorithms can be extended to the KL divergence between the distributions (App. A.5).

Successor feature matching. A popular choice for $\mathcal{R}$ is to consider rewards linear in a given feature basis (Abbeel & Ng, 2004). Here we can leverage the FB property of estimating optimal policies for rewards in the linear span of $B$ (Touati et al., 2023). Taking $\mathcal{R}_B := \{r = w^T B, w \in \mathbb{R}^d, \|w\|_2 \leq 1\}$ in (10) yields the seminorm $\|M\|_{B^*} := \sup_{r \in \mathcal{R}_B} \int r(s) M(ds) = \|\int B(s) M(ds)\|_2$ and the loss

$$L_{B^*}(z) := \mathbb{E}_{s_0 \sim \rho_e} \left[ \| (\text{Cov } B) F(s_t, z) - \sum_{k \geq 0} \gamma^k B(s_{t+k+1}) \|_2 \right. + \text{cst.} \tag{13}$$

This can be estimated by sampling a segment $(s_t, s_{t+1}, \ldots)$ starting at a random time $t$ on an expert trajectory. Then we can perform gradient descent over $z$. We refer to this method as FM$_{FB}$.

Distribution matching. If $\mathcal{R}$ is restricted to the span of some features, we only get a seminorm on successor measures (any information not in the features is lost). Instead, one can take $\mathcal{R} = L^2(\rho)$, which provides a full norm $\|M^{\pi_e} - M^\pi\|_{L^2(\rho)}$, on visited state distributions: this matches state distributions instead of features. This can be instantiated with FB (App. A.3), but the final loss is very similar to (67), as FB neglects features outside of $B$. Anyway, we refer to this method as DM$_{FB}$.

Bellman residual minimization for distribution matching. An alternative approach is to identify the best imitation policy or its stationary distribution via the Bellman equations they satisfy. This is to distribution matching what TD is to Monte Carlo estimation of $Q$-functions.

The successor measure of a policy $\pi$ satisfies the measure-valued Bellman equation $M^\pi(s_t, ds') = P^\pi(s_t, ds') + \gamma \int_{s_{t+1}} P^\pi(s_{t+1}, ds') M^\pi(s_{t+1}, ds')$, or more compactly $M^\pi = P^\pi + \gamma P^\pi M^\pi$ (Blier et al., 2021). So the successor measure of the expert policy satisfies $M^{\pi_e} = P^{\pi_e} + \gamma P^{\pi_e} M^{\pi_e}$. Therefore, if we want to find a policy $\pi_e$ that behaves like $\pi_e$, $M^{\pi_e}$ should approximately satisfy the Bellman equation for $P^{\pi_e}$, namely, $M^{\pi_e} \approx P^{\pi_e} + \gamma P^{\pi_e} M^{\pi_e}$. Thus, we can look for a policy $\pi_e$ whose Bellman gap for $\pi_e$ are small. This leads to the loss

$$L_{R \cdot \text{Bell}}(z) := \| M^{\pi_e} - P^{\pi_e} - \gamma P^{\pi_e} M^{\pi_e} \|_2^2, \tag{15}$$

where the bar above $M$ on the right denotes a stop-grad operator, as usual for deep $Q$-learning.

The method we call BBELL$_{FB}$ uses the seminorm $\| \cdot \|_{B^*}$ in (15). This amounts to minimizing Bellman gaps of $Q$-functions for all rewards linearly spanned by $B$. With the FB model, the loss (15) with this norm takes a tractable form allowing for gradient descent over $z$ (App., Thm. 4): 

$$L_{B^* \cdot \text{Bell}}(z) = \mathbb{E}_{s_t \sim \rho_e, s_{t+1} \sim P^{\pi_e}(s_t)} \left[ -2 F(s_t, z)^T (\text{Cov } B) B(s_{t+1}) + (F(s_t, z) - \gamma F(s_{t+1}, z))^T (\text{Cov } B) F(s_t, z) - \gamma F(s_{t+1}, z) \right] + \text{cst.} \tag{16}$$

The norm from $\mathcal{R} = L^2(\rho)$ in (15) yields a loss similar to the one used during FB training (indeed, FB is trained via a similar Bellman equation with $\pi_e$ instead of $\pi_e$). The final loss only differs from (16) by Cov $B$ factors, so we report it in App. A.4 (Thm. 5). We call this method FBLOSS$_{FB}$. 

Relationship between II principles: loss bounds. Any policy that provides a policy close to $\pi_e$ will provide state distributions close to that of $\pi_e$, as a result, we expect a relationship between the losses from different approaches. Indeed, the Bellman gap loss bounds the distribution matching loss (12), and the BC loss bounds the KL version of (12). This is formalized in Thms. 7 and 8 (App. A.7).
While most IL methods are designed to imitate stationary behaviors, we can leverage FB models to imitate non-stationary behaviors. Consider the case where only a single expert demonstration \( \tau \) is available. At each time step \( t \), we can use the FB method to reach a state \( s_{t+k} \) slightly ahead of \( s_t \) in the expert trajectory, where \( k \geq 0 \) is a small, fixed integer. Namely, we place a single reward at \( s_{t+k} \), use the FB formula (4) to obtain the \( z_t \) corresponding to this reward, \( z_t := B(s_{t+k}) \), and use the policy \( \pi_{z_t} \). We call this method GOAL\(_{FB} \). This is related to settings such as tracking (e.g., Wagener et al., 2023; Winkler et al., 2022), waypoint imitation (e.g., Carroll et al., 2022; Chang & Gupta, 2023; Shi et al., 2023), or goal-based IL (e.g., Liu et al., 2022; Reuss et al., 2023).

GOAL\(_{FB} \) leverages the possibility to change the reward in real time with FB. A clear advantage is its ability to reproduce behaviors that do not correspond to optimizing a (Markovian) reward function, such as cycling over some states, or non-stationary behaviors. GOAL\(_{FB} \) may have advantages even in the stationary case, as it may mitigate approximation errors from the policies or the representation of \( M^\pi \): by selecting a time-varying \( z \), the policy can adapt over time and avoid deviation from the execution of long behaviors through a stationary policy. However, goal-based IL is limited to copying one single expert trajectory, by reproducing the same state sequence. The behavior cannot necessarily be extended past the end of the expert trajectory, and no reusable policy is extracted.

5 Experiments

In this section, we evaluate FB-IL against the objectives stated in the introduction: Property 2. We verify if an FB model pre-trained on one specific environment is able to imitate a wide range of tasks with only access to few demonstrations and without solving any RL problem. Property 3. We assess the generality of FB-IL by considering a variety of imitation learning principles and settings.

Protocol and baselines. We evaluate IL methods on 21 tasks in 4 domains (Maze, Walker, Cheetah, Quadruped) from (Touati et al., 2023). We use the standard reward-based evaluation protocol for IL. For each task, we train expert policies using TD3 (Fujimoto et al., 2018) on a task-specific reward function (Tassa et al., 2018). We use the expert policies to generate 200 trajectories for each task to be used for IL. In our first series of experiments, the IL algorithms are provided with a single expert demonstration (see App. E.4 for the effect of additional demonstrations). Each experiment (i.e., pair algorithm and task) was repeated with 20 random seeds. We report the cumulated reward achieved by the IL policy, computed using the ground-truth task-specific reward and averaged over 1000 episodes starting from the same initial distribution used to collect the expert demonstrations.

For each environment, we train an FB model using only unsupervised samples generated using RND (Burda et al., 2019). We repeat the FB pre-training 10 times, and report performance averaged over the resulting models (variance is reported in App. E.3). For FB-IL methods that require a gradient descent over \( z \) (BC\(_{FB} \), BBELL\(_{FB} \), and FM\(_{FB} \)), we use warm-start with \( z_0 = ER_{FB}(\{\tau_e\}) \) (8), which can be computed with forward passes on \( B \) only. GOAL\(_{FB} \) is run with a lookahead window \( k = 10 \).

First (Section 5.1), we compare FB-IL to standard offline IL algorithms trained on each specific imitation task, using the same unsupervised and expert samples as FB-IL. For behavioral cloning approaches, we use vanilla BC. For reward-based IL, we include SQIL (Reddy et al., 2020) (which is originally online but can easily be adapted offline; SQIL balances sampling in the update step and runs SAC); TD3-IL (where we merge all samples in the replay buffer and use TD3 instead of SAC); ORIL (Zolna et al., 2020) from state-action demonstrations and only state; and OTR (Luo et al., 2023) using TD3 as the offline RL subroutine. For AL and DM IL, we use DemoDICE (Kim et al., 2021), and IQLEARN (Garg et al., 2021). See App. B for details.

Next (Section 5.2), we also include alternative behavior foundation models beyond FB, pre-trained for each environment on the same unsupervised samples as FB. GOAL-TD3 pre-trains goal-conditioned policies \( \pi(a|s, g) \) on the unsupervised dataset using TD3 with Hindsight Experience Replay (Andrychowicz et al., 2017). At test time, it can implement goal-based IL, i.e., at each time step \( t \) it selects the policy \( \pi(a_t|s_t, s_{t+k}) \) where the goal \( s_{t+k} \) corresponds to a state \( k \) steps ahead in the expert trajectory. (Despite the simplicity, we did not find this algorithm proposed in the literature.) Next, GOAL-GPT (Liu et al., 2022) pre-trains a goal-conditioned, transformer-based auto-regressive policy \( \pi(a_t|(s_t, g), (s_{t-1}, g), \ldots (s_{t-h+1}, g); g = s_{t+k}) \) to predict the next action based on last \( h \)
Figure 3: Imitation score (i.e., ratio between the cumulative return of the algorithm and the one of the expert) for each domain averaged over tasks and repetitions for a single expert demonstration.

states and the state $k$ steps in the future as the goal of the policy. MaskDP (Liu et al., 2022) uses a bidirectional transformer to reconstruct trajectories with randomly masked states and actions. Both models can be used to perform goal-based IL. We adopt DIAYN (Eysenbach et al., 2018) to pre-train a set of policies ($\pi_z$) with $z \in \mathbb{R}^d$ and a skill decoder $\phi: S \rightarrow \mathbb{R}^d$ predicting which policy is more likely to reach a specific state. (This requires online interaction during pre-training.) It can be used to implement behavioral cloning as in (7), a method similar to ER$_{FB}$, and goal-based IL by selecting $z_t = \phi(s_{t+k})$. See App. C for extra details.

**Additional results.** App. E.1 contains detailed results with additional baselines and FB-IL variants. App. E.2 ablates over our warm-start strategy for optimization-based FB-IL methods. App. E.4 studies the influence of the number of expert trajectories, with FB methods being the least sensitive, and BC methods the most. App E.5 tests the methods under a shift between the distribution of the initial states for imitation at test time and the one of expert trajectories: the overall picture is largely unchanged from Fig. 1, although the slight lead of goal-based methods disappears. App. E.3 shows that performance is not very sensitive to variations of the pretrained FB foundation model (estimated across 10 random seeds for FB training), thus confirming robustness of the overall approach.

5.1 **Comparison to Offline IL Baselines**

Fig. 3 compares the performance of FB-IL methods and offline baselines grouped by IL principle. For ease of presentation, we report the performance averaged over tasks of each environment. Overall, FB-IL methods perform on-par or better than each of the baselines implementing the same IL principle, consistently across domains and IL principle. In addition, FB-IL is able to recover the imitation policy in few seconds, almost three orders of magnitude faster than the baselines, that need to be re-trained for each expert demonstration (Tab. 2). This confirms that FB models are effective BFMs for solving a wide range of imitation learning tasks with few demonstrations and minimal compute.

As expected, BC baselines perform poorly with only one expert trajectory. BC$_{FB}$ has a much stronger performance, confirming that the set ($\pi_z$) contains good imitation policies for a large majority of tasks and that they can be recovered by behavioral cloning from even a single demonstration.

Reward-based FB-IL methods –ER$_{FB}$ (8), RER$_{FB}$ (9)– achieve consistent performance across all environments and perform on par or even better than the baselines sharing the same implicit reward function. This shows that FB models are effective at recovering near-optimal policies from rewards. On the other hand, reward-based IL offline baselines display a significant variance in their performance across environment (e.g., ORIL for state-action completely fails in maze tasks). The
<table>
<thead>
<tr>
<th>Method</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOAL-FB</td>
<td>49.53 ± 4.06</td>
</tr>
<tr>
<td>GOAL-TD3</td>
<td>50.76 ± 6.52</td>
</tr>
<tr>
<td>GOAL-GPT</td>
<td>17.58 ± 0.82</td>
</tr>
</tbody>
</table>

baselines derived from distribution matching and apprenticeship learning perform poorly in almost all the domains and tasks. This may be because they implement conservative offline RL algorithms that are strongly biased towards the unsupervised data and fail at imitating the expert demonstrations. On the other hand, FB-IL variants achieve good results (about 4 times the performance of DICE) in all domains except maze where they lag behind other FB-IL methods. In general, this shows that FB models are effective in implementing different IL principles even when offline baselines struggle.

5.2 Comparison to Other BFM Methods

The BFM methods reported in Fig. 3 display a trade-off between generality and performance. DIAYN pre-trained policies and discriminator can be used to implement a wide range of imitation learning principles (except for distribution matching), but its performance does not match the corresponding top offline baselines and it is worse than FB-IL across all domains. Methods based on masked-trajectory models can implement a goal-based reduction of IL and work better than DIAYN. Finally, GOAL-TD3 is performing best among the other BFM methods and it is close second w.r.t. GOAL-FB. Nonetheless, as discussed in Sect. 4.4, all goal-based reduction methods are more limited in their applicability, since they can only use a single expert demonstration, cannot generalize beyond the expert trajectory, and do not produce a policy reusable over the whole space.

5.3 Waypoint Imitation Learning

We consider non-realizable and non-stationary experts by generating demonstrations as the concatenation of “yoga poses” from (Mendonca et al., 2021), implicitly assuming that the expert policy can instantaneously switch between any two poses. We keep each pose fixed for 100 steps and generate trajectories of 1000 steps. In this case, no imitation policy can perfectly reproduce the sequence of poses and only goal-based IL algorithms can be applied, since all other IL methods assume stationary expert policies. We evaluate the same pre-trained models used in the previous section.

Fig. 4 shows that GOAL-FB matches the performance of GOAL-TD3 and outperforms GOAL-GPT. This confirms that even in this specific case, FB-IL is competitive with other BFM models that are specialized (and limited) to goal-reaching tasks, whereas the same pre-trained FB model can be used to implement a wide range of imitation learning principles. GOAL-GPT’s poor performance may be because the algorithm tries to reproduce trajectories in the training dataset rather than learning the optimal way to reach goals. We refer to App. F for a qualitative evaluation of the imitating behaviors.

6 Conclusion

Behavior foundation models offer a new alternative for imitation learning, reducing by orders of magnitude the time needed to produce an imitation policy from new task demonstrations. This comes at the cost of pretraining an environment-specific (but task-agnostic) foundation model. BFM can be used concurrently with a number of imitation learning design principles, and reach state-of-the-art performance when evaluated for the ground-truth task reward. One theoretical limitation is that, due

---

In App. G we confirm this intuition by showing that the baselines in this category achieve much better performance when the unsupervised dataset contains expert samples (e.g., D4RL data). Unfortunately, this requires curating the dataset for each expert and it would not allow solving multiple tasks in the same environment.
to imperfections in the underlying BFM, one may not recover optimal performance even with infinite expert demonstrations. This can be mitigated by increasing the BFM capacity, by improving the training data, or by fine-tuning the BFM at test-time, which we leave to future work.
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A ADDITIONAL RESULTS AND PROOFS

A.1 DERIVATION OF THE EXPRESSION FOR FB WITH REWARD $\rho_c/(\rho + \rho_c)$

In FB theory, the expression $z = \mathbb{E}_{s \sim \rho}[r(s)B(s)]$ assumes that we sample rewards $r(s)$ for states $s$ following the original training distribution $\rho$. This is not always possible or desirable. In general, if we have access to rewards $r(s)$ for states $s$ sampled from some distribution $\rho'$, then the expression for $z$ becomes (Touati & Ollivier, 2021, §B.5)

$$z = (\text{Cov } B)(\mathbb{E}_{s \sim \rho'} B(s)B(s)^\top)^{-1}\mathbb{E}_{s \sim \rho'}[r(s)B(s)]$$

which reduces to $z = \mathbb{E}_{s \sim \rho}[r(s)B(s)]$ when $\rho = \rho'$.

Taking $r(s) := \frac{\rho_c(ds)}{\rho(ds) + \rho_c(ds)}$ and setting $\rho' := \frac{1}{2}(\rho + \rho_c)$ yields

$$z = (\text{Cov } B)\left(\frac{1}{2} \text{Cov } B + \frac{1}{2} \mathbb{E}_{s \sim \rho_c} B(s)B(s)^\top\right)^{-1}\mathbb{E}_{s \sim \frac{1}{2}(\rho+\rho_c)}\left[\frac{\rho_c(ds)}{\rho(ds) + \rho_c(ds)} B(s)\right]$$

$$= (\text{Cov } B)\left(\frac{1}{2} \text{Cov } B + \frac{1}{2} \mathbb{E}_{s \sim \rho_c} B(s)B(s)^\top\right)^{-1}\int \frac{1}{2}\rho(ds) + \frac{1}{2}\rho_c(ds)\left[\frac{\rho_c(ds)}{\rho(ds) + \rho_c(ds)} B(s)\right]$$

$$= (\text{Cov } B)\left(\text{Cov } B + \mathbb{E}_{s \sim \rho_c} B(s)B(s)^\top\right)^{-1}\mathbb{E}_{s \sim \rho_c}[B(s)]$$

as needed.

The choice $\rho' = \frac{1}{2}(\rho + \rho_c)$ is equivalent to computing $z$ from a theoretical dataset that would mix the unsupervised and expert datasets. Note, though, that the final expression does not explicitly involve the unsupervised dataset, beyond the covariance matrix $\text{Cov } B$.

A.2 PROOF OF THEOREM 2

The loss is

$$\mathcal{L}_{\mathcal{BB}^*}(z) = \mathbb{E}_{s_t \sim \rho_c} \left\| \int B(s)M^{\pi_s}(s_t, ds) - \int B(s)M^{\pi_s}(s_t, ds) \right\|^2_2$$

$$= \mathbb{E}_{s_t \sim \rho_c} \left\| \int B(s)M^{\pi_s}(s_t, ds) \right\|^2_2 - 2 \mathbb{E}_{s_t \sim \rho_c} \left(\int B(s)M^{\pi_s}(s_t, ds)\right)^\top \left(\int B(s)M^{\pi_s}(s_t, ds)\right) + \text{cst.}$$

where the constant does not depend on $z$.

Under the successor feature property (5) of FB, we have, for all $s \in S$,

$$\int B(s')M^{\pi_s}(s, ds') = \mathbb{E} \left\{ \sum_{t \geq 0} \gamma^t B(s_{t+1}) \mid s_0 = s, \pi_z \right\}$$

$$= (\text{Cov } B)F(s, z),$$

where the first equality follows from the definition of the successor measure $M^{\pi_s}(s, ds')$, and the second one from (5).

Therefore, the loss $\mathcal{L}_{\mathcal{BB}^*}$ rewrites as

$$\mathcal{L}_{\mathcal{BB}^*}(z) = \mathbb{E}_{s_t \sim \rho_c} \left\| (\text{Cov } B)F(s_t, z) \right\|^2_2 - 2 \mathbb{E}_{s_t \sim \rho_c} \left( (\text{Cov } B)F(s_t, z) \right)^\top \left(\int B(s)M^{\pi_s}(s_t, ds)\right) + \text{cst.}$$

Note that, for the derivation above, we do not use the full $M^{\pi_s} = F^\top B\rho$ property (Equation 2). We only use that this property holds when integrated against $B$. For this, it is enough that $(\text{Cov } B)F$ be the successor features of $B$, which holds by Proposition 1. This is a weaker requirement than the full successor measure equality $M^{\pi_s} = F^\top B\rho$.

Now, in expectation over the expert trajectories $(s_0, s_1, \ldots, s_t, \ldots)$, we have

$$\int B(s')M^{\pi_s}(s_t, ds') = \mathbb{E} \left\{ \sum_{k \geq 0} \gamma^kB(s_{t+k+1}) \mid s_t, \pi_e \right\}$$

(26)
by definition of the successor measure $M^\pi$. So

$$\mathbb{E}_{s_t \sim \rho_e} ((\text{Cov} B)F(s_t, z))^\top \left( \int B(s)M^\pi_e(s_t, ds) \right)$$

$$= \mathbb{E}_{s_t \sim \rho_e} \left[ ((\text{Cov} B)F(s_t, z))^\top \mathbb{E} \left[ \sum_{k \geq 0} \gamma^k B(s_{t+k+1}) \mid s_t, \pi_e \right] \right]$$

$$= \mathbb{E}_{s_t \sim \rho_e} \left[ ((\text{Cov} B)F(s_t, z))^\top \sum_{k \geq 0} \gamma^k B(s_{t+k+1}) \mid s_t, \pi_e \right]$$

(27)

by properties of conditional expectations.

So the loss can be rewritten as

$$\mathcal{L}_{B^\star}(z) = \mathbb{E}_{s_t \sim \rho_e} \left[ \left\| (\text{Cov} B)F(s_t, z) \right\|^2 - 2((\text{Cov} B)F(s_t, z))^\top \sum_{k \geq 0} \gamma^k B(s_{t+k+1}) + \text{cst} \mid s_t, \pi_e \right]$$

(28)

$$= \mathbb{E}_{s_t \sim \rho_e} \left[ \left\| (\text{Cov} B)F(s_t, z) - \sum_{k \geq 0} \gamma^k B(s_{t+k+1}) \right\|^2 + \text{cst} \mid s_t, \pi_e \right]$$

(29)

for a new constant that does not depend on $z$. This ends the proof.

### A.3 Distribution Matching with FB: The Feature Matching Loss with $\mathcal{R} = L^2(\rho)$

A general norm on measures is the dual $L^2$-norm, which corresponds to taking $\mathcal{R} = L^2(\rho)$ in the distribution matching criterion (10). Explicitly,

$$\left\| M \right\|_{L^2(\rho)^*} \vcentcolon= \sup_{r, \left\| r \right\|_{L^2(\rho)} \leq 1} \int r(s)M(ds) = \left\| M\rho \right\|_{L^2(\rho)}.$$  (30)

Since $\int r(s)M^\pi(s_0, ds)$ is the expected total return of policy $\pi$ starting at $s_0$ for reward $r$, this norm is the worst-case optimality gap on unit-norm rewards. Namely, we compare the worst-case difference of two measures on all unit-norm reward functions.

The resulting loss in (12) is

$$\mathcal{L}_{L^2(\rho)^*}(z) \vcentcolon= \mathbb{E}_{s_t \sim \rho_e} \left\| M^\pi_e(s) - M^{\pi_e}(s) \right\|^2_{L^2(\rho)}.$$  (31)

This loss is tractable thanks to the following result.

**Theorem 3.** Assume that the FB model (2) holds. Then the quantity

$$\mathbb{E}_{s_t \sim \rho_e} F(s_t, z)^\top (\text{Cov} B)F(s_t, z) - 2\mathbb{E}_{s_t \sim \rho_e} F(s_t, z)^\top \sum_{k \geq 0} \gamma^k B(s_{t+k+1})$$

(32)

is an unbiased estimate of the loss $\mathcal{L}_{L^2(\rho)^*}(z)$, up to an additive constant that does not depend on $z$.

So to optimize this loss, we just have to compute the discounted average of features $B$ of states along the expert trajectory starting at each visited state $s_t$. Then we can perform stochastic gradient descent with respect to $z$. The matrix Cov $B$ is computed during pretraining.

**Comparison of the $L^2(\rho)$ loss and the feature matching loss.** The loss (32) coincides with the feature matching loss (67) when Cov $B = \text{Id}$. Standard FB training weakly enforces Cov $B \approx \text{Id}$ by an auxiliary loss on Cov $B - \text{Id}$ (Touati et al., 2023), so we do not expect a significant difference between (32) and (67).

Actually, the $L^2$ loss (32) could be considered as a “canonical” version of the feature matching loss (67) that first orthonormalizes the features. The $L^2$ loss is defined just by the $L^2(\rho)$ norm without
any reference to a feature basis, so it is invariant by linear transformations within the features, while the feature matching loss is not.

Compared to feature matching, Theorem 3 requires stronger properties of FB than Theorem 2. Indeed, Theorem 2 only requires that the FB equation $F^\top B \rho = M$ hold on the span of $B$ (and would hold similarly for other successor feature models), while Theorem 3 really requires $F^\top B \rho = M$ as measures.

**Proof of Theorem 3.** The proof is as follows. We have $\|M\|^2_{L^2(\rho)\star} = \int (M(ds')/\rho(ds'))^2 \rho(ds')$. Therefore, with starting point $s$, we have

$$
\|M^\pi(s) - M^\pi_e(s)\|^2_{L^2(\rho)\star} = \int (M^\pi(s, ds')/\rho(ds'))^2 \rho(ds') - 2 \int (M^\pi(s, ds')/\rho(ds'))(M^\pi_e(s, ds')/\rho(ds')) \rho(ds') + \text{cst}
$$

$$
= \int (M^\pi(s, ds')/\rho(ds'))^2 \rho(ds') - 2 \int (M^\pi(s, ds')/\rho(ds')) M^\pi_e(s, ds') + \text{cst}
$$

(33)

where the constant term does not depend on $s$.

If the FB model (2) holds, we have $M^\pi_e(s, ds')/\rho(ds') = F(s, z)^\top B(s')$. Therefore,

$$
\|M^\pi_e(s) - M^\pi_e(s)\|^2_{L^2(\rho)\star} = \int (F(s, z)^\top B(s'))^2 \rho(ds') - 2 \int F(s, z)^\top B(s') M^\pi_e(s, ds')
$$

$$
= F(s, z)^\top (\text{Cov } B) F(s, z) - 2 F(s, z)^\top \int B(s') M^\pi_e(s, ds')
$$

(34)

(35)

Now, in expectation over the expert trajectories $(s_0, s_1, \ldots, s_t, \ldots)$, we have

$$
\mathbb{E} \left[ \sum_{k \geq 0} \gamma^k B(s_{t+k+1} \mid s_t, \pi_e) \right] = \int B(s') M^\pi_e(s_t, ds')
$$

(36)

by definition of the successor measure $M^\pi_e$. So

$$
\|M^\pi_e(s_t) - M^\pi_e(s_t)\|^2_{L^2(\rho)\star} = F(s_t, z)^\top (\text{Cov } B) F(s_t, z) - 2 F(s_t, z)^\top \mathbb{E} \left[ \sum_{k \geq 0} \gamma^k B(s_{t+k+1} \mid s_t, \pi_e) \right]
$$

(37)

which proves the theorem by taking expectations with respect to $s_t$ in the expert trajectories. This proves Theorem 3.

### A.4 Derivation of the Bellman Gap Loss for Distribution Matching

Here we prove the claims in Section 4.3 about the Bellman gap losses.

$M^\pi_e$ satisfies the Bellman equation $M^\pi_e = P^\pi_e + \gamma P^\pi_e M^\pi_e$. So we can look for the $M^\pi_e$ for which this Bellman equation is best satisfied. This results in the loss (15).

We deal in turn with the seminorm $\|\|_{B^\star}$ from the choice $R = \{ r = w^\top B, w \in \mathbb{R}^d, \|w\|_2 \leq 1 \}$ (Thm. 4), and with the full norm from $R = L^2(\rho)$ (Thm. 5). The latter loss turns out to be similar to the loss used for FB training (Touati et al., 2023, §5.2), but using transitions from $\pi_e$ instead of $\pi_z$, and working with $M(s, ds')$ instead of $M(s, a, ds')$.

**Theorem 4.** Assume the FB successor feature property (5) holds. Let $s_t \in S$.

Let $M$ and $F$ denote the stop-grad operator over $M$ and $F$ (still evaluated at $M = \bar{M}$ and $F = \bar{F}$).

Then the following quantities have equal gradients with respect to $z$:

- The $B^\star$-norm of the Bellman gap, $\|M^\pi_e - P^\pi_e - \gamma (P^\pi_e \bar{M})\|^2_{B^\star}$, at state $s_t$.  

The expectation over transitions \( s_t \rightarrow s_{t+1} \) from policy \( \pi_c \), of the quantity
\[
-2F(s_t, z)\top(Cov\ B)(s_{t+1}) + (F(s_t, z) - \gamma \hat{F}(s_{t+1}, z))\top(Cov\ B)(F(s_t, z) - \gamma \hat{F}(s_{t+1}, z))
\]

**Theorem 5.** Assume the FB model \( M^c(s, ds') = F(s, z)\top B(s') \rho(ds') \) holds. Let \( s_t \in S \).

Let \( \bar{M} \) and \( \bar{F} \) denote the stop-grad operator over \( M \) and \( F \) (still evaluated at \( M = \bar{M} \) and \( F = \bar{F} \)).

Then the following quantities have equal gradients with respect to \( z \):

- The \( L^2(\rho)^* \)-norm of the Bellman gap, \( \|M^c - P^c - \gamma P^c \bar{M}^c\|^2_{L^2(\rho)^*} \) at state \( s_t \).
- The expectation over transitions \( s_t \rightarrow s_{t+1} \) from policy \( \pi_c \), of the quantity
\[
-2F(s_t, z)\top B(s_{t+1}) + (F(s_t, z) - \gamma \hat{F}(s_{t+1}, z))\top(Cov\ B)(F(s_t, z) - \gamma \hat{F}(s_{t+1}, z))
\]

This is also the FB training loss from Touati et al. (2023, §5.2) with transitions from \( \bar{s}, \bar{z}, \bar{\rho} \).

The proofs are essentially the derivation used to obtain the FB loss in Touati et al. (2023). In the proof, we freely use the matrix and operator notation from Blier et al. (2021) for kernels like \( P(s, ds') \) and \( \bar{M}(s, ds') \), which amounts to ordinary matrix multiplication when \( S \) is finite.

For Theorem 4, remember that
\[
\|M(s_t)\|_{\bar{B}*} = \sup_{w \in \mathbb{R}^d, \|w\|_2 \leq 1} \int M(s_t, ds)w\top B(s)\]
\[
= \sup_{w \in \mathbb{R}^d, \|w\|_2 \leq 1} w\top \int M(s_t, ds)B(s)\]
\[
= \left\| \int M(s_t, ds)B(s) \right\|_2
\]

Therefore, the norm of the Bellman gap above is
\[
\|M^c(s_t, \cdot) - P^c(s_t, \cdot) - \gamma P^c \bar{M}^c(s_t, \cdot)\|^2_{\bar{B}^*}
= \left\| \int M^c(s_t, ds)B(s) - \int P^c(ds_{t+1}|s_t)B(s_{t+1}) - \gamma \int P^c(ds_{t+1}|s_t) \int M^c(s_{t+1}, ds)B(s) \right\|_2^2
\]

Now, if the FB successor feature relation (5) holds, we have
\[
\int M^c(s_t, ds')B(s) = E\left[\sum_{k \geq 0} \gamma^k B(s_{t+k+1}|s_t, \pi_z)\right] = (Cov\ B)F(s_t, z)
\]
via (5). Therefore, the norm above is
\[
\cdots = \left\| (Cov\ B)F(s_t, z) - \int P^c(ds_{t+1}|s_t)B(s_{t+1}) - \gamma \int P^c(ds_{t+1}|s_t)(Cov\ B)\hat{F}(s_{t+1}, z) \right\|_2^2.
\]

Now, as usual in deep Q-learning, thanks to the stop-grad operator on \( \hat{F}(s_{t+1}, z) \), we can take the expectation over \( s_{t+1} \sim P(ds_{t+1}|s_t) \) outside of the norm, because the difference is a constant that has no gradients with respect to \( z \). Therefore, the above has the same gradients as
\[
E_{s_{t+1} \sim P^c(ds_{t+1}|s_t)} \left\| (Cov\ B)F(s_t, z) - B(s_{t+1}) - \gamma (Cov\ B)\hat{F}(s_{t+1}, z) \right\|_2^2
\]
and rearranging yields the result.

For Theorem 5, let us start with the norm of the Bellman gap of \( M^c \) at \( s_t \),
\[
\|M^c(s_t) - P^c(\cdot|s_t) - \gamma P^c(\cdot|s_t)\bar{M}^c(\cdot, \cdot)\|^2_{L^2(\rho)^*}.
\]
Since \( \|M\|_{L^2(\rho)} = \|M/\rho\|_{L^2(\rho)} \) we have \( \|M_1 - M_2\|^2_{L^2(\rho;\cdot)} = \|M_1\|^2_{L^2(\rho;\cdot)} + \|M_2\|^2_{L^2(\rho;\cdot)} - 2 \int (M_1/\rho) \, dM_2 \) by a simple computation. Therefore, the norm of the Bellman gap above is

\[
\cdots = \|M^{\pi^z}(s_t)\|^2_{L^2(\rho;\cdot)} + \text{cst} - 2 \int \frac{M^{\pi^z}(s_t, ds_{t+1})}{\rho(ds_{t+1})} P^{\pi^z}(ds_{t+1}|s_t)
- 2\gamma \int \frac{M^{\pi^z}(s_t, ds')}{\rho(ds')} \left( \int_{s_{t+1}} P^{\pi^z}(ds_{t+1}|s_t) \bar{M}^{\pi^z}(s_{t+1}, ds') \right)
\]

where the constant absorbs all terms not containing \( M^{\pi^z} \).

Now, if \( M^{\pi^z}(s, ds') = F(s, z) B(s')\rho(ds') \), we have

\[
\|M^{\pi^z}(s_t)\|^2_{L^2(\rho;\cdot)} = \|M^{\pi^z}(s_t)/\rho\|^2_{L^2(\rho)}
= \int (F(s_t, z) B(s'))^2 \rho(ds')
= \int F(s_t, z) B(s') B(s')^T F(s_t, z) \rho(ds')
= F(s_t, z)^T (\text{Cov} B) F(s_t, z)
\]

and likewise

\[
\int \frac{M^{\pi^z}(s_t, ds_{t+1})}{\rho(ds_{t+1})} P^{\pi^z}(ds_{t+1}|s_t) = E_{s_{t+1} \sim P^{\pi^z}(ds_{t+1}|s_t)} F(s_t, z)^T B(s_{t+1})
\]

and

\[
\int \frac{M^{\pi^z}(s_t, ds')}{\rho(ds')} \left( \int_{s_{t+1}} P^{\pi^z}(ds_{t+1}|s_t) \bar{M}^{\pi^z}(s_{t+1}, ds') \right)
= E_{s_{t+1} \sim P^{\pi^z}(ds_{t+1}|s_t)} \int F(s_t, z)^T B(s') \bar{F}(s_{t+1}, z)^T B(s') \rho(ds')
= E_{s_{t+1} \sim P^{\pi^z}(ds_{t+1}|s_t)} F(s_t, z)^T \left( \int B(s') \bar{B}(s')^T \rho(ds') \right) \bar{F}(s_{t+1}, z)
= E_{s_{t+1} \sim P^{\pi^z}(ds_{t+1}|s_t)} F(s_t, z)^T (\text{Cov} B) \bar{F}(s_{t+1}, z)
\]

since \( \bar{B} = B \) because \( B \) does not depend on \( z \).

Now, the sum of the first and third term is \( F(s_t, z)^T (\text{Cov} B) F(s_t, z) - 2\gamma F(s_t, z)^T (\text{Cov} B) \bar{F}(s_{t+1}, z) \), which has the same gradients as \( F(s_t, z) - \gamma \bar{F}(s_{t+1}, z) \). Collecting yields the result.

A.5 KL DISTRIBUTION MATCHING VIA FB

Here we show how our approach can be extended to another divergence between \( M^{\pi^z} \) and \( M^{\pi_z} \).

Inspired from the generic loss (12), consider the following loss

\[
\mathcal{L}_{KL}(z) := E_{s_t \sim \rho_s} \text{KL}(M^{\pi^z}(s) \| M^{\pi_z}(s))
\]

where \( \text{KL}(p \| q) := \int p \ln p/q - \int p + \int q \) is the generalized KL divergence between measures \( p \) and \( q \).

This can be estimated from expert trajectories, similarly to Theorem 2.

**Theorem 6.** Assume that the FB model (2) holds. Then the quantity

\[
- E_{s_t \sim \rho_s} \sum_{k \geq 0} \gamma^k \ln \left( F(s_t, z)^T B(s_{t+k+1}) \right)
\]

is an unbiased estimate of the loss \( \mathcal{L}_{KL}(z) \), up to an additive constant that does not depend on \( z \).

---

This extends the usual KL divergence to measures which may not sum to 1, which is necessary because the model \( M \approx F^T B \) may not be normalized. This is the Bregman divergence associated with the convex function \( p \mapsto \int p \ln p \).
This estimate only makes sense if the learn model \( M^{\pi^z} \approx F^\top B \) only produces positive values for \( F^\top B \).

The proof is as follows. Let \( s_0 \) be any state. Then

\[
\text{KL}(M^{\pi^z}(s_0) \parallel M^{\pi^z}(s_0)) = \int \ln \frac{M^{\pi^z}(s_0, ds')}{M^{\pi^z}(s_0, ds')} M^{\pi^z}(s_0, ds') - \int M^{\pi^z}(s_0, ds') + \int M^{\pi^z}(s_0, ds')
\]

\[
= \int \ln \frac{M^{\pi^z}(s_0, ds')}{M^{\pi^z}(s_0, ds')} M^{\pi^z}(s_0, ds')
\]

because both \( M^{\pi^z} \) and \( M^{\pi^z} \) are successor measures, so they both integrate to \( 1/(1 - \gamma) \).

Plugging in the model \( M^{\pi^z}(s_0, ds') = F(s_0, z)^\top B(s')\rho(ds') \), this equals

\[
\cdots = \int \ln \frac{M^{\pi^z}(s_0, ds')}{F(s_0, z)^\top B(s')\rho(ds')} M^{\pi^z}(s_0, ds')
\]

\[
= -\int \ln(F(s_0, z)^\top B(s')) M^{\pi^z}(s_0, ds') + \text{cst}
\]

where the constant does not depend on \( z \).

Now, given \( s_0 \) and any function \( f \), we have

\[
\int f(s')M^{\pi^z}(s_0, ds') = \mathbb{E} \left[ \sum_{t \geq 0} \gamma^t f(s_{t+1}) \mid s_0, \pi_0 \right].
\]

This proves the claim up to replacing \( s_0 \) with a state \( s_t \sim \rho_0 \).

A.6 Using Universal Successor Features Instead of FB for Imitation

The FB method belongs to a wider class of methods based on successor features or measures. Many of the imitation algorithms described here still make sense with other successor feature methods, as we now briefly describe.\(^6\)

We recall the universal successor feature framework (Borsa et al., 2018). This assumes access to state features \( \varphi: S \rightarrow \mathbb{R}^d \) trained according to some external criterion. Then Borsa et al. (2018) train a family of policies \( (\pi_z) \), together with the successor features \( \psi \) of \( \varphi \):

\[
\begin{cases}
\psi(s_0, a_0, z) \approx \mathbb{E} \left[ \sum_{t \geq 0} \gamma^t \varphi(s_{t+1}) \mid s_0, a_0, \pi_z \right], \\
\pi_z(s) \approx \arg \max_a F(s, a, z)^\top z.
\end{cases}
\]

At test time when faced with a reward function \( r \), USFs perform linear regression of the reward on the features:

\[
z_r := (\mathbb{E}_{s \sim \rho'} \varphi(s)\varphi(s)^\top)^{-1} \mathbb{E}_{s \sim \rho'} [r(s)\varphi(s)]
\]

where \( \rho' \) is the data distribution at test time. Then the policy \( \pi_{z_r} \) is used.

The second equation in (62) is identical to FB, but the first equation is less constrained (\( \psi = \varphi = 0 \) would be a solution if no external criterion is applied to \( \varphi \), while \( F = B = 0 \) is not a solution of (2) as \( F^\top B \) must represent successor measures): it is analogous to (5), which is weaker than (2).

The equation (63) for \( z_r \) is analogous to (4); beware that the \( z \) variable in FB and the \( z \) variable in USFs differ by a Cov \( B \) or (Cov \( \varphi \) ) factor.

Imitation learning via USFs. All of the FB-IL methods in this paper can be extended from FB to other USF models, except distribution matching: as USFs don’t represent the successor measure itself, they can do feature matching but not distribution matching.

We now list the corresponding losses and formulas. The derivations are omitted, since they are very similar to FB due to the analogies in the equations discussed above. For any distribution \( \rho \), we abbreviate \( \text{Cov}_\rho \varphi := \mathbb{E}_{s \sim \rho} [\varphi(s)\varphi(s)^\top] \).

\(^6\)We have focused on FB as it has demonstrated better performance for zero-shot reinforcement learning (Touati et al., 2023), and is arguably better founded theoretically, by training \( F \) and \( B \) with a single criterion with no risk of representation collapse.
For **behavioral cloning**, the loss (7) is unchanged: identify the most likely \( \pi_z \) given the trajectory, then use \( \pi_z \). This applies to any method that pre-trains a family of policies \( (\pi_z)_z \).

For **reward-based methods**, plugging the reward \( r(\cdot) = \rho(\cdot)/\rho(\cdot) \) (Kim et al., 2022b;a; Ma et al., 2022) into (63) with \( \rho' := \rho \) yields

\[
    z = \left( \text{Cov}_\rho \varphi \right)^{-1} \mathbb{E}_{\rho, \varphi}[\varphi] = \left( \text{Cov}_\rho \varphi \right)^{-1} \mathbb{E}_{\tau} \left[ \frac{1}{\mathbb{E}_\tau} \sum_{t \geq 0} \varphi(s_{t+1}) \right]. \tag{64}
\]

Similarly, the reward \( r(\cdot) = \rho(\cdot)/(\rho(\cdot) + \rho(\cdot)) \) used in (Reddy et al., 2020; Zolna et al., 2020) leads to

\[
    z = \left( \text{Cov}_\rho \varphi + \text{Cov}_{\rho, \varphi} \right)^{-1} \mathbb{E}_{\rho, \varphi}[\varphi]. \tag{65}
\]

by using \( \rho' := \frac{1}{2}(\rho + \rho) \) in (63).

**Feature matching** can be done by starting with the generic loss (12) and choosing \( \mathcal{R} := \{ r = w^\top \varphi, w \in \mathbb{R}^d, \|w\|_2 \leq 1 \} \), similarly to FB. The resulting loss

\[
    \mathcal{L}_\nu(z) := \mathbb{E}_{\pi_0, \varphi} \left\| f(\varphi(s)M_{\pi}(s_0, ds) - f(\varphi(s)M_{\pi}(s_0, ds)) \right\|_2^2 \tag{66}
\]

can be estimated by similar derivations as in Theorem 2, leading to the practical estimate

\[
    \mathcal{L}_\nu(z) = \mathbb{E}_{z_t \sim \pi_z} E \left[ \left\| \psi(s_t, z) - \sum_{k \geq 0} \gamma^k \varphi(s_{t+k+1}) \right\|_2^2 | s_t, \pi_z \right] + \text{cst.} \tag{67}
\]

where we have abbreviated \( \psi(s_t, z) := \mathbb{E}_{z_t \sim \pi_z(s_t)} \psi(s_t, a_t, z) \). Namely, this finds a \( z \) that matches the successor features \( \psi(s_t, z) \) to the empirical successor features computed along the expert trajectory starting at \( s_t \).

**Bellman gap matching** can be done with the seminorm associated with \( \mathcal{R} = \{ r = w^\top \varphi, w \in \mathbb{R}^d, \|w\|_2 \leq 1 \} \), but not with the full norm from \( \mathcal{R} = L^2(\rho) \) (which requires FB). This will minimize the norm of Bellman gaps for reward functions in the span of \( \varphi \), using that \( M_{\pi \varphi} = \psi \) if the USF model (62) holds.

Explicitly, starting with the Bellman gap loss (15), \( \| M_{\pi \varphi}^z - P_{\pi \varphi}^z - \gamma P_{\pi \varphi}^z M_{\pi \varphi}^z \|_{\mathcal{R}}^2 \), with transitions from the expert trajectories, and plugging in this choice of \( \mathcal{R} \) together with the USF property \( M_{\pi \varphi}^z \psi = \psi \), leads to the loss

\[
    \mathcal{L}_{\nu, \text{Bell}}(z) = \mathbb{E}_{z_t \sim \pi_z} \left[ -2 \psi(s_t, z)^\top \varphi(s_{t+1}) + \left( \psi(s_t, z) - \gamma \psi(s_{t+1}, z) \right)^\top (\psi(s_t, z) - \gamma \psi(s_{t+1}, z)) \right] + \text{cst} \tag{68}
\]

analogous to (16).

Finally, **waypoint imitation** can be done in USFs by selecting a goal state \( s_{t+k} \), and putting a single reward at \( s_{t+k} \) in the USF formula (63), which yields

\[
    z_t = \left( \text{Cov}_\rho \varphi \right)^{-1} \varphi(s_{t+k}) \tag{69}
\]

analogously to Sec. 4.4, then using \( \pi_{z_t} \) at time \( t \).

### A.7 The Bellman Gap Loss and the Behavioral Cloning Loss Bound

**Distribution Matching Losses**

Any method that provides a policy close to \( \pi_e \) will provide state distributions close to \( d_e \), as a result, so we expect a relationship between the losses from different approaches. Indeed, the Bellman gap loss (15) bounds the distribution matching loss (12), and the BC loss bounds the KL version of (12).

This is formalized in Theorems 7 and 8, respectively. Theorem 7 is analogous to the bound between Bellman gaps and errors on the \( Q \)-function.

**Theorem 7.** Let \( \rho_e \) be a stationary distribution of the expert policy \( \pi_e \). Then the Bellman gap loss (15) on successor measures bounds both the feature or distribution matching loss (12) and the original feature or distribution matching loss (11). Namely, for any choice of \( \mathcal{R} \),

\[
    \left\| \mathbb{E}_{s_0 \sim \rho_e} M^{\pi}(s_0) - \mathbb{E}_{s_0 \sim \rho_e} M^{\pi}(s_0) \right\|_{\mathcal{R}}^2 \\
    \leq \mathbb{E}_{s_0 \sim \rho_e} \| M^{\pi}(s_0, \cdot) - P^{\pi}(s_0, \cdot) \|_{\mathcal{R}}^2 \\
    \leq \frac{1}{(1 - \gamma)^2} \mathbb{E}_{s \sim \rho_e} \| M^{\pi}(s) - P^{\pi}(s) - \gamma P^{\pi}M^{\pi}(s) \|_{\mathcal{R}}^2. \tag{70}
\]
Theorem 8. Let $\rho_e$ be a stationary distribution over states and state-actions of the expert policy $\pi_e$. Then

$$
\mathbb{E}_{s \sim \rho_e} \text{KL}((1 - \gamma)M^{\pi_e}(s) \| (1 - \gamma)M^{\pi_e}(s)) \leq \frac{1}{1 - \gamma} \mathbb{E}_{s \sim \rho_e} \text{KL}(\pi_e(s) || \pi_{\gamma}(s))
$$

(71)

and therefore

$$
= -\frac{1}{1 - \gamma} \mathbb{E}_{(s,a) \sim \rho_e} \ln \pi_{\gamma}(a|s) + \text{cst}
$$

(72)

where the constant does not depend on $z$.

Proof of Theorem 7. The proof is as follows. The first inequality is by convexity of the norm. For the second one, we have

$$
M^{\pi_e}(s_0) - M^{\pi_e}(s_0) = M^{\pi_e}(s_0, \cdot) - (\text{Id} - \gamma P^{\pi_e})^{-1} P^{\pi_e}(s_0, \cdot)
$$

(73)

and therefore

$$
\mathbb{E}_{s_0 \sim \rho_e} \| M^{\pi_e}(s_0, \cdot) - M^{\pi_e}(s_0, \cdot) \|^2_{\mathbb{R}^*} 
$$

(75)

$$
= \mathbb{E}_{s_0 \sim \rho_e} \left\| \int_{s} (\text{Id} - \gamma P^{\pi_e})^{-1}(s_0, ds) ((\text{Id} - \gamma P^{\pi_e})M^{\pi_e}(s, \cdot) - P^{\pi_e}(s, \cdot)) \right\|^2_{\mathbb{R}^*}
$$

(76)

and since $(\text{Id} - \gamma P^{\pi_e})^{-1}$ is the successor measure of $\pi_e$, it is a measure with total mass $1/(1 - \gamma)$, so the integral under $(\text{Id} - \gamma P^{\pi_e})^{-1}$ can be rewritten as an expectation under $(1 - \gamma)(\text{Id} - \gamma P^{\pi_e})^{-1}$:

$$
= \frac{1}{(1 - \gamma)^2} \mathbb{E}_{s_0 \sim \rho_e} \left\| \int_{s} (\text{Id} - \gamma P^{\pi_e})^{-1}(s_0, ds) \left[ ((\text{Id} - \gamma P^{\pi_e})M^{\pi_e}(s, \cdot) - P^{\pi_e}(s, \cdot)) \right] \right\|^2_{\mathbb{R}^*}
$$

(77)

$$
\leq \frac{1}{(1 - \gamma)^2} \mathbb{E}_{s_0 \sim \rho_e} E_{s \sim (1 - \gamma)(\text{Id} - \gamma P^{\pi_e})^{-1}(s_0, ds)} \| M^{\pi_e}(s, \cdot) - P^{\pi_e}(s, \cdot) - \gamma P^{\pi_e} M^{\pi_e}(s, \cdot) \|^2_{\mathbb{R}^*}
$$

(78)

(by convexity)

$$
= \frac{1}{(1 - \gamma)^2} \mathbb{E}_{s_0 \sim \rho_e} \| M^{\pi_e}(s, \cdot) - P^{\pi_e}(s, \cdot) - \gamma P^{\pi_e} M^{\pi_e}(s, \cdot) \|^2_{\mathbb{R}^*}
$$

(79)

where the last equality uses that $\rho_e$ is a stationary distribution of $\pi_e$, which implies that the marginal distribution of $s$ in the above is $(1 - \gamma) \int_{s_0} \rho_e(ds_0)(\text{Id} - \gamma P^{\pi_e})^{-1}(s_0, ds) = (1 - \gamma) \int_{s_0} \rho_e(ds_0) \sum_{t=0}^{\infty} \gamma^t (P^{\pi_e})^t(s_0, ds) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \int_{s_0} \rho_e(ds_0)(P^{\pi_e})^t(s_0, ds) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \rho_e(ds) = \rho_e(ds)$ since $\rho_e$ is invariant under $P^{\pi_e}$.

Proof of Theorem 8 (the BC loss is an upper bound of the KL successor measure matching loss). The proof goes as follows. Denote by $\pi^{s_0,t}$ the probability distribution of the state $s_t$ when starting at $s_0$ and following policy $\pi$. Denote by $\pi^{s_0,0:t}$ the probability distribution of the trajectory $(s_0, a_0, s_1, a_1, \ldots, a_{t-1}, s_t)$ when starting at $s_0$ and following policy $\pi$.

Denote by $\mathbb{E}_t$ the expectation under a random variable $t$ with geometric distribution of parameter $1 - \gamma$ starting at $1$. By definition,

$$
(1 - \gamma)M^{\pi_e}(s_0) = \mathbb{E}_t \pi^{s_0,t}.
$$

(80)

Then,

$$
\text{KL}((1 - \gamma)M^{\pi_e}(s_0) \| (1 - \gamma)M^{\pi_e}(s_0)) = \text{KL}(\mathbb{E}_t \pi^{s_0,t} \| \mathbb{E}_t \pi^{s_0,t})
$$

(81)

$$
\leq \mathbb{E}_t \text{KL}(\pi^{s_0,t} \| \pi^{s_0,t})
$$

(82)

$$
\leq \mathbb{E}_t \text{KL}(\pi^{s_0,0:t} \| \pi^{s_0,0:t})
$$

(83)

$$
= \mathbb{E}_t \sum_{k=0}^{t-1} \ln \frac{\pi_e(a_k | s_k)}{\pi(s_k | a_k, s_k)}
$$

(84)

$$
= \mathbb{E}_t \sum_{k=0}^{t-1} \ln \pi_e(a_k | s_k) - \ln \pi(a_k | s_k) \mid s_0, \pi_e
$$

(85)
Now, when integrated over $s_0 \sim \rho_\pi$ with $\rho_\pi$ a stationary distribution of $\pi_\pi$, then each state $s_k$ is itself distributed according to $\pi_\pi$. Thus, the above is equal to
\[
\mathbb{E}_{s_0 \sim \rho_\pi} \text{KL}((1 - \gamma)M_{\pi_\pi}(s_0)) \leq (\mathbb{E}_t t) \mathbb{E}_{s_0 \sim \rho_\pi} \text{KL}(\pi_\pi(\cdot | s) \parallel \pi(\cdot | s))
\] (86)
where $(\mathbb{E}_t t)$ accounts for there being $t$ terms in the sum. Under the law of $t$, we have $\mathbb{E}_t t = \frac{1}{1 - \gamma}$.

Finally, $\mathbb{E}_{s_0 \sim \rho_\pi} \text{KL}(\pi_\pi(\cdot | s) \parallel \pi(\cdot | s))$ is the behavior cloning loss up to the entropy of $\pi_\pi$, which does not depend on $z$.

B OFFLINE IL BASELINES

In this section, we provide more information about the baselines we considered in the paper. Refer to App. E for a complete view of the results. In App. G we confirm that our implementation of the baselines matches results reported in the literature.

**Soft Q Imitation Learning** (Reddy et al., 2020, SQIL) is a simple imitation algorithm that can be implemented with little modification to any standard RL algorithm. The idea is to provide a constant reward $r = 1$ to expert transitions, and a constant reward $r = 0$ to any transition generated by the RL algorithm.

SQIL has been introduced and shown to perform well in the online setting. In our experiments we use a straightforward offline adaptation of the algorithm: we provide $r = 1$ to expert transitions and $r = 0$ to the offline unsupervised transitions and use SAC as RL algorithm. We use balanced sampling as defined in the original paper, i.e., the batch comprises an equal number of expert and unsupervised transitions.

Since SQIL underperformed in several tasks, we introduced **TD3 Imitation Learning** (TD3IL). TD3IL uses a $\{0, 1\}$ reward for unsupervised and expert samples as in SQIL, but uses TD3 as the offline RL algorithm, and does not use balanced sampling. We tested different ways to construct the batch provided to the agent during training. These methods included sampling expert transitions based on their proportion relative to the unsupervised transitions and sampling a fixed ratio of expert transitions. We found the fixed ratio strategy to be consistent across different number of expert trajectories, thus we used this approach in the experiments.

We also tested TD3 with a soft variant of the $\{0, 1\}$ reward used by SQIL and TD3IL. In particular, Luo et al. (2023) suggest to use optimal transport to compute a distance between expert and non-expert transitions that is used as a reward function. This reward can subsequently used with any RL algorithm. For the latter, we used TD3 in our experiments since it proved to be the most consistent. We called this algorithm OTR-TD3.

**Offline Reinforced Imitation Learning** (Zolna et al., 2020, ORIL) trains a discriminator $D(\cdot)$ to separate samples from expert and unsupervised trajectories. Then, it trains an offline RL agent by annotating transitions using the learned reward function $r(\cdot) = \log(D(\cdot)) + 1$. We pretrained the discriminator using gradient penalty but we did not use positive-unlabeled learning since it did not improve performance in our tests. We trained three variants of the discriminator, using observation, (observation,action), and (observation, next-observation).

Similarly to ORIL, *DICE algorithms (Kim et al., 2022b; Ma et al., 2022; Kim et al., 2022a) use a discriminator to reconstruct the reward function. The main difference is that they aim to reconstruct a reward function of the form $r(\cdot) = \frac{\rho_e}{\rho_e + p}$ while ORIL targets a reward $r(\cdot) = \frac{\rho_e}{p}$. We use the same discriminator training procedure but we relabel the transitions using the parametric reward function $r(\cdot) = \log(D(\cdot)) - \log(1 - D(\cdot))$. These methods leverage a regularized RL approach for training the policy. **IQ-Learn** (Garg et al., 2021) is a non-adversarial IL method based on the MaxEnt formulation (Ziebart et al., 2008). Similarly to ValueDice (Kostrikov et al., 2020), the idea of IQ-Learn is to transform the problem over rewards to a problem over Q-functions. Opposite to *DICE algorithms, IQ-Learn does not require to explicitly train a discriminator to recover a reward function.

**Discriminator Weighted Behavioral Cloning** (Xu et al., 2022, DWBC) proposes to approach offline IL through weighted behavior cloning, where the weights are provided by a discriminator. This is a way of leveraging unsupervised samples in BC, on top of expert samples. As suggested in the paper, we use a discriminator conditioned on the policy learned through weighted BC.
C BFM Baselines

In this section we provide a description of the behavior foundational models used in our experiments.

C.1 DIAYN

DIAYN (Eysenbach et al., 2018) is a skill discovery algorithm, commonly used in unsupervised RL. It learns a set of parametrized policies \( \pi_z \) by maximising the mutual information \( I(s; z) \) between the state produced by policy \( \pi_z \) and the latent skill \( z \), drawn from a prior distribution of skills \( z \sim p(z) \). To obtain a tractable approximation of \( I(s; z) \), Eysenbach et al. (2018) introduce an approximate skill posterior (skill encoder) \( q(z | s) \) and use the following variational lower bound:

\[
I(s; z) = H(z)-H(z | s) \\
= H(z) + \mathbb{E}_{p(z)} \mathbb{E}_{s \sim \tau_s} [\log p(z | s)] \\
\geq H(z) + \mathbb{E}_{p(z)} \mathbb{E}_{s \sim \tau_s} [\log q(z | s)]
\]

where \( H(z) \) and \( H(z | s) \) are respectively the entropy of the prior distribution \( p(z) \) and the entropy of the conditional skill distribution \( p(z | s) \). The latter is approximated by the skill encoder \( q(z | s) \). Similarly to Hansen et al. (2020), we model the latent space as a \( d \)-dimensional hypersphere \( \{z : \|z\|_2 = 1\} \) and \( p(z) \) as uniform distribution on the hypersphere. Since latent variables live on the hypersphere, we model the skill encoder as von Mises-Fisher distribution with a scale parameter \( \{\theta \} \). In practice, we train online both the feature map \( \phi \) and policy \( \pi_z \) by maximizing the log-likelihood objective: \( \max_{\phi, \pi_z} \mathbb{E}_{p(z)} \mathbb{E}_{s \sim \tau_s} [\log q(s | \pi_z(z))] \), where \( \pi_z \) is trained to maximize the intrinsic reward \( r_{DIAYN}(s, z) = z^\top \varphi(s) \) by using \( z \)-conditioned TD3.

Our first attempt to vanilla online train DIAYN was unsuccessful and leads to near-zero performance. This is consistent with findings of prior work (Laskin et al., 2022) that DIAYN is not able to learn diverse skill on DMC environments due to absence of resetting when the agent falls. Therefore, we decided to incorporate two components in our training that boost performance:

- Posterior Hindsight Experience Replay (Choi et al., 2021, P-Her): instead of considering the actual \( z \) that generates the state \( s \), it consists in relabelling \( z \) for some states \( s_t \) by a sample drawn from the skill encoder \( q(z | s_t) \), where \( s_t \) is a future state in the trajectory of \( s_t \). In practice, we set \( z = \varphi(s_{t+k}) \), which is equal to the mean of distribution.

- Exploration bonus: To incentivize the agent to learn diverse skills, we add a \( k \)-nearest neighbors-based entropy reward similarly to (Liu & Abbeel, 2021): 

\[
r_{expl} = \ln \left( 1 + \frac{1}{k} \sum_{s_t \in \text{KNN} \varphi(s)} \|\varphi(s) - z_t\|_2 \right)
\]

where \( z_t = \varphi(s_t) \) for a mini-batch of states \( \{s_t\} \). The policy is then trained to maximise the reward \( r(s, z) = r_{DIAYN}(s, z) + \lambda r_{expl}(s) \), where \( \lambda \) is an exploration coefficient.

DIAYN for Imitation Learning. We devise here three different IL methods based on a pre-trained DIAYN model:

- Behavioral cloning (BC_DIAYN): we look for the policy \( \pi_z \) that best fits the expert trajectories in term of its likelihood, by minimizing the loss:

\[
\min_z \mathbb{E}_r \sum_t \ln \pi_z(a_t | s_t)
\]

- Mutual-information maximization (ER_DIAYN): we infer the latent variable \( z \) by maximizing the mutual information \( I(s; z) \). In practice, we maximize instead the (tractable) variational lower bound.

\[
\max_z \mathbb{E}_{s \sim \rho_e} [\log q(z | s)] = \max_z \mathbb{E}_{s \sim \rho_e} [z^\top \varphi(s)] = \max_z z^\top \mathbb{E}_{s \sim \rho_e} [\varphi(s)]
\]
The above maximization problem admits a closed-form solution: \( z = \mathbb{E}_{s \sim p_e}[\varphi(s)] \) which consists simply in averaging the features of the expert states. This final formula is similar to (8) for ER_{\text{FB}}, hence our notation ER_{\text{DIAYN}}. Note that this approach was proposed by Eysenbach et al. (2018) for discrete skills (see their Appendix G). Here we report the variant for continuous spaces.

- Goal-based Imitation (GOAL-\text{DIAYN}): Consider one single trajectory \( \tau \). At each time step \( t \), we can use the DIAYN pretrained behaviors to reach a state \( s_{t+k} \) slightly ahead of \( s_t \) in the expert trajectory. Specifically, we set \( z_t = \varphi(s_{t+k}) \), which corresponds to the mean of the skill encoder distribution for \( s_{t+k} \), and use the action given by \( \pi_{z_t}(s_t) \).

C.2 GOAL-GPT

GOAL-GPT (Liu et al., 2022) is a goal-conditioned, transformer-based auto-regressive model \( \pi \), trained offline using a behavior cloning objective. At train time, given an offline dataset of trajectories, we sample sub-trajectories \( \{s_1, a_1, \ldots, s_{t+k}\} \) consisting of \( k \) contiguous state-action pairs, we relabel the last state as a goal \( g = s_{t+k} \), and then we minimize the following objective:

\[
\mathbb{E}_\tau [\ln \pi(a_t, \ldots, a_{t+k} \mid (s_t, g), \ldots, (s_{t+k}, g))] = \mathbb{E}_\tau \left[ \sum_{i=0}^{k-1} \ln \pi(a_{t+i} \mid (s_t, g), \ldots, (s_{t+k}, g)) \right].
\] (93)

The last equality holds since the model uses causal attention masking.

We can use GOAL-GPT to perform goal-based imitation. Given one single expert trajectory \( \tau = (s_1^e, \ldots, s_T^e) \), we divide the trajectory into segments of equal length \( k \). For the segment \( (s_1^e, \ldots, s_{t+k}^e) \), we set the goal \( g \) to the last expert’s state, \( g = s_{t+k}^e \), and we execute the \( k \) actions predicted by the model: \( \pi(a_1, \ldots, a_{t+k} \mid (s_1^e, g), \ldots, (s_{t+k}^e, g)) \) for all \( i \in \{1, \ldots, k\} \). Here \( (s_1^e, \ldots, s_{t+k}^e) \) is the history of the last \( i \) states generated while interacting with the environment to imitate the expert’s trajectory.

C.3 MASKDP

Masked Decision Prediction (Liu et al., 2022, MASKDP) is a self-supervised pretraining method. Unlike autoregressive action prediction used in GOAL-GPT, it employs a masked autoencoder to state-action trajectories, which randomly masks states and actions and is trained to reconstruct the missing data. It uses encoder-decoder architecture \( h \). Both encoder and decoder are bidirectional transformers. The model is trained to reconstruct a sub-trajectory given a masked view of itself, i.e., \( \hat{\tau} = h(\text{masked}(\tau)) \approx \tau \).

At train time, given a sub-trajectory \( \tau \) of state-action pairs, we apply random masking on states and actions independently. The encoder processes only the unmasked states and actions. The decoder operates on the whole sub-trajectory of both visible and masked encoded states and actions, while replacing each masked element by a shared learned vector (called a mask token). The overall model is learned end-to-end using reconstructing loss (mean square error).

We can use MASKDP to perform goal-based imitation as follows: Given one single expert trajectory \( \tau = (s_1^e, \ldots, s_T^e) \), at each time step \( t \), we use the MASKDP model to predict the actions necessary to reach the goal \( s_{t+k}^e \). To this end, we fed the model by the masked sequence \( (s_{t}, \_\_\_, \ldots, _\_\_, s_{t+k}^e) \) of length \( k \), where \( \_ \_ \_ \) denotes the missing element, then, we execute only the first action predicted by the model.

C.4 GOAL-TD3

For Goal-TD3, we pre-train offline goal-conditioned policies \( \pi(a \mid s, g) \) using the sparse reward \( r(s, g) = \mathbb{1}\{\|s - g\|_2 \leq \varepsilon\} \) for some small value of \( \varepsilon \). Training uses Hindsight Experience Replay (Andrychowicz et al., 2017, HER).

At test time, Goal-TD3 can implement goal-based IL: at each time step \( t \), we select the policy \( \pi(a_t \mid s_t, s_{t+k}^e) \) where the goal \( s_{t+k}^e \) is the state \( k \) steps ahead of \( s_t \) in the expert trajectory.
D EXPERIMENTAL SETUP

In this section we provide additional information about our experiments.

D.1 ENVIRONMENTS

All the environments considered in this paper are based on the DeepMind Control Suite (Tassa et al., 2018b). In total, we have 4 environments and 21 tasks.

- **Point-mass-maze**: a 2-dimensional continuous maze with four rooms. The states are 4-dimensional vectors consisting of positions and velocities of the point mass \((x, y, v_x, v_y)\), and the actions are 2-dimensional vectors. The initial state location is sampled uniformly from the top left room. We consider 8 tasks: four goal-reaching tasks (reach_top_left, reach_top_right, reach_bottom_left and reach_bottom_right) consist in reaching a goal in the middle of each room described by their \((x, y)\) coordinates, 2 looping tasks encourage the agent to navigate through all rooms while drawing two different shapes (square shape close to maze’s borders for the square task, diamond shape for the diamond task), fast_slow task encourages the agent to loop around the maze while maintaining large velocity when moving horizontally and small velocity when moving vertically, and finally, reach_bottom_left_long consists in reaching the bottom left room following the long path (by penalizing the agent for moving counterclockwise).

- **Walker**: a planar walker. States are 24-dimensional vectors consisting of positions and velocities of robot joints, and actions are 6-dimensional vectors. We consider 5 different tasks: walker_stand reward is a combination of terms encouraging an upright torso and some minimal torso height, while walker_walk and walker_run rewards include a component encouraging some minimal forward velocity. walker_flip reward is a combination of terms encouraging an upright torso and some minimal angular momentum while walker_flip reward encourages only to have some minimal angular momentum without constraining the torso.

- **Cheetah**: a running planar biped. States are 17-dimensional vectors consisting of positions and velocities of robot joints, and actions are 6-dimensional vectors. We consider 4 different tasks: cheetah_walk and cheetah_run rewards are linearly proportional to the forward velocity up to some desired values: 2 m/s for walk and 10 m/s for run. Similarly, walker_walk_backward and walker_run_backward rewards encourage reaching some minimal backward velocities.

- **Quadruped**: a four-leg ant navigating in 3D space. States and actions are 78-dimensional and 12-dimensional vectors, respectively. We consider 4 different tasks: quadruped_stand reward encourages an upright torso. quadruped_walk and quadruped_run include a term encouraging some minimal torso velocities. quadruped_walk includes a term encouraging some minimal height of the center of mass. quadruped_jump encourages some minimal height.

D.2 DATASETS AND EXPERT TRAJECTORIES

We used standard unsupervised datasets for the four domains, generated by Random Network Distillation (RND). They can be downloaded following the instructions in the github repository of Yarats et al. (2022) ([https://github.com/denisyarats/exorl](https://github.com/denisyarats/exorl)). We use 5000 trajectories for locomotion tasks (walker, cheetah and quadruped) and 10000 trajectories for point-mass-maze.
Expert trajectories for the 21 tasks are generated by task-specific trained TD3 agents. We train TD3 online for locomotion tasks. We train TD3 offline for the navigation tasks since the maze’s unsupervised dataset has a good coverage to learn the optimal behaviors.

D.3 Architectures

Forward-Backward:

- The backward representation network $B(s)$ is represented by a feedforward neural network with two hidden layers, each with 256 units, that takes as input a state and outputs a $d$-dimensional embedding. The output of $B$ can be either $L_2$-projected into the sphere radius $\sqrt{d}$ or batch-normalized. Using Batchnorm makes FB invariant to reward translation since it ensures $E_{s \sim \rho}[B(s)] = 1$.

- For the forward network $F(s, a, z)$, we first preprocess separately $(s, a)$ and $(s, z)$ by two feedforward networks with one single hidden layer (with 1024 units) to 512-dimensional space. Then we concatenate their two outputs and pass it into two heads of feedforward networks (each with one hidden layer of 1024 units) to output a $d$-dimensional vector.

- For the policy network $\pi(s, z)$, we first preprocess separately $s$ and $(s, z)$ by two feedforward networks with one single hidden layer (with 1024 units) to 512-dimensional space. Then we concatenate their two outputs and pass it into another one single hidden layer feedforward network (with 1024 units) to output a $d_A$-dimensional vector, then we apply a Tanh activation as the action space is $[-1, 1]^{d_A}$.

For all the architectures, we apply a layer normalization (Ba et al., 2016) and Tanh activation in the first layer in order to standardize the states and actions. We use ReLU for the rest of layers. We also pre-normalize $z$: $z \leftarrow \sqrt{\frac{z}{\|z\|_2^2}}$ in the input of $F$, $\pi$ and $\psi$.

For maze environments, we added an additional hidden layer after the preprocessing (for both policy and forward) as it helped to improve the results.

Imitation Learning Baselines: For all IL baselines, we use feedforward neural networks with two hidden layers, each with 1024 units to represent actors, critics and discriminators networks. We apply a layer normalization and Tanh activation in the first layer in order to standardize the states and actions.

BFMs: For DIAYN, we have three networks:

- The policy network $\pi(s, z)$ is similar to that of FB: it preprocesses separately $s$ and $(s, z)$ by two feedforward networks with one single hidden layer (with 1024 units) to 512-dimensional space. Then we concatenate their two outputs and pass it into another two-hidden-layer feedforward network (with 1024 units) to output a $d_A$-dimensional vector, then we apply a Tanh activation as the action space is $[-1, 1]^{d_A}$.

- The critic network $Q(s, a, z)$ is similar to $F$ in FB but with scalar output: it preprocesses separately $(s, a)$ and $(s, z)$ by two feedforward networks with one single hidden layer (with 1024 units) to 512-dimensional space. Then it concatenates their two outputs and pass it into two heads of feedforward networks (each with two hidden layers of 1024 units) to output a scalar.

- The skill encoder network $\phi(s)$ is represented by a feedforward neural network with two hidden layers, each with 256 units, that takes as input a state and outputs a $d$-dimensional embedding. The output of $\phi$ is $L_2$-projected into the unit-hypersphere.

For GOAL-TD3, we use the same architectures for both policy and critic networks as DIAYN, and we replace the $z$ latent skill by a goal state.

GOAL-GPT uses auto-regressive transformer architecture via causal attention masking with 5 attention layers. Each attention layer has 4 attention heads with 256 hidden dimensions.

MASKDP uses encoder-decoder architecture. Both encoder and decoder are bidirectional transformers with respectively 3 and 2 attention layers. Each attention layer has 4 attention heads with 256 hidden dimensions. More details about the architectures for both GOAL-GPT and MASKDP can be found in (Liu et al., 2022)
### D.4 Hyperparameters

#### Table 1: Hyperparameters used for FB pretraining.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Walker</th>
<th>Cheetah</th>
<th>Quadruped</th>
<th>Maze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representation dimension</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Batch size</td>
<td>2048</td>
<td>2048</td>
<td>1024</td>
<td>1024</td>
</tr>
<tr>
<td>Discount factor $\gamma$</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>Adam</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate of F</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>learning rate of B</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>learning rate of $\pi$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Normalization of B</td>
<td>$\text{L2}$</td>
<td>$\text{None}$</td>
<td>$\text{L2}$</td>
<td>$\text{Batchnorm}$</td>
</tr>
<tr>
<td>Momentum for target networks</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Stddev for policy smoothing</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Truncation level for policy smoothing</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Regularization weight for orthonormality</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

#### Table 2: Hyperparameters used for IL baselines.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Walker</th>
<th>Cheetah</th>
<th>Quadruped</th>
<th>Maze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>Discount factor $\gamma$</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
<td>Adam</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>learning rate</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Momentum for target networks</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Truncation level for policy smoothing</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Discriminator’s training steps</td>
<td>$5 \cdot 10^5$</td>
<td>$5 \cdot 10^5$</td>
<td>$5 \cdot 10^5$</td>
<td>$5 \cdot 10^5$</td>
</tr>
<tr>
<td>ORIL Gradient penalty</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Positive-unlabeled coefficient</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SMODICE Gradient penalty</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Divergence</td>
<td>$\chi^2$</td>
<td>$\chi^2$</td>
<td>$\chi^2$</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>LOBSDICE Gradient penalty</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Divergence</td>
<td>KL</td>
<td>KL</td>
<td>KL</td>
<td>KL</td>
</tr>
<tr>
<td>DEMODICE Gradient penalty</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Divergence</td>
<td>KL</td>
<td>KL</td>
<td>KL</td>
<td>KL</td>
</tr>
<tr>
<td>TD3IL Fix Sampling Ratio</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

#### Table 3: Hyperparameters used for DIAYN and GOAL-TD3.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Walker</th>
<th>Cheetah</th>
<th>Quadruped</th>
<th>Maze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>DIAYN actor learning rate</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$10^{-7}$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>critic learning rate</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>skill encoder learning rate</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>exploration coefficient</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>P-Her ratio</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Latent dimension</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>GOAL-TD3 actor learning rate</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>critic learning rate</td>
<td>$10^{-4}$</td>
<td>$10^{-5}$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Her ratio</td>
<td>1</td>
<td>0.5</td>
<td>0.75</td>
<td>1</td>
</tr>
</tbody>
</table>

#### Table 4: Hyperparameters used for GOAL-GPT and MaskDP.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Walker</th>
<th>Cheetah</th>
<th>Quadruped</th>
<th>Maze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common</td>
<td>512</td>
<td>512</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>MaskDP context size</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>GOAL-GPT context size</td>
<td>16</td>
<td>16</td>
<td>32</td>
<td>32</td>
</tr>
</tbody>
</table>
Hyperparameter finetuning. We finetune the hyperparameters of FB models for each domain by performing hyperparameter sweeps over the batch size, learning rates, representation dimensions, orthonormality regularization and normalization of backward output. We evaluate each model using its reward-based performance on downstream tasks for each domain. We select the hyperparameters that lead to the best averaged performance over each domain’s tasks and over three random seeds. We re-train the final FB models with the selected hyperparameters for 10 different random seeds.

For imitation learning baselines, we finetune each baseline’s hyperparameters for each domain by performing hyperparameter sweep on a representative task (e.g., walker_walk for walker and cheetah_walk for cheetah). We did not do hyperparameter sweeps for each baseline and task, since this would have been too intensive given the number of setups.

For the other BFMs (DIAYN, GOAL-TD3, GOAL-GPT and MASKDP), we finetune each of them by performing hyperparameter sweep on their goal-based imitation performance in a representative task for each domain. We select the hyperparameters that lead to the best averaged performance over three random seeds. We re-train the final BFMs models with the selected hyperparameters for 10 different random seeds.

This results in one hyperparameter tuning per domain (not per task), both for BFMs and for the IL baselines. Importantly, note that the BFM tuning is shared by all algorithms using a given BFM model (e.g., ER_FB, BELL_FB, . . . for FB), while the IL baselines have a separate tuning per algorithm.
E Imitation Learning Experiments

In this section we report the complete set of results for the standard IL protocol described in Sect. 5. We also present the additional experiments we conducted to assess the performance of FB-IL methods and baselines.

E.1 Detailed View of the Results with \( K = 1 \) Expert Demonstrations

We start providing results for each task. Tab. 5, 6 and 7 contain the cumulative reward obtained by the IL policy recovered by each algorithm. The protocol is the same as in Sect. 5. We further report the performance of the expert agent, expert performance is computed over the 250 trajectories we generated for the IL experiment.

In Tab. 8 we further report the average time required by the methods to compute the IL policy.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>fast slow</th>
<th>loop</th>
<th>reach bottom left</th>
<th>reach bottom left long</th>
<th>reach bottom right</th>
<th>reach top left</th>
<th>reach top right</th>
<th>square</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>451 (74.4)</td>
<td>5069 (38.7)</td>
<td>3495 (47.5)</td>
<td>2637 (41.4)</td>
<td>1675 (33.4)</td>
<td>476 (36.2)</td>
<td>452 (36.0)</td>
<td>767 (48.0)</td>
</tr>
<tr>
<td>DWBC</td>
<td>3273 (42.2)</td>
<td>6344 (31.1)</td>
<td>2739 (54.0)</td>
<td>91.7 (10.0)</td>
<td>120.5 (20.8)</td>
<td>453 (36.0)</td>
<td>205 (21.6)</td>
<td>587 (44.8)</td>
</tr>
<tr>
<td>ORIL</td>
<td>46 (4.6)</td>
<td>425 (5.7)</td>
<td>0 (0.0)</td>
<td>-191 (10.7)</td>
<td>0 (0.0)</td>
<td>5 (7.0)</td>
<td>0 (0.0)</td>
<td>143 (5.2)</td>
</tr>
<tr>
<td>ORIL-O</td>
<td>1441 (8.9)</td>
<td>5241 (10.3)</td>
<td>7561 (21.5)</td>
<td>-244 (12.6)</td>
<td>298 (1.7)</td>
<td>952 (2.0)</td>
<td>785 (6.0)</td>
<td>390 (28.4)</td>
</tr>
<tr>
<td>ORIL-OO</td>
<td>1489 (4.6)</td>
<td>4889 (9.9)</td>
<td>7153 (21.2)</td>
<td>-218 (1.2)</td>
<td>237 (0.5)</td>
<td>950 (1.0)</td>
<td>740 (1.7)</td>
<td>417 (28.6)</td>
</tr>
<tr>
<td>ORIL-TD3</td>
<td>1217 (4.0)</td>
<td>6754 (21.2)</td>
<td>4686 (17.6)</td>
<td>361 (8.6)</td>
<td>274 (0.3)</td>
<td>401 (5.7)</td>
<td>549 (8.0)</td>
<td>640 (17.9)</td>
</tr>
<tr>
<td>SOIL</td>
<td>7000 (14.3)</td>
<td>7410 (14.4)</td>
<td>6962 (27.0)</td>
<td>533 (8.1)</td>
<td>548 (6.0)</td>
<td>928 (1.0)</td>
<td>739 (0.9)</td>
<td>694 (20.0)</td>
</tr>
<tr>
<td>TD-IIL</td>
<td>1041 (9.8)</td>
<td>7522 (36.4)</td>
<td>8305 (20.2)</td>
<td>-11.1 (7.6)</td>
<td>668 (8.5)</td>
<td>963 (4.1)</td>
<td>829 (6.0)</td>
<td>244 (33.5)</td>
</tr>
<tr>
<td>DEMODICE</td>
<td>1074 (9.4)</td>
<td>4322 (17.2)</td>
<td>20.9 (2.5)</td>
<td>-928 (3.5)</td>
<td>19.9 (3)</td>
<td>111 (2.4)</td>
<td>26.2 (5.2)</td>
<td>416 (13.4)</td>
</tr>
<tr>
<td>SMDICE</td>
<td>1171 (3.1)</td>
<td>4472 (3.6)</td>
<td>1057 (3.9)</td>
<td>-1340 (2.7)</td>
<td>88.0 (9)</td>
<td>87.9 (10)</td>
<td>115 (5)</td>
<td>296 (7.6)</td>
</tr>
<tr>
<td>LOBDSICE</td>
<td>867 (1.1)</td>
<td>4096 (2.0)</td>
<td>15.0 (6)</td>
<td>-2014 (2.6)</td>
<td>12.2 (0)</td>
<td>96 (0.1)</td>
<td>16.5 (0)</td>
<td>299 (0.3)</td>
</tr>
<tr>
<td>IQLearn</td>
<td>480 (14.3)</td>
<td>1482 (15.0)</td>
<td>0 (0.0)</td>
<td>-196 (7.3)</td>
<td>0 (1.0)</td>
<td>42 (1.4)</td>
<td>0 (2.0)</td>
<td>114 (13.7)</td>
</tr>
</tbody>
</table>

Table 5: Cumulative reward for each task in the maze environment, averaged over repetitions. Experiments are done with \( K = 1 \) expert demonstrations. Standard deviation is reported in parenthesis.

E.2 Warm Start for FB-IL Methods

As mentioned in the text, some FB methods require a gradient descent over the policy parameter \( z \), and we initialized the gradient descent with a “warm start”, setting the initial guess \( z_0 \) to the value (8) used in ER\(_{FB} \), which can be readily computed.

Fig. 7 illustrates the performance of \( \text{BC}_{FB} \) and \( \text{BBELL}_{FB} \) with and without \( \text{ER}_{FB} \) warm-start averaged over all environments and tasks. While \( \text{BBELL}_{FB} \) is relatively robust, \( \text{BC}_{FB} \) performs poorly when the policy embedding \( z \) is optimized starting from a random point on the unit sphere. While \( \text{BC}_{FB} \) benefits from warm-start, notice that the initial value \( z_0 \) obtained from \( \text{ER}_{FB} \) is not stationary and the BC loss keeps decreasing over iterations and eventually converges to a different policy \( \pi_z \). This can lead to policies with significantly different behavior as illustrated in Fig. 6. While \( \text{BC}_{FB} \) without warm start tries to imitate the expert and fails in reproducing the trajectory, the policy returned by \( \text{ER}_{FB} \) reaches the goal but takes a different path w.r.t. the expert. On the other hand, \( \text{BC}_{FB} \) with warm start successfully shifts the initial \( \text{ER}_{FB} \) policy to better replicate the expert actions and eventually reproduce its trajectory.
Table 6: Cumulative reward for each task in the walker environment, averaged over repetitions. Experiments are done with \( K = 1 \) expert demonstrations. Standard deviation is reported in parenthesis.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>run</th>
<th>run backward</th>
<th>walk</th>
<th>run</th>
<th>stand</th>
<th>walk</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>62.2(8)</td>
<td>88.6(18.5)</td>
<td>237.0(3.4)</td>
<td>673.0(5.8)</td>
<td>196.2(12.6)</td>
<td>197.5(14.3)</td>
</tr>
<tr>
<td>DWBC</td>
<td>63.8(9)</td>
<td>88.8(9.9)</td>
<td>237.9(4.6)</td>
<td>646.5(6.5)</td>
<td>161.1(14.9)</td>
<td>195.6(23.9)</td>
</tr>
<tr>
<td>ORIL</td>
<td>200.0(8.9)</td>
<td>365.6(8.0)</td>
<td>655.2(27.1)</td>
<td>952.7(5.0)</td>
<td>801.0(28.3)</td>
<td>571.4(14.6)</td>
</tr>
<tr>
<td>ORIL-O</td>
<td>9.6(4.0)</td>
<td>31.0(20.0)</td>
<td>421.8(5.1)</td>
<td>823.6(21.1)</td>
<td>660.7(5.1)</td>
<td>454.1(3.8)</td>
</tr>
<tr>
<td>ORIL-OO</td>
<td>103.5(6.7)</td>
<td>241.7(6.2)</td>
<td>459.8(7.7)</td>
<td>820.1(6.4)</td>
<td>677.5(4.7)</td>
<td>449.3(3.4)</td>
</tr>
<tr>
<td>OTR-TD3</td>
<td>91.2(8.8)</td>
<td>107.5(8.1)</td>
<td>515.4(8.8)</td>
<td>681.6(9.6)</td>
<td>363.2(7.5)</td>
<td>31.6(0.3)</td>
</tr>
<tr>
<td>SQL</td>
<td>194.7(16.9)</td>
<td>187.8(22.8)</td>
<td>120.4(3.8)</td>
<td>509.1(16.0)</td>
<td>266.1(17.2)</td>
<td>475.3(17.0)</td>
</tr>
<tr>
<td>TDIL</td>
<td>214.1(2.0)</td>
<td>537.9(3.1)</td>
<td>861.3(19.9)</td>
<td>908.8(2.4)</td>
<td>808.2(2.7)</td>
<td>532.6(6.7)</td>
</tr>
<tr>
<td>DemoDICE</td>
<td>39.6(6.0)</td>
<td>54.1(6.0)</td>
<td>197.3(9.3)</td>
<td>259.9(3.3)</td>
<td>154.3(15.7)</td>
<td>113.8(2.5)</td>
</tr>
<tr>
<td>SMDDICE</td>
<td>41.3(5.0)</td>
<td>56.0(5.0)</td>
<td>205.6(1.1)</td>
<td>256.7(0.1)</td>
<td>139.2(0.5)</td>
<td>97.8(1.1)</td>
</tr>
<tr>
<td>LOBSDICE</td>
<td>47.2(4.5)</td>
<td>53.6(6.0)</td>
<td>234.9(6.4)</td>
<td>225.2(6.8)</td>
<td>172.2(6.8)</td>
<td>126.4(6.4)</td>
</tr>
<tr>
<td>IQLEARN</td>
<td>46.5(2.9)</td>
<td>58.2(2.9)</td>
<td>320.3(8.3)</td>
<td>772.5(9.3)</td>
<td>99.8(9.3)</td>
<td>71.3(6.8)</td>
</tr>
</tbody>
</table>

Table 7: Cumulative reward for each task in the cheetah and quadruped environments, averaged over repetitions. Experiments are done with \( K = 1 \) expert demonstrations. Standard deviation is reported in parenthesis.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>run</th>
<th>run backward</th>
<th>walk</th>
<th>run</th>
<th>stand</th>
<th>walk</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>118.4(10.0)</td>
<td>155.9(10.0)</td>
<td>782.4(10.0)</td>
<td>110.9(10.0)</td>
<td>782.4(10.0)</td>
<td>110.9(10.0)</td>
</tr>
<tr>
<td>EWBC</td>
<td>118.4(10.0)</td>
<td>155.9(10.0)</td>
<td>782.4(10.0)</td>
<td>110.9(10.0)</td>
<td>782.4(10.0)</td>
<td>110.9(10.0)</td>
</tr>
<tr>
<td>ORIL</td>
<td>17.2(1.6)</td>
<td>51.3(8.3)</td>
<td>376.5(2.5)</td>
<td>499.5(10.5)</td>
<td>147.4(4.3)</td>
<td>125.2(4.3)</td>
</tr>
<tr>
<td>ORIL-O</td>
<td>83.5(3.2)</td>
<td>171.3(4.9)</td>
<td>779.8(5.0)</td>
<td>651.3(17.4)</td>
<td>732.4(3.3)</td>
<td>426.0(6.0)</td>
</tr>
<tr>
<td>ORIL-OO</td>
<td>63.5(1.0)</td>
<td>49.4(1.0)</td>
<td>348.7(7.0)</td>
<td>831.4(5.0)</td>
<td>150.1(7.3)</td>
<td>90.2(0.2)</td>
</tr>
<tr>
<td>OTR-TD3</td>
<td>49.2(7.0)</td>
<td>97.3(8.1)</td>
<td>431.8(15.0)</td>
<td>675.2(4.5)</td>
<td>543.0(9.0)</td>
<td>362.0(5.2)</td>
</tr>
<tr>
<td>SQL</td>
<td>290.9(8.2)</td>
<td>210.3(8.2)</td>
<td>468.1(2.1)</td>
<td>834.4(17.4)</td>
<td>534.1(4.9)</td>
<td>241.0(1.0)</td>
</tr>
<tr>
<td>TDIL</td>
<td>299.3(5.0)</td>
<td>237.7(5.1)</td>
<td>632.4(4.3)</td>
<td>821.6(11.1)</td>
<td>643.8(15.7)</td>
<td>323.0(10.6)</td>
</tr>
<tr>
<td>DemoDICE</td>
<td>291.1(5.1)</td>
<td>306.9(5.1)</td>
<td>473.4(4.3)</td>
<td>836.9(8.9)</td>
<td>543.7(9.0)</td>
<td>246.4(4.3)</td>
</tr>
<tr>
<td>SMDDICE</td>
<td>301.4(5.1)</td>
<td>205.7(5.1)</td>
<td>874.8(7.1)</td>
<td>877.4(12.6)</td>
<td>465.5(12.4)</td>
<td>949.8(12.6)</td>
</tr>
<tr>
<td>LOBSDICE</td>
<td>301.4(5.1)</td>
<td>205.7(5.1)</td>
<td>874.8(7.1)</td>
<td>877.4(12.6)</td>
<td>465.5(12.4)</td>
<td>949.8(12.6)</td>
</tr>
<tr>
<td>IQLEARN</td>
<td>301.4(5.1)</td>
<td>205.7(5.1)</td>
<td>874.8(7.1)</td>
<td>877.4(12.6)</td>
<td>465.5(12.4)</td>
<td>949.8(12.6)</td>
</tr>
</tbody>
</table>

E.3 FB MODEL QUALITY

In our experiments we averaged the performance over 10 FB models. To evaluate the robustness of the pre-trained steps we report in Fig. 8 the fraction of models \( F(\tau) \) with a combined normalized score above a certain threshold \( \tau \). Let \( M = 10 \) be the number of FB models and \( x_{m} \) be the score of model \( m \) averaged over environments, tasks, FB-IL methods, and replications. Then \( F(\tau) = \frac{1}{M} \sum_{m=1}^{M} I[x_{m} > \tau] \)
Table 8: Average time for generating an imitation learning policy once provided a set expert demonstrations. This clearly shows the advantage of BFs that need only to infer one or multiple policies without explicit training.

Figure 6: Examples of trajectories in the maze with different FB-IL methods. The expert trajectory is reported in red while the IL trajectory is reported in green.

Figure 7: Imitation score averaged over domains, tasks and repetitions for ERFB and BCFB with and without warm start, using $K = 1$ expert demonstrations.

$\tau$ (Agarwal et al., 2021). We can notice that all the drop in probability is very concentrated towards high values (between 0.5 and 0.7) denoting a small variability in the performance of the FB models.

Figure 8: Performance profiles on combined tasks and FB-IL methods. Shaded regions show point-wise 95% confidence bands based on percentile bootstrap with stratified sampling.

E.4 Effect of the Number of Demonstrations

We investigate whether the performance of the IL methods can be improved by increasing the number of expert demonstrations. In Fig. 9 we report the aggregate performance for all the tested algorithms.
As expected, BC (similarly DWBC) improves significantly with the number of experts trajectories. However, even with 100 trajectories (corresponding to 1M number of expert transitions), BC only marginally outperforms FB-IL methods using only 1 trajectory.

Similarly, DEMODICE and IQ-LEARN enjoy a significant improvement but they are still unable to match the performance of FB-IL methods.

Other baselines are practically unaffected by the number of expert trajectories given that the bottleneck is mostly the inefficient usage of unsupervised samples. FB-IL methods are overall stable achieving very good results already with a single trajectory. We think that increasing the number of trajectories does not help pre-trained models since we are limited by the approximation errors of the model. We think we may be able to overcome this limit by allowing fine-tuning the model, but this is outside the scope of the paper.

Notice that many approaches –GOAL-DIAYN, MASKDP, GOAL-TD3, GOAL-GPT, GOAL-FB– are not able to deal with multiple expert trajectories.

E.5 Generalization to Different Starting Point Distributions

We investigate how well imitation algorithms generalize when the demonstrations are collected under a different initial state distribution than the one used for evaluation.

Specifically, we repeat the experiments of Section 5 using 200 new expert trajectories of 1000 steps generated by the same TD3-based expert policies of Section 5 but changing the initial state distributions as follows:

- for the walker, quadruped, and cheetah domain, we initialize each trajectory directly in the expected long-term stationary behavior (i.e., a walking position for the walk task, a running one for run, etc.). Concretely, we achieved that by taking, for each domain and task, the state observed at step 500 of each of the 200 trajectories used in Section 5 (which we made sure to be representative of the desired stationary behavior) and by rolling out 1000 steps using the expert policy starting from each of these 200 new initial states.
- for the maze domain, we randomly initialize the agent position in the upper-right room instead of the original upper-left one.

Then, we use these new demonstratinos to test all FB-IL methods as well as the most performing baselines from each IL algorithm family. Everything else (protocol, hyperparameters, etc.) is exactly the one used in Section 5.

In particular, each imitation policy is tested on the original initial state distributions of each domain (i.e., a random position and orientation for walker, cheetah, and quadruped, and a random position in the upper left room for maze), which are now very different from the one used to generate the expert demonstrations. The main challenge is that now the demonstrations are only showing the desired behavior (e.g., how to walk) but not how to reach that behavior (e.g., how to move to a walking position when lying on the floor). The results are shown in Figure 10 and Figure 11.

In Figure 10, we report the average performance loss that each IL method suffers due to distribution shift (computed as the ratio between the imitation score obtained using the modified demonstrations in this sections, and the one using the original demonstrations of Section 5).

Overall, methods in the BC and FM/DM classes seem to suffer the largest performance loss. Reward-based and goal-based methods are the least impacted by distribution shift, with the former being almost unaffected. Overall all the FB-IL methods consistently achieve good performance even under distribution shift (with a performance drop between 2% and 22% depending on the method), which is not the case for some baselines (e.g., those in the BC and FM/DM).

While goal-based methods slightly outperform the task-specific TD3IL baseline in our base setup (Fig. 1), this is not the case anymore in the generalization setup, with the best pretrained method now around 93% of the top non-pretrained performance (Fig. 10). Still, the overall picture in Figs. 1 and 10 is largely the same.
Figure 9: Aggregate normalized score of IL algorithms with different numbers of expert demonstrations. Results are averaged over domains, tasks and repetitions.

### E.6 Distribution Matching: Matching the Successor Measure on Average vs at Each State

The classical distribution matching loss (10) amounts to estimating the divergence between the *overall* occupation measures of a policy and the expert policy,

$$\hat{L}_\mathcal{R}^\star (z) := \left\| E_{s_0 \sim \rho_0} M_\pi^\star (s_0) - E_{s_0 \sim \rho_0} M_\pi (s_0) \right\|^2 \mathcal{R}_\star,$$

as $E_{s_0 \sim \rho_0} M_\pi (s_0)$ is the cumulated discounted measure over all states visited by $\pi$ when starting at $s_0 \sim \rho_0$. 

---

<table>
<thead>
<tr>
<th>BC</th>
<th>DWBC</th>
<th>ORIL</th>
<th>ORIL-O</th>
<th>ORIL-OO</th>
<th>OTR</th>
<th>TD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>30.9</td>
<td>27.7</td>
<td>45.8</td>
<td>43.0</td>
<td>43.9</td>
<td>33.9</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>70</td>
<td>80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imitation Score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SQIL</th>
<th>TD3IL</th>
<th>DemoDICE</th>
<th>SmoDICE</th>
<th>LobsDICE</th>
<th>IQLearn</th>
</tr>
</thead>
<tbody>
<tr>
<td>60.5</td>
<td>70.0</td>
<td>11.9</td>
<td>9.7</td>
<td>3.2</td>
<td>11.2</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>58.4</td>
<td>71.5</td>
<td>18.5</td>
<td>10.0</td>
<td>3.4</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Imitation Score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BC</th>
<th>DIAYN</th>
<th>ER</th>
<th>DIAYN</th>
<th>Goal</th>
<th>DIAYN</th>
<th>Goal-TD3</th>
<th>MaskDP</th>
<th>Goal-GPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.8</td>
<td>19.3</td>
<td>19.6</td>
<td>19.9</td>
<td>29.5</td>
<td>10.0</td>
<td>10.4</td>
<td>16.0</td>
<td>13.2</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>50</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>50</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>50</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Imitation Score (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 10: Generalization experiment: (top) average imitation score; (bottom) ratio between the average imitation score with distribution shift (i.e., using the demonstrations with modified initial state distribution, as described in the first paragraph of Appendix E.5) and without (i.e., using the demonstrations of Section 5). Imitation scores are computed by averaging over all domains, tasks, and repetitions for a single expert demonstrations.

Figure 11: Generalization experiment: imitation score for each domain averaged over tasks and repetitions for a single expert demonstration. The imitation score is the ratio between the cumulative return of the algorithm and the cumulative return of the expert.

But as mentioned in Section 4.3, we have chosen the loss

$$\mathcal{L}_{\mathcal{R}}(z) := \mathbb{E}_{s_0 \sim \rho_e} \| M^{\pi_e}(s_0) - M^{\pi_e}(s_0) \|^2_{\mathcal{R}}.$$  

(95)
We consider imitating a sequence of yoga poses from the RoboYoga benchmark (Mendonca et al., 2021), widening the initial states to all states from which we can estimate successor measures from the robot. This is not surprising: indeed, with \( E \rho e [\| \cdot \|_2] \) \( E \rho e [\cdot] \|_2 \) \( E \rho 0 [\cdot] \|_2 \) instead. This compares the successor measures of the expert and \( \pi_z \) at each point separately. This is a stricter criterion. For instance, take \( S \) to be a cycle \( S = \{1, \ldots, n\} \), and take an expert policy that moves to the right on the cycle, \( s \rightarrow s+1 \mod n \). If \( \rho_0 \) is uniform, the overall occupation measure \( E_{s_0} M^\pi(s_0) \) of that policy is uniform too, and is the same as for a policy that stays in place.

Putting \( E_{s_0} \) outside the norm is a simple way to solve this problem. Another way would be to consider distributions over state transitions \( \langle s_t, s_{t+1} \rangle \) instead of just states \( s_t \), as done, e.g., in (Zhu et al., 2020; Kim et al., 2022a), but this requires changing the foundation model.

In Figure 12, we report the difference in overall performance between three such variants: putting \( E_{s_0} \) inside the norm as in classical distribution matching, putting \( E_{s_0} \) inside the norm (thus widening the initial states to all states from which we can estimate successor measures from the demos), and putting \( E_{s_0} \) outside the norm (our main choice). The norm chosen is \( \| \cdot \|_B \).

The variant with \( E_{s_0} \) inside underperforms, while the variant with \( E_{s_0} \) inside only works well in the presence of our warm start initialization \( s_0 \leftarrow E \rho_e [B] \).

This is not surprising: indeed, with \( E_{s_0} \) inside the norm, the warm start is the only way the algorithm can incorporate information from the whole expert trajectory. Without warm start, it only gets information from the earliest part of the trajectory. More precisely, with the expectation \( E_{s_0} \) inside the norm, the loss in Thm. 2 becomes

\[
L_B(z) = \| E_{s_0} \left[ (Cov B) F(s_0, z) - \mathbb{E} \left[ \sum_{k \geq 0} \gamma^k B(s_{k+1} \mid s_0, \pi_e) \right] \right] \|_2^2 + \text{cst}
\]

from which it is clear that:

1. The model \( F \) only matters through \( F(s_0, z) \).
2. Along the expert trajectories, states far from the initial state distribution \( \rho_0 \) are discounted. So the later sections of the expert trajectories are largely discarded.

On the other hand, the version with \( E_{s_0} \) outside does not rely on the warm start to incorporate information from the whole expert trajectory: it demonstrates greater robustness to the initialization of \( z \), for a negligible difference in performance compared to \( E_{s_0} \) inside-with-warm-start. It also corresponds to a finer theoretical criterion for identifying policies, as explained above.

F Waypoint Imitation Learning Experiment

We consider imitating a sequence of yoga poses from the RoboYoga benchmark (Mendonca et al., 2021). The RoboYoga benchmark defines 12 different robot positions for the walker and quadruped domains of the DeepMind Control Suite. Here we focus on walker and generate expert demonstrations by concatenating different poses, keeping each fixed for 100 time steps. Figure 13 shows an example of such a demonstration.
Note that the expert is both *non-stationary*, as the underlying task (i.e., reaching the pose) changes over time, and *non-realizable*, as the transitions between poses are instantaneous and thus not physically attainable. For this reason, we compare only goal-based IL methods (\textsc{Goal-FB}, \textsc{Goal-TD3}, and \textsc{Goal-GPT}) which are the only ones capable of dealing with non-stationarity.

Figure 13: Example of sequence of yoga poses to imitate. From left to right: lie front, legs up, stand up, lie back, kneel, head stand, bridge.

**F.1 Detailed Protocol**

We evaluate each goal-based IL method on 1000 sequences of poses. Each sequence is built by first sampling 10 out of the 12 yoga poses without replacement and then building a state trajectory of 1000 steps where each of the 10 poses is kept fixed for 100 consecutive steps. For each of the 1000 test sequences, each method is tested starting from a state randomly generated from the standard initial state distribution of the walker domain.

Each generated trajectory is scored in terms of the rewards of the pose sequence it intends to imitate. More precisely, each pose in the RoboYoga benchmark is associated to a reward function

\[
 r_g(s_{t+1}) = \begin{cases} 
 1 & \text{if } \|s_{t+1} - g\|_\infty \leq 0.55, \\
 0 & \text{otherwise}, 
\end{cases}
\]

where \(g\) is the state corresponding to the pose. Letting \((g_t)_{t\geq0}\) denote a sequence of poses to imitate, the score we compute for the corresponding trajectory \((s_t)_{t\geq0}\) produced by an IL method is \(\sum_{t=0}^{1000} r_{g_{t+1}}(s_{t+1})\). This number is then normalized by the total reward achieved by TD3 trained offline on each pose separately. Each number in Figure 4 is obtained by averaging the scores obtained by the IL method over the 1000 test sequences and 10 pretrained BFMs, plus/minus the standard deviation of the average score of each of the 10 BFMs divided by \(\sqrt{10}\).

**F.2 Algorithms and Hyperparameters**

\textsc{Goal-FB}. We pretrain 10 FB models (with 10 different random seeds) as described in App. D.3 using the same hyperparameters reported in Table 1 with only three modifications: we add an extra hidden layer to the \(F\) and actor networks, we reduce the learning rate of \(B\) to \(10^{-6}\), and we train for \(3 \times 10^6\) gradient steps. At test time, we imitate pose sequences by using a lookahead of 1. That is, at time \(t\) of the produced trajectory we play \(a_t = \pi_{z_t}(s_t)\) with \(z_t = B(s_{t+1}^{\text{demo}})\), where \(s_t\) is the current state and \(s_{t+1}^{\text{demo}}\) is the state one-step ahead in the demonstration (i.e., the next pose to imitate).

\textsc{Goal-TD3 and Goal-GPT}. We use the same 10 pretrained models considered in the experiments of Sect. 5.1 and 5.2. See App. C and D for the detailed training protocol and hyperparameters. At test time, for \textsc{Goal-TD3} we use the same lookahead of 1 as for \textsc{Goal-FB}. On the other hand, for \textsc{Goal-GPT} we use a lookahead of 16 as we found a lookahead of 1 to be working poorly. This is likely due to the fact that \textsc{Goal-GPT} is pretrained with a context length of 16, and thus tries to reach a goal state 16 steps ahead with an autoregressive (i.e., history-dependent) policy. Setting the lookahead to 1 essentially implies that we execute a Markovian policy as the history is reset every single step.

**F.3 Qualitative Evaluation**

Figure 14 shows an example of trajectory generated by \textsc{Goal-FB} when imitating the pose sequence of Figure 13.
Figure 14: Imitating the sequence of yoga poses from Figure 13 by GOAL\textsubscript{FB}. The agent learns how to quickly transition between each pose despite not being demonstrated how to do so.

Besides being able to reproduce each of the seven poses, GOAL\textsubscript{FB} is capable of transitioning between them despite not being demonstrated how to do so. This is because the underlying FB model, from a purely unsupervised pre-training, potentially learned how to reach each pose from any other state in the data.
Table 9: Normalized score for imitation on the D4RL benchmark with $K = 1$ expert demonstrations.

<table>
<thead>
<tr>
<th></th>
<th>ORIL$_{ORIL}$</th>
<th>ORIL-O$_{ORIL}$</th>
<th>ORIL-OO$_{ORIL}$</th>
<th>ORIL-OO$_{IQL}$</th>
<th>ORIL-OO$_{IQL}$</th>
<th>OTR$_{IQL}$</th>
<th>DEMODICE</th>
<th>SMODICE</th>
<th>LOBODICE</th>
</tr>
</thead>
<tbody>
<tr>
<td>halfcheetah-medium-expert-v2</td>
<td>70.7 (1.5)</td>
<td>84.0 (2.7)</td>
<td>73.8 (2.7)</td>
<td>70.3 (2.2)</td>
<td>43.9 (0.2)</td>
<td>59.6 (0.5)</td>
<td>69.9 (0.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>halfcheetah-medium-replay-v2</td>
<td>35.0 (0.3)</td>
<td>34.2 (0.3)</td>
<td>35.1 (0.5)</td>
<td>35.0 (0.1)</td>
<td>32.0 (0.2)</td>
<td>34.0 (0.2)</td>
<td>35.1 (0.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>halfcheetah-medium-v2</td>
<td>42.7 (0.1)</td>
<td>42.4 (0.3)</td>
<td>42.6 (0.1)</td>
<td>42.5 (0.1)</td>
<td>42.6 (0.1)</td>
<td>42.7 (0.1)</td>
<td>42.5 (0.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>walker2d-medium-expert-v2</td>
<td>103.1 (2.6)</td>
<td>102.9 (0.0)</td>
<td>105.3 (2.0)</td>
<td>100.1 (1.4)</td>
<td>99.8 (1.4)</td>
<td>107.9 (0.2)</td>
<td>106.2 (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>walker2d-medium-replay-v2</td>
<td>32.1 (1.3)</td>
<td>43.4 (1.5)</td>
<td>42.1 (2.4)</td>
<td>50.5 (0.9)</td>
<td>36.3 (1.5)</td>
<td>20.2 (1.1)</td>
<td>37.4 (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>walker2d-medium-v2</td>
<td>64.7 (2.6)</td>
<td>68.3 (2.0)</td>
<td>62.1 (2.2)</td>
<td>65.3 (4.4)</td>
<td>68.8 (4.4)</td>
<td>53.0 (1.1)</td>
<td>56.9 (1.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

G Baseline Results on D4RL

In this section, we check that our baseline implementations achieve comparable performance to the results reported in the literature.

For this, we report the evaluation of a few baselines on the standard D4RL benchmark (Fu et al., 2020). We consider the same setting as in (Luo et al., 2023). Similarly to (Luo et al., 2023), we use IQL as the learning algorithm for ORIL and OTR, which we noticed to be performing better than TD3 in this particular benchmark.

Tab. 9 shows that our implementations achieve comparable performance to the results in the literature, confirming their correctness.\(^7\) This also shows that our setting is particularly challenging for *DICE algorithms that are intrinsically tight to conservative updates.

\(^7\)It is likely that better results can be obtained through hyper-parameter tuning (which we did not perform in these experiments).