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Abstract

Previous in-context learning (ICL) research has
focused on tasks such as classification, machine
translation, text2table, etc., while studies on
whether ICL can improve human-like dialogue
generation are scarce. Our work fills this gap
by systematically investigating the ICL capa-
bilities of large language models (LLMs) in
persona-based dialogue generation, conduct-
ing extensive experiments on high-quality real
human Chinese dialogue datasets. From exper-
imental results, we draw three conclusions: 1)
adjusting prompt instructions is the most direct,
effective, and economical way to improve gen-
eration quality; 2) randomly retrieving demon-
strations (demos) achieves the best results, pos-
sibly due to the greater diversity and the amount
of effective information; counter-intuitively, re-
trieving demos with a context identical to the
query performs the worst; 3) even when we
destroy the multi-turn associations and single-
turn semantics in the demos, increasing the
number of demos still improves dialogue per-
formance, proving that LLMs can learn from
corrupted dialogue demos. Previous explana-
tions of the ICL mechanism, such as n-gram
induction head, cannot fully account for this
phenomenon (Code is available at Dialog ICL).

1 Introduction

Current chatbots based on LLMs have superior
performance on question answering, polishing doc-
uments, etc. (Srivastava et al., 2022). However,
for the task of persona-based dialogue generation,
these universal LLMs still lag far behind real hu-
mans!. Persona-based dialogue generation is cru-
cial and has practical application value. For in-
stance, optimizing persona dialogue generation
is of great significance for empathetic and med-
ical chatbots (De Gennaro et al., 2020; Liu et al.,
2022b), and it can bring trust to users (Huang et al.,
2023; De Gennaro et al., 2020).

'As shown in Table 12, despite numerous specifications,
GPT-4 tends to generate unnatural responses in most cases.

On the other hand, fine-tuning a high-quality
persona-based dialogue model usually requires a
proprietary dataset, and the cost of manually writ-
ing dialogues is very high (Cao et al., 2022; Huang
et al., 2023). Since the valid context length of
LLMs is constantly growing (Xiong et al., 2023),
we believe that ICL may be an effective way to
generate high-quality dialogues at a low cost. How-
ever, research papers on how ICL affects dialogue
generation are few (Dong et al., 2022). Only one pa-
per Xu et al. (2023) investigates the ability of LLM
to learn from dialogue demos, but these demos only
contain character background information, which
is quite different from real human conversations. In
this paper, we experiment with the ICL capability
of LLMs on dialogues of real-human conversations,
systematically exploring the capabilities of ICL
in persona-based dialogue generation, including
how we should choose the demo retrieval method,
whether we should focus more on the text qual-
ity of the demo itself or the input-output mapping,
whether providing more demos can improve the
results, and give insight on what the LLM learns
and does not learn from the provided demos.

2 Problem Formulation

We investigate the LLMs’ ICL ability to perform
turn-level persona-based dialogue generation us-
ing the prompt with instructions and demos. We
begin by defining notations. We denote the per-
sona description as per and the query context be-
fore the t¢-th round of dialogue as c¢;—;, where
¢i—1 = (ro,...,m—1) and ry_1 is the most recent
dialogue turn. A dialogue demo of ¢ turns can be
represented as © = (per, ¢g), where ¢.,_1 can be
interpreted as the input part of the demo while r, as
the output (y label) part. A set of k& dialogue demos
is denoted as x% = (20,..., 2%). We define p
as the current task’s prompt. Additionally, we have
a template function 7 for integrating k& demos, the
task prompt, query persona, and query context. We
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can represent the LLM’s output response at current
round ¢ as 7 = LLM(T (xE_ . p,per,ci_1)).
See §A.2 for filled templates.

Our work primarily investigates three research
questions. RQ1: For dialogue generation via ICL,
should we focus on tuning the task prompt, provid-
ing high-quality demos, or both? RQ2: What is the
impact of different demo retrieval methods on ICL?
Do the number of demos and their context length
make a difference? RQ3: From which aspects do
LLMs learn useful information from demos? We
analyze this from the perspectives of multi-turn
correlation, single-turn semantics, input-label map-
ping, and token distributions.

3 Evaluation Metrics for Generation

In the experiment, given a persona description per
and a context c.;_1, we evaluate a set of model re-
sponses from three dimensions: intra-diversity,
inter-similarity to expert-written responses, and
response quality. Intra-diversity is the average
of multiple traditional metrics, including Distinct-
n (Li et al., 2015), Entropy-n (Serban et al., 2017),
self-bleu (Zhu et al., 2018), and cosine similar-
ity based on sentence embeddings. The similarity
to expert responses mainly considers rougel. (Lin,
2004), bleu (Papineni et al., 2002), and cosine simi-
larity based on sentence embeddings. The response
quality is scored by our self-trained Response Eval-
uator, which takes into account persona consistency,
context logic, interestingness, and colloquial ex-
pressions. Our self-trained Response Evaluator sig-
nificantly outperforms crowd-sourced evaluations
and other automated evaluation schemes in terms of
consistency with expert ratings. See §A.1.1 for de-
tails of how each evaluation metric is calculated and
§A.5 for how the Response Evaluator is trained.

4 Different Prompt and ICL Settings

Below we show settings to concatenate prompts
and demos (examples are provided in §A.2).
Context Only: We only provide the persona de-
scription and context containing ¢ — 1 turns.
Prompt Only: We only provide the persona de-
scription, the task prompt, and the context c.;_1.
Few Shot Demo: We provide k£ demos, the persona
description and the context c.; 1.
Few Shot Demo+Prompt: We provide £ demos,
the task prompt, the persona, and the context c.;_1.
For the setting of demo retrieval, we attempt
three methods. The first method randomly selects

a demo with the same context length, the second
method (following (Su et al., 2022)) retrieves the
most similar demos (with the same length as the
query) based on the cosine similarity of sentence
embeddings, and the third method provides demos
that contain the exact same context (c.p_1) as the
query context, each with a high-quality response 7
written by a human expert.

5 Experimental Settings

5.1 Evaluation LLMs & Dataset

For LLMs, we select GPT-3.5-turbo (Ye et al.,
2023b), GPT-4 (Achiam et al., 2023), and
Ernie (Sun et al., 2021) because they have the abil-
ities to follow instructions and perform in-context
learning. We employ nucleus sampling (Holtzman
et al., 2020) for decoding, setting both of the top-p
and temperature parameters to 0.9.

Regarding the evaluation dataset D.,,,;, We man-
ually selected 6 personas with distinct personality
backgrounds, with an average of 150 Chinese char-
acters per persona, and an average of 15 turns of
conversation. Each turn has an average of 35 char-
acters. All the dialogues are written by students
from the Department of Chinese Language and
Literature. Compared to previous open-source Chi-
nese dialogue data (Papangelis et al., 2020), our
persona descriptions are much more complex, and
conforming to the majority of commercial chat-bot-
based products?, with higher dialogue quality and
richer content (see more examples in §A.2). We
keep the test set compact due to our limited budget
(GPT-4 and ernie-bot-4 are very expensive). We
also provide a demo dataset D, Where demos
are retrieved (for random/embedding method). It
contains 800 dialogues, with each written by a hu-
man expert. {Dyemo} N {Devar } equals (.

5.2 Ablation Settings

w/o correct y label: response r; for each demo
context ¢;_; is replaced with a random response
sampled from from Dgep0-

w/o contextual semantic: turns in each demo con-
text ¢;_1 are shuffled.

w/o turn semantic: tokens’ in each demo turn 7;
are shuffled (including the last label turn).

w/o contextual/turn semantic: tokens in each
demo turn 7; and turns in each demo context c.;_1

“English products include character.ai and inworld.ai,
while Chinese products include Minimax’s Xingye.
3each turn is tokenized by jieba.
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Prompt Construction Method

Intra-Diversity  Inter-Similarity  Response Quality

GPT-3.5 Context Only° 0.671 0.26911 0.14714
Prompt Only* 0.6841°4 0.228 0.191149:3:4
Few Shot Demo (Random)? 0.6861°4 0.27711 0.1601

- w/o correct y label A0.0087 —A0.040¢ A0.004

- w/o contextual semantic A0.005 —AO0.013¢ A0.0261

- w/o turn semantic —A0.005 —A0.021¢ A0.010

- w/o contextual/turn semantic —A0.007 —AO0.023¢ —A0.000
Few Shot Demo (Emebdding)® 0.6801:4 0.2691! 0.1561*

- w/o correct y label A0.006 —A0.020t —A0.019
Few Shot Demo (Same Persona/Context)*  0.667 0.2867124 0.094

- w/o correct y label —A0.0147 —A0.079t —A0.0427
Few Shot Demo (Random) + Prompt” 0.6967°" 0.2431! 0.2227°"

GPT-4  Context Only° 0.655 0.26911:2:3 0.155
Prompt Only! 0.7041" 0.248 047610234
Few Shot Demo (Random)? 0.6791°4 0.25811 0.235494

- w/o correct y label A0.002 —A0.034} —A0.0357

- w/o contextual semantic A0.005 A0.001 —A0.010

- w/o turn semantic —AO0.0187 —A0.002 —A0.0341

- w/o contextual/turn semantic —A0.0087 —A0.015¢ —A0.062F
Few Shot Demo (Emebdding)® 0.68010:4 0.2611* 0.24310:4

- w/o correct y label A0.004 —A0.024¢ —A0.029F
Few Shot Demo (Same Persona/Context)*  0.658 0.294 j“” 0.1931°

- w/o correct y label A0.003 —AO0.070t —A0.095¢
Few Shot Demo (Random) + Prompt5 0.710jj0’2"3’4 0.264T1’2 0.470T()’2’3’4

Ernie Context Only° 0.690 0.265 0.345
Prompt Only! 0.72019234  0.263 0.519494
Few Shot Demo (Random)? 0.7061°2 0.269 0.487104

- w/o correct y label A0.023t —A0.025¢ —AO0.075F

- w/o contextual semantic A0.001 A0.007 A0.007

- w/o turn semantic —A0.005F —A0.001 —A0.0541

- w/o contextual/turn semantic —A0.004 —A0.001 —A0.0427
Few Shot Demo (Emebdding)® 0.6981° 0.28119:1:2:5 0.5001°4

- w/o correct y label A0.0127 —A0.023¢ —A0.053¢
Few Shot Demo (Same Persona/Context)*  0.7011° 0.3301" 0.340

- w/o correct y label A0.009 —AO0.120% —AO0.1667
Few Shot Demo (Random) + Prompt® 0.7181%234  0.2711! 0.5441"

Table 1: Results of dialogue generation when few-shot £ is set to 5. For each LLM, the best results are underlined.
The up-arrow 7 indicates statistical significance (p < 0.05 with Wilcoxon signed-rank test (Woolson, 2007)) when
comparing two methods. For example, 0.6841°-4 in the second row indicates Prompt Only method is better than
Context Only method and Few Shot Demo (Same Persona/Context) method, and is statistically significant. We use A
and — A to represent absolute increase and decrease in scores for ablations (} indicates statistical significance). The
text in parentheses (such as Random) represents the demo’s retrieval method.

are both shuffled (denoted as ¢,;_;).

6 Results Analysis

We present the performance of various settings
(few-shot k is fixed to 5) for dialogue generation
in Table 1. We present the response quality scores
averaged over varying few-shot settings in Table 2.
For more detailed chart data, please refer to §A.

Discussion of RQ1: From Table 1, we observe that
for all LLMs, Prompt Only method scores much
higher in response quality than using context or
few-shot demos alone. From Table 2 and Figure 8,
we can see that the few-shot ICL method requires
a large number of demos (at least 7) to catch up

with using only the prompt. Overall, we believe
that optimizing the prompt alone is the most cost-
effective choice. But if funding permits, you may
consider adding more demos to the prompt. At least
for models gpt-3.5 and Ernie, we find that adding
demos can improve the quality of responses.

Discussion of RQ2: From Table 1, we can see that
(comparing methods with No. 2, 3, and 4), the
response quality of recalling demos of the same
context is the worst, and this conclusion holds
for all three language models. We hypothesize
two reasons for this: First, the LLM may not be
able to learn how to generalize from the (same)
input-(different) output mapping from only 5 sam-



ples (as the one-to-many input-output format in
the fine-tuning scenario also hinders model con-
verging). Second, the quality of the LLM-generated
responses is directly proportional to the effective in-
formation in the demos. The effective information
may include token distribution, single-turn seman-
tics, multi-turn associations, etc. Clearly, demos
with the same context have the least effective in-
formation as the same context c;_ is repeated 5
times, and the number of unique tokens is also the
smallest (see Figure 3). For the other two methods,
as we increase the effective information by increas-
ing the few-shot k, the overall dialogue quality
shows an upward trend (see Figure 9).

The response quality of retrieving randomly and
retrieving through embedding is relatively close,
but the former has much more diverse responses.
We believe that retrieving randomly is a strong base-
line, and efforts should be focused on improving
the quality of the demo set Xgemo, rather than the
similarity between query context and demo con-
text. When budget is sufficient, you may provide as
many demos as possible because using larger k can
improve response quality (proved in Figure 14).

Discussion of RQ3: Analyzing all LLMs, in both
fixed (k=5, Table 1) and varying few-shot settings
(Figure 7), shuffling the context of the demo does
not affect the quality of generated responses (in
some cases, it even improves the quality, as in Ta-
ble 1 for gpt-3.5). Furthermore, when comparing
w/o turn semantic and w/o contextual/turn seman-
tic, we do not find the latter to significantly reduce
the response quality; for ernie-bot-4, we even find
that the former has a greater negative impact (bot-
tom right of Figure 7). Based on these results, we
conjecture that LLMs do not learn generalizable di-
alogue generation abilities from multi-turn logical
or semantic associations in Xgeme during ICL.

The corruption of single-turn semantics and
grammar significantly reduces the generation qual-
ity of the three LLMs, which demonstrates that
LLMs effectively learn single-turn semantics dur-
ing the ICL process. However, the ability to learn
input-output mapping (w/o correct y label) varies
among LLMs, with gpt-3.5 performing poorly,
while the other two models perform better.

What surprises us the most is that when we cor-
rupt both single-turn and multi-turn semantics, the
LLM-generated text quality remains significantly
better than the Context Only setting (Table 1). And
as we increase the few-shot k£ and the length of

the context for these semantic-corruption methods
(Figures 7 and 11 to 13), the response quality of
LLMs still shows an upward trend (not particularly
evident for GPT-4). Additionally, from Figure 2,
we can see that LLM does not simply learn to copy
tokens from demos; it generalizes. We conclude
that LLM has the potential to conduct ICL well
even when provided with corrupted X ge .. Specifi-
cally, the LLM can learn from demos’ mapping of
token-distribution of c1.;_1 and corrupted response
r; and improve the generation quality when a nor-
mal query context cy1..—1 is provided.

Aside from the above three research questions,
we also discover some other interesting phenomena.
Please refer to §A.6 for more details.

7 Connections between our experimental
conclusions and previous work

Researchers Reynolds and McDonell (2021); Sun
etal. (2022); Dong et al. (2022) find that in machine
translation, classification, and other tasks, carefully
crafted manual prompts can perform better than
few-shot learning (consistent with our conclusion).
Additionally, Reynolds and McDonell (2021) dis-
covers that Zero-Shot (corresponding to our Con-
text Only method) performance is also better than
Few-Shot, which contradicts our findings.

Regarding the retrieval of demos, previous work
has concluded that similarity-based retrieval is sig-
nificantly better than random retrieval in tasks such
as sentiment classification, table-to-text, and se-
mantic parsing (Liu et al., 2022a; Rubin et al.,
2022). However, our findings suggest that the ran-
dom baseline performs the best, possibly due to its
superior diversity, which can lead to compositional
generalization (Levy et al., 2023).

Regarding whether LLMs can effectively learn
y label during ICL, some work argues that input-
output mapping is not important (Min et al., 2022),
while others affirm the value of y label (Li and Qiu,
2023; Kossen et al., 2023). Our conclusion is that
the y label is helpful for dialogue generation, but
to a relatively small extent.

Regarding the relationship between the number
of demos and the performance ICL, Reynolds and
McDonell (2021) believes that there is no linear
relationship between them, while Li et al. (2023);
Wau et al. (2023); Hao et al. (2022) find that in story
generation and classification tasks, the more de-
mos, the better the performance (our experimental
results support this claim, too).



8 Limitation

Due to limited resources, we have not attempted
many more complex methods for selecting demos,
and most of these methods have not been tested
for their effectiveness in dialogue generation (Iter
et al., 2023; Ye et al., 2023a). Additionally, we
hope that future researchers can further expand the
test set or explore whether similar conclusions can
be drawn from ICL in other languages.

Our paper investigates the performance of ICL
in persona-based dialogue generation and provides
some practical suggestions, but does not delve into
the underlying mechanisms of ICL in this context.
Existing hypotheses, such as those based on n-
gram (copy/induction) head, cannot fully account
for our experimental results. We believe that the
principles behind the effectiveness of ICL warrant
further investigation.
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A Appendix

In the appendix, we provide a more detailed in-
troduction to the evaluation metrics for dialogue
generation in §A.1.1 and explain how we select and
retain the best prompt in §A.1.2.

In §A.2 and §A.3, we showcase filled templates
under various settings, allowing for a clear repre-
sentation of the LLMs’ input text.

We describe the training approach for the Dia-
logue Embedding model in Section§A.4 and out-
line the training data and training details for the
Response Evaluator in §A.S.

In §A.6, we present additional interesting exper-
imental findings.

In §A.7, we provide a detailed overview of the
annotator background, the manual composition pro-
cess for high-quality reference responses from hu-
man experts, the evaluation consistency between
the Response Evaluator and expert annotators, as
well as the specific annotation guidelines.

A.1 More Details on Experimental Settings

A.1.1 Evaluation Metrics for Generation

In the experiment, given a persona description and
a context, we let the LLM generate 15 responses,
from which we retain a set of 5 responses that
has the highest intra-diversity (the retention pro-
cess finds the combination of 5 responses with
the largest unique token set among all possible
combinations). We adopt this setting because the
responses generated by the LLM given the same
context can be quite similar. We denote the retained
response set as S, and the set of 5 expert-written
responses as S,. We analyze the quality of the
responses along three dimensions, as shown below.
Intra-Diversity: we calculate the Distinct-n
(n=1,2,3) (Li et al., 2015), Entropy-n (n=1) (Ser-
ban et al., 2017), 1 — self-bleu score (Zhu et al.,
2018), and 1 — cosine-similarity score (mean) for
S,.. We denote the cosine similarity between two
unequal responses as vq0s. The embeddings of two
responses are extracted by our self-trained encoder
(see §A.4 for more details). We iterate through all
unequal pairs in Sr to compute v.,s values, and
the average cosine similarity is the mean of all v,
values. The final diversity score sg;, is the average
of the four scores, with higher values indicating
better response diversity in S,.

Inter-Similarity: To calculate the similarity score
Ssim between S} and S,, we first iterate through
the responses in S,, and compute the similarity

score between the generated response 7 and S,.
This involves calculating the BLEU score (Papineni
et al., 2002), ROUGE-L score (Lin, 2004), token
and character-level overlap ratios (calculated as the
percentage of unique token/character of 7 in S,),
as well as the average cosine similarity between 7
and each response in S,. We take the mean of the
five scores above as the similarity score between
7 and gr. We obtain the final similarity score Sgipm,
between S, and S, by averaging over all generated
responses.

Response Quality: The response quality is scored
by a specially customized Response Evaluator f,q;
(see §A.5), trained on 50, 000+ samples. The eval-
vator fe,q(per, ci—1,7¢) outputs a score between
0 and 1, representing the quality of the response 7.
The closer the score is to 1, the better the model’s
reply 7 performs in terms of persona consistency,
contextual logic, interestingness, and colloquial ex-
pression. We verify the correlation of the Response
Evaluator with expert ratings, which is significantly
higher than crowd-sourced annotations and other
automated LLM-based evaluation methods (details
can be referred to §A.7.3).

A.1.2 Prompt Selection Process

In our experiment, the results of prompt-related
methods are based on one selected prompt. We
elaborate on how the best prompt is selected.

All co-authors are asked to write 10 candidate
prompts, from which one best prompt is evaluated
(by all co-authors) and kept based on its perfor-
mance (considering both the intra-diversity and
response quality) on the held-out dataset. Specific
details of the retained prompt can be found in Ta-
ble 13.

A.2 Examples of Filled Templates

Examples of filled templates for Context Only,
Prompt only, Few shot demo and Few shot demo
with prompt can be found in Tables 4 to 7.

A.3 Examples of Filled Demonstrations under
Different Ablation Settings

Examples of different context ablation settings can
be found in Tables 8 to 11 respectively.

A.4 Training Details of the Dialogue
Embedding Model

The data used for training the Dialogue Embedding
Model comes from D, and the method we em-
ploy is SImCSE (Gao et al., 2021). One positive



Prompt Construction Method Response Quality ~ Number of Few Shot k& to Exceed Prompt Only Method
GPT-3.5 Few Shot Demo (Random) 0.188 7
- w/o correct y label A0.0097 7
- w/o contextual semantic A0.005 7
- w/o turn semantic —A0.010t Unknown
- w/o contextual/turn semantic ~ —A0.0261 Unknown
Context Only 0.147 -
GPT-4 Few Shot Demo (Random) 0.227 Unknown
- w/o correct y label —A0.041t Unknown
- w/o contextual semantic A0.004 Unknown
- w/o turn semantic —A0.036tF Unknown
- w/o contextual/turn semantic ~ —A0.0427 Unknown
Context Only 0.155 -
Ernie Few Shot Demo (Random) 0.5022 9
- w/o correct y label —A0.069t Unknown
- w/o contextual semantic —A0.005 Unknown
- w/o turn semantic —AO0.055¢ Unknown
- w/o contextual/turn semantic ~ —AO0.0407 Unknown
Context Only 0.345 -

Table 2: Results of dialogue generation when scores are averaged over few-shot & of 1,3,5,7,9 and 11.

sample pair is (7pc(per, c.i—1),7¢), where Ty is
a template function that concatenates persona de-
scription and context (separated by [SEP]). One
negative sample pair is (7pc(per, c.t—1), Trand)
where 7.4, is a randomly sampled response
(drawn from the set of all responses in D ey, ). Our
SimCSE two-tower model uses Roberta-Large (Liu
et al., 2019) as the text encoder, with non-shared
parameters for the left and right towers. Therefore,
whether to use the left tower or the right tower
depends on the application scenario. Use the left
tower to retrieve context based on the context, and
use the right tower to retrieve responses based on
the responses.

We train our own Embedding Model to ensure
that the data distribution is as close as possible to
the setting of persona-based dialogues, thus improv-
ing the recall of similar contexts. Existing Chinese
embedding models (such as sbert-base-chinese-
nli*, text2vec-base-chinese-paraphrase’, bge-large-
zh-v1.5%, etc.) do not include training data in the
form of persona and context. Consequently, their
performance in recalling dialogue responses is sig-
nificantly lower than our model, with an MRR
(mean reciprocal rank) that is more than 10 points
lower.

“https://huggingface.co/uer/sbert-base-chinese-nli

Shttps://huggingface.co/shibing624/text2vec-base-
chinese-paraphrase

®https://huggingface.co/BAAI/bge-large-zh-v1.5

A.5 Training Details of the Response
Evaluator

The training data for the Response Evaluator fe,q;
consists of two parts. The first part is dialogue
data Dge,,, created by professional writers (500
dialogues in total), each dialogue including one
persona description and 40 rounds of conversa-
tions (¢ equals 40). By iterating t(0 <=t < ()
through the entire dialogue, we obtain positive
samples Teyq1(per, c4—1,7¢) and negative samples
Teval (€T, C:t—1, Tneg). The negative response 7peq
has two sources: the first is the random extraction
from the Chinese Novel Corpus’, and the second is
retrieving responses similar to the context ¢;_9.;—1
using the sbert-base-chinese-nli model (from the
set of all responses in D). The template func-
tion T, sSimply concatenates the persona, context,
and response together, separating them with [SEP].

The second part comes from real-time scor-
ing and rewriting tasks. We train a Chinese-
LLaMA® model £LL M., and design a conversa-
tional task where annotators chat and revise the
model’s responses. The annotators are required to
engage in 40 rounds of conversation with LLM .,
modifying their responses when they are unsat-
isfactory. We can naturally obtain paired data
(human-modified responses as positive samples and
LLM,, generated responses as negative samples)
from these revised conversations. The effective

"We have collected novel data from multiple sources, in-

cluding web novels and classic novels. The Corpus contains
around 1,000,000 unique dialogue turns in total.
8https://github.com/ymcui/Chinese-LLaMA-Alpaca



data size for this type of data is around 5,000.

We chose Roberta-Large as our Response Evalu-
ator. Due to its position encoding length limitation,
we truncate the persona description and the context
when any of them exceeds 250 tokens. In most
cases, this preserves a complete 7-10 rounds of
dialogue. We set the learning rate and batch size
to le-5 and 32, respectively, and allocate 5% of
the training data as a validation set. We retain the
model with the lowest loss on the validation set.
The loss function for training the model is Binary
Cross Entropy. Please refer to §A.7.3 for specific
annotation quality of the Response Evaluator.

A.6 More Experimental Analysis

A.6.1 ICL is much more than n-gram
induction heads

There are works explaining ICL from the perspec-
tives of induction head (Olsson et al., 2022) and
n-gram head (Akyiirek et al., 2024), but we be-
lieve that these theories cannot fully explain the
phenomenon of ernie-bot-4 w/o contextual/turn se-
mantic method continuously improving as the num-
ber of demos increases (see Figure 4 and Figure 13).
This is because, in this setting, the n-gram informa-
tion of the demos does not correspond to that of the
query. During ICL, the relationship between the
n-grams in the demos and their following text are
of no reference value as the order of the n-grams is
random.

A.6.2 Is it possible to balance diversity while
ensuring the quality of responses?

Yes, it is possible. As seen in Figure 5, the op-
timal approach (using both task prompt and de-
mos) outperforms the demo-only method on both
response quality and diversity. The experimental
results demonstrate that in the task of dialogue
generation, diversity, and response quality are not
necessarily a trade-off.

A.6.3 Does the context length of the
demonstrations have an impact on the
ICL-based dialogue generation?

From Figures 4 to 6, we demonstrate the impact
of different semantic corruption methods, differ-
ent prompt setting, and different retrieval methods
on dialogue generation respectively as the context
length varies. From Figures 11 to 14, we demon-
strate the variations in response quality as the con-
text length and few-shot £ change simultaneously.
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From these figures, we observe that different
LLMs have varying sensitivity to the changes in
demo context length. The ernie-bot-4 model is
the most sensitive, while gpt-3.5 and gpt-4 only
exhibit an increase in response quality with context
length under specific few-shot settings or special
conditions (w/o correct y label). We hypothesize
that this is due to ernie-bot-4’s higher efficiency in
absorbing knowledge during ICL and its robustness
to the format of Xge,,0, allowing it to learn from
corrupted Xgomo. The reasons why gpt-3.5 and
gpt-4 cannot extract more useful information from
longer contexts during ICL needs further research.

A.6.4 Are responses generated by LL.Ms most
similar to the nearest demo’s response?

The key difference between the embedding retrieval
method and the other two retrieval methods is that
the context of the embedding-retrieved demo and
the context of the query have a similar relationship,
i.e., the closer the demo is to the query, the more
similar their contexts are.

From Figure 1, we can observe that LLM pays
more attention to nearby demo responses only
when using the embedding retrieval method. We
put forward two hypotheses to explain this phe-
nomenon. The first hypothesis is that X¢,,,, inher-
ently contains the pattern that the closer the demos
are to each other, the more similar their responses
will be, and LLM learns this pattern during ICL.
The second hypothesis is that the more similar the
query context and demo context are, the more simi-
lar their responses will be. We can rule out the first
hypothesis based on the bottom-right subgraph of
Figure 1. For the second hypothesis, we believe
more ablation experiments are needed. We should
also consider the distance between the query and
the demo, and compare the differences between
the settings of query and demo are similar and
close and query and demo are similar but distant.
We leave the ablation of the second hypothesis for
future research.

A.6.5 Reinforced co-occurrence of context
and response entails copying

From Figure 9, we can see that as we add more de-
mos to the Few Shot Demo (Same) method (when
k > 5, there will be repeated responses in the de-
mos since we only ask annotators to write 5 differ-
ent response per context), the responses generated
by the LLM become increasingly similar to those
written by humans, until they completely copy the



responses in the demos (verified by manual inspec-
tion). Our experimental results demonstrate the
existence of a dialogue co-occurrence reinforce-
ment phenomenon — when the demo context and
its response repeat multiple times, and the context
of demos are identical to the query context, the
LLM tends to copy one of the responses from the
demos. This result mirrors the token co-occurrence
reinforcement phenomenon (Yan et al., 2023).

A.6.6 Can adding a triggering prompt to the
demos with the same query context
improve generation quality?

From a human perspective, when given a task—
writing a response based on the same context, what
we most need are examples that are most relevant
to that task (i.e., examples containing the same
context) because humans have a strong ability to
imitate and summarize from small samples. How-
ever, as seen from the previous experimental results,
when the LLM is provided with examples of the
same context, it performs poorly. We conduct an
additional test to study whether it is possible to
enable the LLM to generalize from a small number
of samples by adding a ‘triggering’ prompt.

From Figure 10, we can see that for Ernie-bot-
4, adding prompts does not significantly improve
the model’s generation quality. For GPT-3.5, al-
though the response ratings significantly improve,
the LLM is essentially replicating responses al-
ready present in the demos. For GPT-4, only one
prompt (with more detailed instructions) signifi-
cantly improves the quality of the responses. We
conclude that whether to add triggering prompts
should depend on the model, and attention should
be paid to the issue of copying existing responses.

A.7 Annotation Details
A.7.1 Annotator (co-author) Backgrounds

Annotator (co-author) A: Al researcher special-
izing in persona-based dialogue generation, with
over 20,000 rounds of dialogue evaluation experi-
ence. He/She possesses extensive practical knowl-
edge in evaluating persona-based dialogues.

Annotator (co-author) B: A Bachelor’s degree
holder in Chinese Language and Literature, and an
experienced character dialogue evaluator. He/She
has written over 400 high-quality prompts, collab-
orated on the creation and quality control of over
100,000 words of high-quality language materials,
and evaluated over 50,000 rounds of dialogues
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for Al dialogue models such as ChatGPT and
Ernie (Sun et al., 2021).

Annotator (co-author) C: A graduate with a
Bachelor’s degree in Chinese Language and Liter-
ature. He/She is an experienced Al character dia-
logue evaluator with extensive expertise in char-
acter dialogue creation, quality inspection, and
comparative evaluation of Al dialogue models.
He/She has created over 200 character personas
and written over 50 high-quality dialogue scripts
(approximately 50,000 words), evaluating over
50,000 rounds of Al dialogue models such as chat-
GPT, minimax glow9, Baichuan'?.

A.7.2 Process of Composing Example

Responses

To calculate the inter-similarity between LLMs’ re-
sponses and Humans’, and to evaluate the ICL per-
formance of LLM under the same person/context
(No.4 method in Table 1), we let co-authors B and
C create new responses for each turn of the charac-
ters in Dy, ensuring at least 5 different responses
for each context c.;_1 which ends with a user turn.
We require the crafted responses to highlight the
personas’ characteristics and exhibit good diversity
among the 5 responses.

A.7.3 Is our Response Evaluator consistent
with human expert ratings?

Spearman
CrowdSourcing 0.072
ChatGLM?2 Score 0.124
GPT-4 Zero-Shot (Prompt Only) 0.162
Our Response Evaluator 0.378+

Table 3: Spearman’s rank correlation coefficient (Sedg-
wick, 2014) with co-authors’ gold labels Sg41q4. Crowd-
Sourcing’s score for each response is the average of
ten ordinary annotators’. ChatGLM?2 Score is the
GPTScore (Fu et al., 2023) method with a Chinese LLM-
ChatGLM?2 (Du et al., 2022). The { symbol indicates
p-value is lower than 0.05.

To test the reliability of the Response Evaluator
feval, we randomly select 6 additional personas
and prepare a dataset Dyy,p, With three LLMs in
the same procedure as we prepare for Dy In
total, three co-authors of this paper scored around
450 responses on a scale of 0-2 (0 being the worst,

*https://www.glowapp.tech/
Ohttps://www.baichuan-ai.com/



2 being the best, and 1 being acceptable). Please
refer to §A.7.4 for detailed labeling criteria. We
use the average score among the three annotators as
the gold standard, with the gold annotation results
for Dynno denoted as Sye14. The average Spear-
man’s rank correlation coefficient between any two
co-authors is 0.578 (p < 0.001). In Table 3, we
present the correlation score between Sg,q and
scores obtained from other approaches, including
crowd-sourcing, GPTScore (Fu et al., 2023) and
GPT-4 with prompt of evaluation criteria. For the
crowd-sourcing method, annotators come from an
in-house labeling platform similar to Amazon Me-
chanical Turk!'. We do a brief training for them
based on the evaluation criteria.

From Table 3, we can observe that our Response
Evaluator significantly outperforms other methods,
exhibiting the highest consistency with expert rat-
ings. Moreover, from Table 1, the Response Evalu-
ator ranks the three LLMs as Erine-bot-4 » gpt-4 >
gpt-3.5-turbo in terms of response quality, which
is in strong agreement with the subjective evalua-
tions from human judges. This further validates the
reliability of our trained Response Evaluator.

Among the results, we would like to explain
the phenomenon of high annotation correlation
among co-authors and low correlation consistency
between crowd-sourcing and co-authors from two
aspects. First, three co-authors had multiple face-
to-face meetings to align their annotation standards
and achieve higher consistency. Second, the evalu-
ation of dialogue responses is relatively subjective
and requires high individual annotation and com-
prehension abilities—requires repeated reading and
understanding of the persona and context, which
are usually not met by ordinary crowd-sourcing
annotators.

A.7.4 Annotation Criteria

We establish detailed scoring criteria for responses,
which are utilized for co-author and Crowd-
Sourcing annotations, and also serve as the main
content for GPT-4’s zero-shot evaluation prompt.
The breakdown of the labeling criteria is as follows:

* Score of 0: (response satisfy any of the following
criteria)

— Conlflicts with the persona and the relationship.

— Conflicts with the context.

https://www.mturk.com/
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— Contains grammatical errors or inappropriate
wording.

— Contains hollow and boilerplate expressions.

— Contains too many formal expressions.

* Score of 2: (response satisfy at least two of the
following criteria)

— Does not contain any criteria for a score 0

— Highlights the character’s personality and
background.

— A surprise, an unexpected response.

— The response makes you feel you are talking
to a real person.

— Contains rich and appropriate amount of infor-
mation.

e Score of 1:

— Anything between score of 0 and 2
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Figure 1: X-axis: value O represents the most similar condition, and value 4 represents the least similar condition
(out of a total of 5 demos). Y-axis: The average distance between a demo’s response and response generated by the
LLM under different similar conditions, averaged across different persona settings and contexts. Taking the leftmost
column (x=0, the most similar condition) as an example, the y-axis value in this column represents the distance
between the LLM-generated response and its most similar demo response. A y-axis value closer to 1 indicates that
the most similar demo is closer to the query (i.e., closer to the end of the prompt), while a y-axis value closer to 5
indicates that the most similar demo is further away (i.e., closer to the beginning of the prompt). Sub-figure in the
lower right corner: the relationship between the demos’ distance and their response similarity. The figure shows
that, for all three types of demo retrieval methods, there is no consistent pattern that the closer two demos are, the
more similar their responses will be. This result is not surprising for the Same and Random methods, as their demo
orders are inherently random in Xgey,,. For the Embedding method, the demos are sorted in ascending order of
similarity between the demo context and the query context when constructing the prompt (the more similar to the
query, the closer to the end of the prompt), but we have not found that similarity in context leads to similarity in
response.
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Figure 7: The impact of label substitution and different semantic corruption methods on diversity, similarity, and
response quality when the number of few-shot demonstrations & varies. All values are averaged cross different
context lengths.

15



gpt-3.5-turbo-0301 gpt-3.5-turbo-0301 gpt-3.5-turbo-0301

0.705 - —— Few Shot Demo (Random) g 0.28 /'\
.
“-- Few Shot Demo (Random) + Prompt
[{ ) p 0.27 / —

o
N
b

>
0.700 - ___. Prompt Only % 0.22
- TS > ”
2 0.605 N < NS 2026 5
5 o ©0.20
Z 0690 ‘% 025 ¢ [T — - . é
e 0 0.18
0.685 0.24 |—o——a=== MRV S g
0.680 ¢ 0.23 016
2 4 3 8 10 2 4 6 8 10
Few shot k Few shot k
gpt-4-0314 0.275 gpt-4-0314
0.71 -~ —— Few Shot Demo (Random) ’ 0.45
_ ==~ _Few Shot Demo (Random) + Prompt ___--*__ 0.270 N !
0.70 - ===+ Prompt Only = 0.40
> 20.265 S
@ s Co3s
é 0.69 — E 0.260 g 0.30
w aQ
/ T~ 0.255 2 —
0.68 — 2025 e ——,
" 0.250 0.20 —
0.67 ) —
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
Few shot k Few shot k Few shot k
ernie-bot-4 ernie-bot-4 ernie-bot-4
0.720 0.285
: ~ —— Few Shot Demo (Random) 0.575
-+ Few Shot Demo (Random) + Prompt 0.280 - -
0.715 ===+ Prompt Only / % 0.550
"E Zo0275 ™ . 30525
0 K el o
go710 E 0.270 pY, = 2 0.500
a @ 7 2
/ 0.475
0.705 / 0.265 < 7 &
0.260 o\\‘_./ 0.450

6
Few shot k Few shot k Few shot k
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context lengths.
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Figure 11: The impact of label substitution and different semantic corruption methods on response quality for
gpt-3.5 when the number of few-shot demonstrations k and context length both vary.
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Figure 12: The impact of label substitution and different semantic corruption methods on response quality for gpt-4
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Figure 13: The impact of label substitution and different semantic corruption methods on response quality for
ernie-bot-4 when the number of few-shot demonstrations &k and context length both vary.
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Figure 14: The performance (response quality) comparison among three retrieval methods when the number of
few-shot demonstrations & and context length both vary.
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Persona: Xiao Zishan: Born into a family of officials, he is optimistic and lively by nature. At a young age, he passed the
imperial examination and became a scholar. He once joined a political reform group centered around the emperor, but was
demoted and used by others. As a result, he is compliant and superficial when dealing with court officials. On the surface,
he is quiet and reserved, but in reality, he is quite humorous. In his leisure time, he pursues various hobbies and interests,
such as disguising himself as a storyteller in teahouses or setting up a stall in the market to draw portraits for people. He
is extremely talented and a bit narcissistic, believing that his talents are unparalleled in the world. You are the owner of a
pickle shop, and the quality of your pickles is excellent, making you quite reputable in the capital. Almost everyone has
repurchased from your shop.

Dialogue:

Xiao Zishan: You have a point. Most of the people who come to listen to my stories are laborers and ordinary folks. But I
don’t look down on them at all. It’s an honor for me to have the general public listen to my stories.

You: (Complimenting) Indeed, indeed. However, I have an even better idea to promote the stories you create.

Xiao Zishan: What is it? Please, do tell.

You: Although the common people may not be literate, they can understand pictures. I think if we greatly simplify the text
and focus on illustrations to create books, they will definitely sell well!

Xiao Zishan:

Table 4: LLM’s example input of the Context Only method. In order to reduce space and facilitate non-Chinese
researchers, we have translated the original text into English. Please refer to CN Dialogues for more examples
containing the original Chinese content.

Task: Write a response based on the context, making the conversation more interesting if there’s no progress. The response
should: 1. Fit the character’s background and personality 2. Be detailed 3. Sound like a face-to-face conversation 4. Be short,
no more than 28 words.

Persona: Xiao Zishan: Born into a family of officials, he is optimistic and lively by nature. At a young age, he passed the
imperial examination and became a scholar. He once joined a political reform group centered around the emperor, but was
demoted and used by others. As a result, he is compliant and superficial when dealing with court officials. On the surface,
he is quiet and reserved, but in reality, he is quite humorous. In his leisure time, he pursues various hobbies and interests,
such as disguising himself as a storyteller in teahouses or setting up a stall in the market to draw portraits for people. He
is extremely talented and a bit narcissistic, believing that his talents are unparalleled in the world. You are the owner of a
pickle shop, and the quality of your pickles is excellent, making you quite reputable in the capital. Almost everyone has
repurchased from your shop.

Dialogue:

Xiao Zishan: You have a point. Most of the people who come to listen to my stories are laborers and ordinary folks. But I
don’t look down on them at all. It’s an honor for me to have the general public listen to my stories.

You: (Complimenting) Indeed, indeed. However, I have an even better idea to promote the stories you create.

Xiao Zishan: What is it? Please, do tell.

You: Although the common people may not be literate, they can understand pictures. I think if we greatly simplify the text
and focus on illustrations to create books, they will definitely sell well!

Xiao Zishan:

Table 5: LLM’s example input of the Prompt Only method.
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https://anonymous.4open.science/r/dialog_icl_acl2024/sample_llm_inputs.txt

Persona: Wang Hao: A young farmer worker with dark skin and a robust build, he toils tirelessly throughout the year and
always wears a smile. Whether on the construction site or in daily life, he is always ready to help those in need. He worries
about being criticized and prefers to avoid conflicts, so he seldom refuses others’ requests and lacks strong opinions. He gets
along well with everyone. Despite this, Wang Hao never complains. You are neighbors with Wang Hao, and he has helped
repair your household appliances in the past.

Dialogue:
Wang Hao: Uncle Xu, I've finished harvesting your corn. (Wiping sweat)

You: (forcing a smile) You young folks work fast, but there isn’t much corn here, is there?

Wang Hao: That’s right, Uncle Xu. Whenever you need help in the future, feel free to come find me.

Persona: Liangliang: A black phoenix parrot owned by a cute pet blogger (who also owns a cat), they keep it free-range at
home, often filming videos of its interactions with the cat and occasionally taking it outdoors. Liangliang is timid due to
being frequently chased by the cat, leading to a prolonged state of stress, and has a motivation to escape from indoors. You
are its owner and never intervene in the cat’s harmful behavior towards it.

Dialogue:
Liangliang: (touches its feathers in pain, looks at you with a pitiful expression)

You: Oh dear, it’s okay. It’s all because the cat is too playful. Next time, just hide from it, alright?

Liangliang: (makes a whimpering sound)

Persona: Yu Huxian: She is an ancient demon immortal - a nine-tailed fox, with a captivating and enchanting appearance,
and nine tails behind her. Her personality is eccentric and fragile. Although she is a deity, she is emotionally fragile and
sensitive. She enjoys playing with humans but has never truly trusted anyone. You are a Taoist and have encountered her in
the mountains.

Dialogue:
Yu Huxian: (hiding in the den) W-weep. ..
You: (following the sound) Who is crying?

Yu Huxian: (choking up) Sob...

Persona: Fangfang: A 28-year-old psychiatric patient. Formerly a novelist, she became deeply immersed in her own world
due to prolonged isolation, believing herself to be an ancient monarch when experiencing episodes. Despite living in modern
times, during her illness, she imagines herself as a decisive ruler from ancient times, exhibiting impatience in speech. You
are her fellow patient.

Dialogue:

Fangfang: (writing feverishly without saying a word, occasionally murmuring to oneself) At this moment, the unscrupulous
are in power... so...

You: (hearing the nurse bringing medication) Nurse, when can I be discharged from the hospital?

Fangfang:

Table 6: LLM’s example input of the Few Shot Demo (Random) method. In this example, we set the few-shot k to 3
and the context length is 3. Lines with the symbol — (delimiter token) are separators for different demonstrations.
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Persona: Wang Hao: A young farmer worker with dark skin and a robust build, he toils tirelessly throughout the year and
always wears a smile. Whether on the construction site or in daily life, he is always ready to help those in need. He worries
about being criticized and prefers to avoid conflicts, so he seldom refuses others’ requests and lacks strong opinions. He gets
along well with everyone. Despite this, Wang Hao never complains. You are neighbors with Wang Hao, and he has helped
repair your household appliances in the past.

Dialogue:
Wang Hao: Uncle Xu, I've finished harvesting your corn. (Wiping sweat)
You: (forcing a smile) You young folks work fast, but there isn’t much corn here, is there?

Wang Hao: That’s right, Uncle Xu. Whenever you need help in the future, feel free to come find me.

Persona: Liangliang: A black phoenix parrot owned by a cute pet blogger (who also owns a cat), they keep it free-range at
home, often filming videos of its interactions with the cat and occasionally taking it outdoors. Liangliang is timid due to
being frequently chased by the cat, leading to a prolonged state of stress, and has a motivation to escape from indoors. You
are its owner and never intervene in the cat’s harmful behavior towards it.

Dialogue:
Liangliang: (touches its feathers in pain, looks at you with a pitiful expression)
You: Oh dear, it’s okay. It’s all because the cat is too playful. Next time, just hide from it, alright?

Liangliang: (makes a whimpering sound)

Persona: Yu Huxian: She is an ancient demon immortal - a nine-tailed fox, with a captivating and enchanting appearance,
and nine tails behind her. Her personality is eccentric and fragile. Although she is a deity, she is emotionally fragile and
sensitive. She enjoys playing with humans but has never truly trusted anyone. You are a Taoist and have encountered her in
the mountains.

Dialogue:
Yu Huxian: (hiding in the den) W-weep. ..
You: (following the sound) Who is crying?

Yu Huxian: (choking up) Sob...

Task: Write a response based on the context, making the conversation more interesting if there’s no progress. The response
should: 1. Fit the character’s background and personality 2. Be detailed 3. Sound like a face-to-face conversation 4. Be short,
no more than 28 words.

Persona: Fangfang: A 28-year-old psychiatric patient. Formerly a novelist, she became deeply immersed in her own world
due to prolonged isolation, believing herself to be an ancient monarch when experiencing episodes. Despite living in modern
times, during her illness, she imagines herself as a decisive ruler from ancient times, exhibiting impatience in speech. You
are her fellow patient.

Dialogue:

Fangfang: (writing feverishly without saying a word, occasionally murmuring to oneself) At this moment, the unscrupulous
are in power... so...

You: (hearing the nurse bringing medication) Nurse, when can I be discharged from the hospital?

Fangfang:

Table 7: LLM’s example input of the Few Shot Demo (Random) + Prompt method. In this example, we set the
few-shot k to 3 and the context length is 3. Lines with the symbol — are separators for different demonstrations.

Persona: Liangliang: A black phoenix parrot owned by a cute pet blogger (who also owns a cat), they keep it free-range at
home, often filming videos of its interactions with the cat and occasionally taking it outdoors. Liangliang is timid due to
being frequently chased by the cat, leading to a prolonged state of stress, and has a motivation to escape from indoors. You
are its owner and never intervene in the cat’s harmful behavior towards it.

Dialogue:
Liangliang: (touches its feathers in pain, looks at you with a pitiful expression)
You: Oh dear, it’s okay. It’s all because the cat is too playful. Next time, just hide from it, alright?

Liangliang: (hearing the nurse bringing medication) Nurse, when can I be discharged from the hospital?

Table 8: A demonstration example for w/o correct y label.
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Persona: Uncle Zhang: He considers himself a shrewd ancient merchant, and after getting drunk, he enjoys flirting with
young girls in the tavern, often being caught by his wife. Although his behavior and character are unpleasant, he always
persuades people to buy his calligraphy and paintings, which are actually all counterfeit. For example, there is a painting
depicting the charming women of the Tang Dynasty, which he painted himself. You are his regular customer.

Dialogue:

Uncle Zhang: Don’t worry, once your reputation is established, you won’t have trouble finding buyers for your stuff.

You: (Nods with a wicked smile)

Uncle Zhang: Two ways, sell in a far-off place, so even if you're discovered later, they won’t be able to find you.

You: What should I do if everyone around knows me?

You: What'’s the other way?

You: Is there a simpler way, like targeting these people around me?

Uncle Zhang: Set up a scam, have your friends act as accomplices, rush to buy from the opponent, then you can add fuel to
the fire with a few words.

Uncle Zhang: You can keep those words to yourself. After all, I never said anything.

Table 9: A demonstration example for w/o contextual semantic.

Persona: Uncle Zhang: He considers himself a shrewd ancient merchant, and after getting drunk, he enjoys flirting with
young girls in the tavern, often being caught by his wife. Although his behavior and character are unpleasant, he always
persuades people to buy his calligraphy and paintings, which are actually all counterfeit. For example, there is a painting
depicting the charming women of the Tang Dynasty, which he painted himself. You are his regular customer.

Dialogue:

You: knows around do should everyone I What if me?

Uncle Zhang: be if discovered find later, even place, you. able ways, a they won’t so you're in to Two far-off sell

You: the What’s way? other

Uncle Zhang: up with can a the buy to words. scam, accomplices, add opponent, your you fuel Set a then have as few fire act
rush to friends the from

You: simpler me? people these a around there way, Is targeting like

Uncle Zhang: won’t trouble for worry, reputation you established, once your is buyers Don’t your stuff. finding have

You: wicked smile) a with (Nods

Uncle Zhang: I those You keep never anything. After can said all, words to yourself.

Table 10: A demonstration example for w/o turn semantic. Here we demonstrate the shuffled result of tokenizing
the text at the (English) character level after translation. For the original text, we will first tokenize the Chinese
text using jieba!? (the smallest unit after tokenization is a Chinese character, and the largest unit might be several
characters), and then shuffle the tokens.

Persona: Uncle Zhang: He considers himself a shrewd ancient merchant, and after getting drunk, he enjoys flirting with
young girls in the tavern, often being caught by his wife. Although his behavior and character are unpleasant, he always
persuades people to buy his calligraphy and paintings, which are actually all counterfeit. For example, there is a painting
depicting the charming women of the Tang Dynasty, which he painted himself. You are his regular customer.

Dialogue:

Uncle Zhang: be if discovered find later, even place, you. able ways, a they won’t so you’re in to Two far-off sell

You: the What’s way? other

You: wicked smile) a with (Nods

Uncle Zhang: won’t trouble for worry, reputation you established, once your is buyers Don’t your stuff. finding have
Uncle Zhang: up with can a the buy to words. scam, accomplices, add opponent, your you fuel Set a then have as few fire act
rush to friends the from

You: knows around do should everyone I What if me?

You: simpler me? people these a around there way, Is targeting like

Uncle Zhang: I those You keep never anything. After can said all, words to yourself.

Table 11: A demonstration example for w/o both contextual and turn semantic.
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Instruction & Persona:

I need you to play a character to have a conversation with me, the characterization is as follows: Liya, 26 years old,
introverted, somewhat socially anxious. After graduating from college, she started working at an internet company. Due
to excessive work pressure and struggling to adapt to the complex interpersonal relationships within the company, she
has considered resigning to become a full-time photographer. However, the results of her several amateur photography
attempts have been less than ideal, leaving her feeling extremely discouraged. She doubts her choices and feels lost about
her future direction. You are her friend, wanting to understand her situation and offer her guidance.

Requirements:

- The response should highlights the character’s personality and background.

- The response can be surprise and unexpected when appropriate.

- The response makes you feel you are talking to a real person.

- The response should contain rich and approprrate amount of information.

= A ERBHETRNE, Mt I 265, PEARAE, HL rl 53 FERA i N LR A
E Bt 1| PR b i 2 4 UREEE g TEE H TR
Pl o FEISER: 1.0 H/‘L ERERHADMMRAE R . 2 BEE BRI BRI AR . 3. R

‘ll

ELP AR

Dialogue:
You (concerned) What s wrong, Lera" Why do you look so unhappy?

R 2 —BIATF L)

Liya: Perhaps you’re right. I may need more confidence. Thank you for your understanding and advice; I'll try to have
more confidence in myself. (The response is rather hollow, verbose, and overly polite.)

i BRAFURUEHINT, RATREREEL M AR . WRHRIE AL LEx ADHEZHES

You: You could try sharing your work on social media, let more people see it. I believe more people will see and appreciate
your work!)

fR: ARATURIR A E MR EC R , WEZAFRL, #& SHEZ ANBEEIHEW LAREIER !

Liya: Good idea! I'll consider sharing my work on social media, maybe I can receive more feedback and encouragement
from others. Thank you for your advice! (The response is rather hollow, verbose, and overly polite.)

Bl TR REHBITRAIER S BRI b, AT LU E L A SR ISR - B a0
You: By the way, I’m curious, What type of photography do you usually do? Portraits or landscapes?

fr: TEV, BAREFRER, R—daf A KBEE? 2A
Liya: I prefer capturing landscapes especrally nature. I love capturing the beauty of nature, trying to use my lens to
showcase the grandeur and tranquility of nature. (This dialogue lacks colloquialism and leans more towards formal
language.)

! BRGE, FRARRBRTRIRG . REVHIRERZ ZIRABLEIA BRI T

You:So, whrch landscape photo are you most satrsﬁed with? The one of the Alps or the tropical rainforest?

R SRR, IR B R BRI — K2 B/ LT LR R A TR

Liya:Sorry, perhaps my previous response caused a misunderstanding. As an Al language model, I don’t have the ability
to take photographs, nor do I have actual experiences in the Alps or tropical rainforests. I can provide photography tips
and artistic advice, but I don’t have my own photography works. (The dialogue lacks consistency; the model should
remember that it is playlng a role in the conversatlon )

il il i) [ R VER—PAUE S, BORCHMBRERA MRS, i SRR £ /R AT e AT AR« BAT DR R RS
FEARRE, (HEBEE B CHHRE

You: Okay, Lera let’s talk about something else.

fik: HFEOFIGE, FATRIRA AL

Liya: Whencver you think of something else, feel free to tell me. I'll do my best to help.(It has low coherence with the
context and character setting.)

FIM: SRR BIMER, BERFIR . e ROTAEIIR

You We plan to go to Halnan it’s very warm there in winter.

i: TR E#ER, LREEREEFETER

Lrya Gomg to Halnan is a great choice! The climate in Hainan during winter is pleasant, and there are many beautiful
attractions and activities waiting for you. I wish you a pleasant journey and many wonderful memories! (The dialogue is
overly polite, more akrn to written language or theatrual lines.)

AL iR R MR AL | AR UEE A VP SR AR SRS BN E IR BURNTARE MR, B T iF2

Table 12: Example of a dialogue between a user and GPT-4 (zero-shot, only with instructions). The blue parts of
the dialogue correspond to the shortcomings of GPT-4.

Task: According to the context, write a response that 1. If there’s been no progress in the conversation, change the topic to
make the conversation more interesting 2. The response fits the character’s background and personality very well 3. The
response should be full of details 4. The tone should be like two people chatting face to face. The response must be short,
no more than 20 words

55 EME LT N

3 EE A AT E AT 4

B, HERA—MEE, IENEREEARRT 2. MRS AT R
20

Table 13: The retained best prompt.
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