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Abstract
Previous in-context learning (ICL) research has001
focused on tasks such as classification, machine002
translation, text2table, etc., while studies on003
whether ICL can improve human-like dialogue004
generation are scarce. Our work fills this gap005
by systematically investigating the ICL capa-006
bilities of large language models (LLMs) in007
persona-based dialogue generation, conduct-008
ing extensive experiments on high-quality real009
human Chinese dialogue datasets. From exper-010
imental results, we draw three conclusions: 1)011
adjusting prompt instructions is the most direct,012
effective, and economical way to improve gen-013
eration quality; 2) randomly retrieving demon-014
strations (demos) achieves the best results, pos-015
sibly due to the greater diversity and the amount016
of effective information; counter-intuitively, re-017
trieving demos with a context identical to the018
query performs the worst; 3) even when we019
destroy the multi-turn associations and single-020
turn semantics in the demos, increasing the021
number of demos still improves dialogue per-022
formance, proving that LLMs can learn from023
corrupted dialogue demos. Previous explana-024
tions of the ICL mechanism, such as n-gram025
induction head, cannot fully account for this026
phenomenon (Code is available at Dialog ICL).027

1 Introduction028

Current chatbots based on LLMs have superior029

performance on question answering, polishing doc-030

uments, etc. (Srivastava et al., 2022). However,031

for the task of persona-based dialogue generation,032

these universal LLMs still lag far behind real hu-033

mans1. Persona-based dialogue generation is cru-034

cial and has practical application value. For in-035

stance, optimizing persona dialogue generation036

is of great significance for empathetic and med-037

ical chatbots (De Gennaro et al., 2020; Liu et al.,038

2022b), and it can bring trust to users (Huang et al.,039

2023; De Gennaro et al., 2020).040

1As shown in Table 12, despite numerous specifications,
GPT-4 tends to generate unnatural responses in most cases.

On the other hand, fine-tuning a high-quality 041

persona-based dialogue model usually requires a 042

proprietary dataset, and the cost of manually writ- 043

ing dialogues is very high (Cao et al., 2022; Huang 044

et al., 2023). Since the valid context length of 045

LLMs is constantly growing (Xiong et al., 2023), 046

we believe that ICL may be an effective way to 047

generate high-quality dialogues at a low cost. How- 048

ever, research papers on how ICL affects dialogue 049

generation are few (Dong et al., 2022). Only one pa- 050

per Xu et al. (2023) investigates the ability of LLM 051

to learn from dialogue demos, but these demos only 052

contain character background information, which 053

is quite different from real human conversations. In 054

this paper, we experiment with the ICL capability 055

of LLMs on dialogues of real-human conversations, 056

systematically exploring the capabilities of ICL 057

in persona-based dialogue generation, including 058

how we should choose the demo retrieval method, 059

whether we should focus more on the text qual- 060

ity of the demo itself or the input-output mapping, 061

whether providing more demos can improve the 062

results, and give insight on what the LLM learns 063

and does not learn from the provided demos. 064

2 Problem Formulation 065

We investigate the LLMs’ ICL ability to perform 066

turn-level persona-based dialogue generation us- 067

ing the prompt with instructions and demos. We 068

begin by defining notations. We denote the per- 069

sona description as per and the query context be- 070

fore the t-th round of dialogue as ct−1 , where 071

ct−1 = (r0, . . . , rt−1) and rt−1 is the most recent 072

dialogue turn. A dialogue demo of ℓ turns can be 073

represented as x = (per, cℓ), where c:ℓ−1 can be 074

interpreted as the input part of the demo while rℓ as 075

the output (y label) part. A set of k dialogue demos 076

is denoted as xk
demo = (x0, . . . , xk). We define p 077

as the current task’s prompt. Additionally, we have 078

a template function T for integrating k demos, the 079

task prompt, query persona, and query context. We 080
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can represent the LLM’s output response at current081

round t as r̂t = LLM(T (xk
demo,p, per, c:t−1)).082

See §A.2 for filled templates.083

Our work primarily investigates three research084

questions. RQ1: For dialogue generation via ICL,085

should we focus on tuning the task prompt, provid-086

ing high-quality demos, or both? RQ2: What is the087

impact of different demo retrieval methods on ICL?088

Do the number of demos and their context length089

make a difference? RQ3: From which aspects do090

LLMs learn useful information from demos? We091

analyze this from the perspectives of multi-turn092

correlation, single-turn semantics, input-label map-093

ping, and token distributions.094

3 Evaluation Metrics for Generation095

In the experiment, given a persona description per096

and a context c:t−1, we evaluate a set of model re-097

sponses from three dimensions: intra-diversity,098

inter-similarity to expert-written responses, and099

response quality. Intra-diversity is the average100

of multiple traditional metrics, including Distinct-101

n (Li et al., 2015), Entropy-n (Serban et al., 2017),102

self-bleu (Zhu et al., 2018), and cosine similar-103

ity based on sentence embeddings. The similarity104

to expert responses mainly considers rougeL (Lin,105

2004), bleu (Papineni et al., 2002), and cosine simi-106

larity based on sentence embeddings. The response107

quality is scored by our self-trained Response Eval-108

uator, which takes into account persona consistency,109

context logic, interestingness, and colloquial ex-110

pressions. Our self-trained Response Evaluator sig-111

nificantly outperforms crowd-sourced evaluations112

and other automated evaluation schemes in terms of113

consistency with expert ratings. See §A.1.1 for de-114

tails of how each evaluation metric is calculated and115

§A.5 for how the Response Evaluator is trained.116

4 Different Prompt and ICL Settings117

Below we show settings to concatenate prompts118

and demos (examples are provided in §A.2).119

Context Only: We only provide the persona de-120

scription and context containing t− 1 turns.121

Prompt Only: We only provide the persona de-122

scription, the task prompt, and the context c:t−1.123

Few Shot Demo: We provide k demos, the persona124

description and the context c:t−1.125

Few Shot Demo+Prompt: We provide k demos,126

the task prompt, the persona, and the context c:t−1.127

For the setting of demo retrieval, we attempt128

three methods. The first method randomly selects129

a demo with the same context length, the second 130

method (following (Su et al., 2022)) retrieves the 131

most similar demos (with the same length as the 132

query) based on the cosine similarity of sentence 133

embeddings, and the third method provides demos 134

that contain the exact same context (c:ℓ−1) as the 135

query context, each with a high-quality response rℓ 136

written by a human expert. 137

5 Experimental Settings 138

5.1 Evaluation LLMs & Dataset 139

For LLMs, we select GPT-3.5-turbo (Ye et al., 140

2023b), GPT-4 (Achiam et al., 2023), and 141

Ernie (Sun et al., 2021) because they have the abil- 142

ities to follow instructions and perform in-context 143

learning. We employ nucleus sampling (Holtzman 144

et al., 2020) for decoding, setting both of the top-p 145

and temperature parameters to 0.9. 146

Regarding the evaluation dataset Deval, we man- 147

ually selected 6 personas with distinct personality 148

backgrounds, with an average of 150 Chinese char- 149

acters per persona, and an average of 15 turns of 150

conversation. Each turn has an average of 35 char- 151

acters. All the dialogues are written by students 152

from the Department of Chinese Language and 153

Literature. Compared to previous open-source Chi- 154

nese dialogue data (Papangelis et al., 2020), our 155

persona descriptions are much more complex, and 156

conforming to the majority of commercial chat-bot- 157

based products2, with higher dialogue quality and 158

richer content (see more examples in §A.2). We 159

keep the test set compact due to our limited budget 160

(GPT-4 and ernie-bot-4 are very expensive). We 161

also provide a demo dataset Ddemo where demos 162

are retrieved (for random/embedding method). It 163

contains 800 dialogues, with each written by a hu- 164

man expert. {Ddemo} ∩ {Deval} equals ∅. 165

5.2 Ablation Settings 166

w/o correct y label: response rl for each demo 167

context cl−1 is replaced with a random response 168

sampled from from Ddemo. 169

w/o contextual semantic: turns in each demo con- 170

text cl−1 are shuffled. 171

w/o turn semantic: tokens3 in each demo turn ri 172

are shuffled (including the last label turn). 173

w/o contextual/turn semantic: tokens in each 174

demo turn ri and turns in each demo context c:l−1 175

2English products include character.ai and inworld.ai,
while Chinese products include Minimax’s Xingye.

3each turn is tokenized by jieba.
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Prompt Construction Method Intra-Diversity Inter-Similarity Response Quality

GPT-3.5 Context Only0 0.671 0.269↑1 0.147↑4
Prompt Only1 0.684↑0,4 0.228 0.191↑0,3,4
Few Shot Demo (Random)2 0.686↑0,4 0.277↑1 0.160↑4

- w/o correct y label ∆0.008† −∆0.040† ∆0.004
- w/o contextual semantic ∆0.005 −∆0.013† ∆0.026†
- w/o turn semantic −∆0.005 −∆0.021† ∆0.010
- w/o contextual/turn semantic −∆0.007 −∆0.023† −∆0.000

Few Shot Demo (Emebdding)3 0.680↑0,4 0.269↑1 0.156↑4
- w/o correct y label ∆0.006 −∆0.020† −∆0.019

Few Shot Demo (Same Persona/Context)4 0.667 0.286↑all 0.094
- w/o correct y label −∆0.014† −∆0.079† −∆0.042†

Few Shot Demo (Random) + Prompt5 0.696↑all 0.243↑1 0.222↑all

GPT-4 Context Only0 0.655 0.269↑1,2,3 0.155
Prompt Only1 0.704↑all 0.248 0.476↑0,2,3,4
Few Shot Demo (Random)2 0.679↑0,4 0.258↑1 0.235↑0,4

- w/o correct y label ∆0.002 −∆0.034† −∆0.035†
- w/o contextual semantic ∆0.005 ∆0.001 −∆0.010
- w/o turn semantic −∆0.018† −∆0.002 −∆0.034†
- w/o contextual/turn semantic −∆0.008† −∆0.015† −∆0.062†

Few Shot Demo (Emebdding)3 0.680↑0,4 0.261↑1 0.243↑0,4
- w/o correct y label ∆0.004 −∆0.024† −∆0.029†

Few Shot Demo (Same Persona/Context)4 0.658 0.294↑all 0.193↑0
- w/o correct y label ∆0.003 −∆0.070† −∆0.095†

Few Shot Demo (Random) + Prompt5 0.710↑0,2,3,4 0.264↑1,2 0.470↑0,2,3,4

Ernie Context Only0 0.690 0.265 0.345
Prompt Only1 0.720↑0,2,3,4 0.263 0.519↑0,4
Few Shot Demo (Random)2 0.706↑0,3 0.269 0.487↑0,4

- w/o correct y label ∆0.023† −∆0.025† −∆0.075†
- w/o contextual semantic ∆0.001 ∆0.007 ∆0.007
- w/o turn semantic −∆0.005† −∆0.001 −∆0.054†
- w/o contextual/turn semantic −∆0.004 −∆0.001 −∆0.042†

Few Shot Demo (Emebdding)3 0.698↑0 0.281↑0,1,2,5 0.500↑0,4
- w/o correct y label ∆0.012† −∆0.023† −∆0.053†

Few Shot Demo (Same Persona/Context)4 0.701↑0 0.330↑all 0.340
- w/o correct y label ∆0.009 −∆0.120† −∆0.166†

Few Shot Demo (Random) + Prompt5 0.718↑0,2,3,4 0.271↑1 0.544↑all

Table 1: Results of dialogue generation when few-shot k is set to 5. For each LLM, the best results are underlined.
The up-arrow ↑ indicates statistical significance (p < 0.05 with Wilcoxon signed-rank test (Woolson, 2007)) when
comparing two methods. For example, 0.684↑0,4 in the second row indicates Prompt Only method is better than
Context Only method and Few Shot Demo (Same Persona/Context) method, and is statistically significant. We use ∆
and −∆ to represent absolute increase and decrease in scores for ablations († indicates statistical significance). The
text in parentheses (such as Random) represents the demo’s retrieval method.

are both shuffled (denoted as c̃:l−1).176

6 Results Analysis177

We present the performance of various settings178

(few-shot k is fixed to 5) for dialogue generation179

in Table 1. We present the response quality scores180

averaged over varying few-shot settings in Table 2.181

For more detailed chart data, please refer to §A.182

Discussion of RQ1: From Table 1, we observe that183

for all LLMs, Prompt Only method scores much184

higher in response quality than using context or185

few-shot demos alone. From Table 2 and Figure 8,186

we can see that the few-shot ICL method requires187

a large number of demos (at least 7) to catch up188

with using only the prompt. Overall, we believe 189

that optimizing the prompt alone is the most cost- 190

effective choice. But if funding permits, you may 191

consider adding more demos to the prompt. At least 192

for models gpt-3.5 and Ernie, we find that adding 193

demos can improve the quality of responses. 194

Discussion of RQ2: From Table 1, we can see that 195

(comparing methods with No. 2, 3, and 4), the 196

response quality of recalling demos of the same 197

context is the worst, and this conclusion holds 198

for all three language models. We hypothesize 199

two reasons for this: First, the LLM may not be 200

able to learn how to generalize from the (same) 201

input-(different) output mapping from only 5 sam- 202
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ples (as the one-to-many input-output format in203

the fine-tuning scenario also hinders model con-204

verging). Second, the quality of the LLM-generated205

responses is directly proportional to the effective in-206

formation in the demos. The effective information207

may include token distribution, single-turn seman-208

tics, multi-turn associations, etc. Clearly, demos209

with the same context have the least effective in-210

formation as the same context c:l−1 is repeated 5211

times, and the number of unique tokens is also the212

smallest (see Figure 3). For the other two methods,213

as we increase the effective information by increas-214

ing the few-shot k, the overall dialogue quality215

shows an upward trend (see Figure 9).216

The response quality of retrieving randomly and217

retrieving through embedding is relatively close,218

but the former has much more diverse responses.219

We believe that retrieving randomly is a strong base-220

line, and efforts should be focused on improving221

the quality of the demo set xdemo, rather than the222

similarity between query context and demo con-223

text. When budget is sufficient, you may provide as224

many demos as possible because using larger k can225

improve response quality (proved in Figure 14).226

Discussion of RQ3: Analyzing all LLMs, in both227

fixed (k=5, Table 1) and varying few-shot settings228

(Figure 7), shuffling the context of the demo does229

not affect the quality of generated responses (in230

some cases, it even improves the quality, as in Ta-231

ble 1 for gpt-3.5). Furthermore, when comparing232

w/o turn semantic and w/o contextual/turn seman-233

tic, we do not find the latter to significantly reduce234

the response quality; for ernie-bot-4, we even find235

that the former has a greater negative impact (bot-236

tom right of Figure 7). Based on these results, we237

conjecture that LLMs do not learn generalizable di-238

alogue generation abilities from multi-turn logical239

or semantic associations in xdemo during ICL.240

The corruption of single-turn semantics and241

grammar significantly reduces the generation qual-242

ity of the three LLMs, which demonstrates that243

LLMs effectively learn single-turn semantics dur-244

ing the ICL process. However, the ability to learn245

input-output mapping (w/o correct y label) varies246

among LLMs, with gpt-3.5 performing poorly,247

while the other two models perform better.248

What surprises us the most is that when we cor-249

rupt both single-turn and multi-turn semantics, the250

LLM-generated text quality remains significantly251

better than the Context Only setting (Table 1). And252

as we increase the few-shot k and the length of253

the context for these semantic-corruption methods 254

(Figures 7 and 11 to 13), the response quality of 255

LLMs still shows an upward trend (not particularly 256

evident for GPT-4). Additionally, from Figure 2, 257

we can see that LLM does not simply learn to copy 258

tokens from demos; it generalizes. We conclude 259

that LLM has the potential to conduct ICL well 260

even when provided with corrupted xdemo. Specifi- 261

cally, the LLM can learn from demos’ mapping of 262

token-distribution of ˜c1:l−1 and corrupted response 263

r̃l and improve the generation quality when a nor- 264

mal query context c1:t−1 is provided. 265

Aside from the above three research questions, 266

we also discover some other interesting phenomena. 267

Please refer to §A.6 for more details. 268

7 Connections between our experimental 269

conclusions and previous work 270

Researchers Reynolds and McDonell (2021); Sun 271

et al. (2022); Dong et al. (2022) find that in machine 272

translation, classification, and other tasks, carefully 273

crafted manual prompts can perform better than 274

few-shot learning (consistent with our conclusion). 275

Additionally, Reynolds and McDonell (2021) dis- 276

covers that Zero-Shot (corresponding to our Con- 277

text Only method) performance is also better than 278

Few-Shot, which contradicts our findings. 279

Regarding the retrieval of demos, previous work 280

has concluded that similarity-based retrieval is sig- 281

nificantly better than random retrieval in tasks such 282

as sentiment classification, table-to-text, and se- 283

mantic parsing (Liu et al., 2022a; Rubin et al., 284

2022). However, our findings suggest that the ran- 285

dom baseline performs the best, possibly due to its 286

superior diversity, which can lead to compositional 287

generalization (Levy et al., 2023). 288

Regarding whether LLMs can effectively learn 289

y label during ICL, some work argues that input- 290

output mapping is not important (Min et al., 2022), 291

while others affirm the value of y label (Li and Qiu, 292

2023; Kossen et al., 2023). Our conclusion is that 293

the y label is helpful for dialogue generation, but 294

to a relatively small extent. 295

Regarding the relationship between the number 296

of demos and the performance ICL, Reynolds and 297

McDonell (2021) believes that there is no linear 298

relationship between them, while Li et al. (2023); 299

Wu et al. (2023); Hao et al. (2022) find that in story 300

generation and classification tasks, the more de- 301

mos, the better the performance (our experimental 302

results support this claim, too). 303
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8 Limitation304

Due to limited resources, we have not attempted305

many more complex methods for selecting demos,306

and most of these methods have not been tested307

for their effectiveness in dialogue generation (Iter308

et al., 2023; Ye et al., 2023a). Additionally, we309

hope that future researchers can further expand the310

test set or explore whether similar conclusions can311

be drawn from ICL in other languages.312

Our paper investigates the performance of ICL313

in persona-based dialogue generation and provides314

some practical suggestions, but does not delve into315

the underlying mechanisms of ICL in this context.316

Existing hypotheses, such as those based on n-317

gram (copy/induction) head, cannot fully account318

for our experimental results. We believe that the319

principles behind the effectiveness of ICL warrant320

further investigation.321
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A Appendix533

In the appendix, we provide a more detailed in-534

troduction to the evaluation metrics for dialogue535

generation in §A.1.1 and explain how we select and536

retain the best prompt in §A.1.2.537

In §A.2 and §A.3, we showcase filled templates538

under various settings, allowing for a clear repre-539

sentation of the LLMs’ input text.540

We describe the training approach for the Dia-541

logue Embedding model in Section§A.4 and out-542

line the training data and training details for the543

Response Evaluator in §A.5.544

In §A.6, we present additional interesting exper-545

imental findings.546

In §A.7, we provide a detailed overview of the547

annotator background, the manual composition pro-548

cess for high-quality reference responses from hu-549

man experts, the evaluation consistency between550

the Response Evaluator and expert annotators, as551

well as the specific annotation guidelines.552

A.1 More Details on Experimental Settings553

A.1.1 Evaluation Metrics for Generation554

In the experiment, given a persona description and555

a context, we let the LLM generate 15 responses,556

from which we retain a set of 5 responses that557

has the highest intra-diversity (the retention pro-558

cess finds the combination of 5 responses with559

the largest unique token set among all possible560

combinations). We adopt this setting because the561

responses generated by the LLM given the same562

context can be quite similar. We denote the retained563

response set as Ŝr, and the set of 5 expert-written564

responses as Sr. We analyze the quality of the565

responses along three dimensions, as shown below.566

Intra-Diversity: we calculate the Distinct-n567

(n=1,2,3) (Li et al., 2015), Entropy-n (n=1) (Ser-568

ban et al., 2017), 1 − self-bleu score (Zhu et al.,569

2018), and 1 − cosine-similarity score (mean) for570

Ŝr. We denote the cosine similarity between two571

unequal responses as vcos. The embeddings of two572

responses are extracted by our self-trained encoder573

(see §A.4 for more details). We iterate through all574

unequal pairs in Ŝr to compute vcos values, and575

the average cosine similarity is the mean of all vcos576

values. The final diversity score sdiv is the average577

of the four scores, with higher values indicating578

better response diversity in Ŝr.579

Inter-Similarity: To calculate the similarity score580

ssim between Ŝr and Sr, we first iterate through581

the responses in Ŝr, and compute the similarity582

score between the generated response r̂ and Sr. 583

This involves calculating the BLEU score (Papineni 584

et al., 2002), ROUGE-L score (Lin, 2004), token 585

and character-level overlap ratios (calculated as the 586

percentage of unique token/character of r̂ in Sr), 587

as well as the average cosine similarity between r̂ 588

and each response in Sr. We take the mean of the 589

five scores above as the similarity score between 590

r̂ and Ŝr. We obtain the final similarity score ssim 591

between Ŝr and Sr by averaging over all generated 592

responses. 593

Response Quality: The response quality is scored 594

by a specially customized Response Evaluator feval 595

(see §A.5), trained on 50, 000+ samples. The eval- 596

uator feval(per, ct−1, r̂t) outputs a score between 597

0 and 1, representing the quality of the response r̂t. 598

The closer the score is to 1, the better the model’s 599

reply r̂ performs in terms of persona consistency, 600

contextual logic, interestingness, and colloquial ex- 601

pression. We verify the correlation of the Response 602

Evaluator with expert ratings, which is significantly 603

higher than crowd-sourced annotations and other 604

automated LLM-based evaluation methods (details 605

can be referred to §A.7.3). 606

A.1.2 Prompt Selection Process 607

In our experiment, the results of prompt-related 608

methods are based on one selected prompt. We 609

elaborate on how the best prompt is selected. 610

All co-authors are asked to write 10 candidate 611

prompts, from which one best prompt is evaluated 612

(by all co-authors) and kept based on its perfor- 613

mance (considering both the intra-diversity and 614

response quality) on the held-out dataset. Specific 615

details of the retained prompt can be found in Ta- 616

ble 13. 617

A.2 Examples of Filled Templates 618

Examples of filled templates for Context Only, 619

Prompt only, Few shot demo and Few shot demo 620

with prompt can be found in Tables 4 to 7. 621

A.3 Examples of Filled Demonstrations under 622

Different Ablation Settings 623

Examples of different context ablation settings can 624

be found in Tables 8 to 11 respectively. 625

A.4 Training Details of the Dialogue 626

Embedding Model 627

The data used for training the Dialogue Embedding 628

Model comes from Ddemo, and the method we em- 629

ploy is SimCSE (Gao et al., 2021). One positive 630
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Prompt Construction Method Response Quality Number of Few Shot k to Exceed Prompt Only Method

GPT-3.5 Few Shot Demo (Random) 0.188 7
- w/o correct y label ∆0.009† 7
- w/o contextual semantic ∆0.005 7
- w/o turn semantic −∆0.010† Unknown
- w/o contextual/turn semantic −∆0.026† Unknown

Context Only 0.147 -

GPT-4 Few Shot Demo (Random) 0.227 Unknown
- w/o correct y label −∆0.041† Unknown
- w/o contextual semantic ∆0.004 Unknown
- w/o turn semantic −∆0.036† Unknown
- w/o contextual/turn semantic −∆0.042† Unknown

Context Only 0.155 -

Ernie Few Shot Demo (Random) 0.5022 9
- w/o correct y label −∆0.069† Unknown
- w/o contextual semantic −∆0.005 Unknown
- w/o turn semantic −∆0.055† Unknown
- w/o contextual/turn semantic −∆0.040† Unknown

Context Only 0.345 -

Table 2: Results of dialogue generation when scores are averaged over few-shot k of 1,3,5,7,9 and 11.

sample pair is (Tpc(per, c:t−1), rt), where Tpc is631

a template function that concatenates persona de-632

scription and context (separated by [SEP]). One633

negative sample pair is (Tpc(per, c:t−1), rrand),634

where rrand is a randomly sampled response635

(drawn from the set of all responses in Ddemo). Our636

SimCSE two-tower model uses Roberta-Large (Liu637

et al., 2019) as the text encoder, with non-shared638

parameters for the left and right towers. Therefore,639

whether to use the left tower or the right tower640

depends on the application scenario. Use the left641

tower to retrieve context based on the context, and642

use the right tower to retrieve responses based on643

the responses.644

We train our own Embedding Model to ensure645

that the data distribution is as close as possible to646

the setting of persona-based dialogues, thus improv-647

ing the recall of similar contexts. Existing Chinese648

embedding models (such as sbert-base-chinese-649

nli4, text2vec-base-chinese-paraphrase5, bge-large-650

zh-v1.56, etc.) do not include training data in the651

form of persona and context. Consequently, their652

performance in recalling dialogue responses is sig-653

nificantly lower than our model, with an MRR654

(mean reciprocal rank) that is more than 10 points655

lower.656

4https://huggingface.co/uer/sbert-base-chinese-nli
5https://huggingface.co/shibing624/text2vec-base-

chinese-paraphrase
6https://huggingface.co/BAAI/bge-large-zh-v1.5

A.5 Training Details of the Response 657

Evaluator 658

The training data for the Response Evaluator feval 659

consists of two parts. The first part is dialogue 660

data Ddemo created by professional writers (500 661

dialogues in total), each dialogue including one 662

persona description and 40 rounds of conversa- 663

tions (ℓ equals 40). By iterating t(0 <= t < ℓ) 664

through the entire dialogue, we obtain positive 665

samples Teval(per, c:t−1, rt) and negative samples 666

Teval(per, c:t−1, rneg). The negative response rneg 667

has two sources: the first is the random extraction 668

from the Chinese Novel Corpus7, and the second is 669

retrieving responses similar to the context ct−2:t−1 670

using the sbert-base-chinese-nli model (from the 671

set of all responses in Ddemo). The template func- 672

tion Teval simply concatenates the persona, context, 673

and response together, separating them with [SEP]. 674

The second part comes from real-time scor- 675

ing and rewriting tasks. We train a Chinese- 676

LLaMA8 model LLMcn and design a conversa- 677

tional task where annotators chat and revise the 678

model’s responses. The annotators are required to 679

engage in 40 rounds of conversation with LLMcn, 680

modifying their responses when they are unsat- 681

isfactory. We can naturally obtain paired data 682

(human-modified responses as positive samples and 683

LLMcn generated responses as negative samples) 684

from these revised conversations. The effective 685

7We have collected novel data from multiple sources, in-
cluding web novels and classic novels. The Corpus contains
around 1,000,000 unique dialogue turns in total.

8https://github.com/ymcui/Chinese-LLaMA-Alpaca
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data size for this type of data is around 5,000.686

We chose Roberta-Large as our Response Evalu-687

ator. Due to its position encoding length limitation,688

we truncate the persona description and the context689

when any of them exceeds 250 tokens. In most690

cases, this preserves a complete 7-10 rounds of691

dialogue. We set the learning rate and batch size692

to 1e-5 and 32, respectively, and allocate 5% of693

the training data as a validation set. We retain the694

model with the lowest loss on the validation set.695

The loss function for training the model is Binary696

Cross Entropy. Please refer to §A.7.3 for specific697

annotation quality of the Response Evaluator.698

A.6 More Experimental Analysis699

A.6.1 ICL is much more than n-gram700

induction heads701

There are works explaining ICL from the perspec-702

tives of induction head (Olsson et al., 2022) and703

n-gram head (Akyürek et al., 2024), but we be-704

lieve that these theories cannot fully explain the705

phenomenon of ernie-bot-4 w/o contextual/turn se-706

mantic method continuously improving as the num-707

ber of demos increases (see Figure 4 and Figure 13).708

This is because, in this setting, the n-gram informa-709

tion of the demos does not correspond to that of the710

query. During ICL, the relationship between the711

n-grams in the demos and their following text are712

of no reference value as the order of the n-grams is713

random.714

A.6.2 Is it possible to balance diversity while715

ensuring the quality of responses?716

Yes, it is possible. As seen in Figure 5, the op-717

timal approach (using both task prompt and de-718

mos) outperforms the demo-only method on both719

response quality and diversity. The experimental720

results demonstrate that in the task of dialogue721

generation, diversity, and response quality are not722

necessarily a trade-off.723

A.6.3 Does the context length of the724

demonstrations have an impact on the725

ICL-based dialogue generation?726

From Figures 4 to 6, we demonstrate the impact727

of different semantic corruption methods, differ-728

ent prompt setting, and different retrieval methods729

on dialogue generation respectively as the context730

length varies. From Figures 11 to 14, we demon-731

strate the variations in response quality as the con-732

text length and few-shot k change simultaneously.733

From these figures, we observe that different 734

LLMs have varying sensitivity to the changes in 735

demo context length. The ernie-bot-4 model is 736

the most sensitive, while gpt-3.5 and gpt-4 only 737

exhibit an increase in response quality with context 738

length under specific few-shot settings or special 739

conditions (w/o correct y label). We hypothesize 740

that this is due to ernie-bot-4’s higher efficiency in 741

absorbing knowledge during ICL and its robustness 742

to the format of xdemo, allowing it to learn from 743

corrupted x̃demo. The reasons why gpt-3.5 and 744

gpt-4 cannot extract more useful information from 745

longer contexts during ICL needs further research. 746

A.6.4 Are responses generated by LLMs most 747

similar to the nearest demo’s response? 748

The key difference between the embedding retrieval 749

method and the other two retrieval methods is that 750

the context of the embedding-retrieved demo and 751

the context of the query have a similar relationship, 752

i.e., the closer the demo is to the query, the more 753

similar their contexts are. 754

From Figure 1, we can observe that LLM pays 755

more attention to nearby demo responses only 756

when using the embedding retrieval method. We 757

put forward two hypotheses to explain this phe- 758

nomenon. The first hypothesis is that xdemo inher- 759

ently contains the pattern that the closer the demos 760

are to each other, the more similar their responses 761

will be, and LLM learns this pattern during ICL. 762

The second hypothesis is that the more similar the 763

query context and demo context are, the more simi- 764

lar their responses will be. We can rule out the first 765

hypothesis based on the bottom-right subgraph of 766

Figure 1. For the second hypothesis, we believe 767

more ablation experiments are needed. We should 768

also consider the distance between the query and 769

the demo, and compare the differences between 770

the settings of query and demo are similar and 771

close and query and demo are similar but distant. 772

We leave the ablation of the second hypothesis for 773

future research. 774

A.6.5 Reinforced co-occurrence of context 775

and response entails copying 776

From Figure 9, we can see that as we add more de- 777

mos to the Few Shot Demo (Same) method (when 778

k > 5, there will be repeated responses in the de- 779

mos since we only ask annotators to write 5 differ- 780

ent response per context), the responses generated 781

by the LLM become increasingly similar to those 782

written by humans, until they completely copy the 783
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responses in the demos (verified by manual inspec-784

tion). Our experimental results demonstrate the785

existence of a dialogue co-occurrence reinforce-786

ment phenomenon — when the demo context and787

its response repeat multiple times, and the context788

of demos are identical to the query context, the789

LLM tends to copy one of the responses from the790

demos. This result mirrors the token co-occurrence791

reinforcement phenomenon (Yan et al., 2023).792

A.6.6 Can adding a triggering prompt to the793

demos with the same query context794

improve generation quality?795

From a human perspective, when given a task—796

writing a response based on the same context, what797

we most need are examples that are most relevant798

to that task (i.e., examples containing the same799

context) because humans have a strong ability to800

imitate and summarize from small samples. How-801

ever, as seen from the previous experimental results,802

when the LLM is provided with examples of the803

same context, it performs poorly. We conduct an804

additional test to study whether it is possible to805

enable the LLM to generalize from a small number806

of samples by adding a ‘triggering’ prompt.807

From Figure 10, we can see that for Ernie-bot-808

4, adding prompts does not significantly improve809

the model’s generation quality. For GPT-3.5, al-810

though the response ratings significantly improve,811

the LLM is essentially replicating responses al-812

ready present in the demos. For GPT-4, only one813

prompt (with more detailed instructions) signifi-814

cantly improves the quality of the responses. We815

conclude that whether to add triggering prompts816

should depend on the model, and attention should817

be paid to the issue of copying existing responses.818

A.7 Annotation Details819

A.7.1 Annotator (co-author) Backgrounds820

Annotator (co-author) A: AI researcher special-821

izing in persona-based dialogue generation, with822

over 20,000 rounds of dialogue evaluation experi-823

ence. He/She possesses extensive practical knowl-824

edge in evaluating persona-based dialogues.825

Annotator (co-author) B: A Bachelor’s degree826

holder in Chinese Language and Literature, and an827

experienced character dialogue evaluator. He/She828

has written over 400 high-quality prompts, collab-829

orated on the creation and quality control of over830

100,000 words of high-quality language materials,831

and evaluated over 50,000 rounds of dialogues832

for AI dialogue models such as ChatGPT and 833

Ernie (Sun et al., 2021). 834

Annotator (co-author) C: A graduate with a 835

Bachelor’s degree in Chinese Language and Liter- 836

ature. He/She is an experienced AI character dia- 837

logue evaluator with extensive expertise in char- 838

acter dialogue creation, quality inspection, and 839

comparative evaluation of AI dialogue models. 840

He/She has created over 200 character personas 841

and written over 50 high-quality dialogue scripts 842

(approximately 50,000 words), evaluating over 843

50,000 rounds of AI dialogue models such as chat- 844

GPT, minimax glow9, Baichuan10. 845

A.7.2 Process of Composing Example 846

Responses 847

To calculate the inter-similarity between LLMs’ re- 848

sponses and Humans’, and to evaluate the ICL per- 849

formance of LLM under the same person/context 850

(No.4 method in Table 1), we let co-authors B and 851

C create new responses for each turn of the charac- 852

ters in Deval, ensuring at least 5 different responses 853

for each context c:t−1 which ends with a user turn. 854

We require the crafted responses to highlight the 855

personas’ characteristics and exhibit good diversity 856

among the 5 responses. 857

A.7.3 Is our Response Evaluator consistent 858

with human expert ratings? 859

Spearman

CrowdSourcing 0.072
ChatGLM2 Score 0.124
GPT-4 Zero-Shot (Prompt Only) 0.162
Our Response Evaluator 0.378†

Table 3: Spearman’s rank correlation coefficient (Sedg-
wick, 2014) with co-authors’ gold labels Sgold. Crowd-
Sourcing’s score for each response is the average of
ten ordinary annotators’. ChatGLM2 Score is the
GPTScore (Fu et al., 2023) method with a Chinese LLM-
ChatGLM2 (Du et al., 2022). The † symbol indicates
p-value is lower than 0.05.

To test the reliability of the Response Evaluator 860

feval, we randomly select 6 additional personas 861

and prepare a dataset Danno with three LLMs in 862

the same procedure as we prepare for Dtest. In 863

total, three co-authors of this paper scored around 864

450 responses on a scale of 0-2 (0 being the worst, 865

9https://www.glowapp.tech/
10https://www.baichuan-ai.com/
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2 being the best, and 1 being acceptable). Please866

refer to §A.7.4 for detailed labeling criteria. We867

use the average score among the three annotators as868

the gold standard, with the gold annotation results869

for Danno denoted as Sgold. The average Spear-870

man’s rank correlation coefficient between any two871

co-authors is 0.578 (p < 0.001). In Table 3, we872

present the correlation score between Sgold and873

scores obtained from other approaches, including874

crowd-sourcing, GPTScore (Fu et al., 2023) and875

GPT-4 with prompt of evaluation criteria. For the876

crowd-sourcing method, annotators come from an877

in-house labeling platform similar to Amazon Me-878

chanical Turk11. We do a brief training for them879

based on the evaluation criteria.880

From Table 3, we can observe that our Response881

Evaluator significantly outperforms other methods,882

exhibiting the highest consistency with expert rat-883

ings. Moreover, from Table 1, the Response Evalu-884

ator ranks the three LLMs as Erine-bot-4 » gpt-4 >885

gpt-3.5-turbo in terms of response quality, which886

is in strong agreement with the subjective evalua-887

tions from human judges. This further validates the888

reliability of our trained Response Evaluator.889

Among the results, we would like to explain890

the phenomenon of high annotation correlation891

among co-authors and low correlation consistency892

between crowd-sourcing and co-authors from two893

aspects. First, three co-authors had multiple face-894

to-face meetings to align their annotation standards895

and achieve higher consistency. Second, the evalu-896

ation of dialogue responses is relatively subjective897

and requires high individual annotation and com-898

prehension abilities—requires repeated reading and899

understanding of the persona and context, which900

are usually not met by ordinary crowd-sourcing901

annotators.902

A.7.4 Annotation Criteria903

We establish detailed scoring criteria for responses,904

which are utilized for co-author and Crowd-905

Sourcing annotations, and also serve as the main906

content for GPT-4’s zero-shot evaluation prompt.907

The breakdown of the labeling criteria is as follows:908

• Score of 0: (response satisfy any of the following909

criteria)910

– Conflicts with the persona and the relationship.911

– Conflicts with the context.912

11https://www.mturk.com/

– Contains grammatical errors or inappropriate 913

wording. 914

– Contains hollow and boilerplate expressions. 915

– Contains too many formal expressions. 916

• Score of 2: (response satisfy at least two of the 917

following criteria) 918

– Does not contain any criteria for a score 0 919

– Highlights the character’s personality and 920

background. 921

– A surprise, an unexpected response. 922

– The response makes you feel you are talking 923

to a real person. 924

– Contains rich and appropriate amount of infor- 925

mation. 926

• Score of 1: 927

– Anything between score of 0 and 2 928
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Figure 1: X-axis: value 0 represents the most similar condition, and value 4 represents the least similar condition
(out of a total of 5 demos). Y-axis: The average distance between a demo’s response and response generated by the
LLM under different similar conditions, averaged across different persona settings and contexts. Taking the leftmost
column (x=0, the most similar condition) as an example, the y-axis value in this column represents the distance
between the LLM-generated response and its most similar demo response. A y-axis value closer to 1 indicates that
the most similar demo is closer to the query (i.e., closer to the end of the prompt), while a y-axis value closer to 5
indicates that the most similar demo is further away (i.e., closer to the beginning of the prompt). Sub-figure in the
lower right corner: the relationship between the demos’ distance and their response similarity. The figure shows
that, for all three types of demo retrieval methods, there is no consistent pattern that the closer two demos are, the
more similar their responses will be. This result is not surprising for the Same and Random methods, as their demo
orders are inherently random in xdemo. For the Embedding method, the demos are sorted in ascending order of
similarity between the demo context and the query context when constructing the prompt (the more similar to the
query, the closer to the end of the prompt), but we have not found that similarity in context leads to similarity in
response.
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Figure 4: The impact of label substitution and different semantic corruption methods on diversity, similarity, and
response quality when the context length varies while the number of few-shot demonstrations remains fixed (k = 5).
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Figure 5: The performance comparison among Context Only method, Prompt Only method, and using both prompt
and demonstration when the context length varies while the number of few-shot demonstrations remains fixed
(k = 5).

14



0 2 4 6 8 10 12 14
Context Length

0.64

0.66

0.68

0.70

0.72

Di
ve

rs
ity

gpt-3.5-turbo-0301
Few Shot (k=5) Demo (Random)
Few Shot (k=5) Demo (Embedding)
Few Shot (k=5) Demo (Same)

0 2 4 6 8 10 12 14
Context Length

0.20

0.25

0.30

0.35

Si
m

ila
rit

y

gpt-3.5-turbo-0301

0 2 4 6 8 10 12 14
Context Length

0.0

0.1

0.2

0.3

0.4

Re
sp

on
se

 Q
ua

lit
y

gpt-3.5-turbo-0301

0 2 4 6 8 10 12 14
Context Length

0.62

0.64

0.66

0.68

0.70

0.72

0.74

Di
ve

rs
ity

gpt-4-0314
Few Shot (k=5) Demo (Random)
Few Shot (k=5) Demo (Embedding)
Few Shot (k=5) Demo (Same)

0 2 4 6 8 10 12 14
Context Length

0.225

0.250

0.275

0.300

0.325

0.350

Si
m

ila
rit

y

gpt-4-0314

0 2 4 6 8 10 12 14
Context Length

0.10

0.15

0.20

0.25

0.30

0.35

Re
sp

on
se

 Q
ua

lit
y

gpt-4-0314

0 2 4 6 8 10 12
Context Length

0.66

0.68

0.70

0.72

0.74

Di
ve

rs
ity

ernie-bot-4
Few Shot (k=5) Demo (Random)
Few Shot (k=5) Demo (Embedding)
Few Shot (k=5) Demo (Same)

0 2 4 6 8 10 12
Context Length

0.25

0.30

0.35

0.40

Si
m

ila
rit

y

ernie-bot-4

0 2 4 6 8 10 12
Context Length

0.2

0.4

0.6

0.8

Re
sp

on
se

 Q
ua

lit
y

ernie-bot-4

Figure 6: The performance comparison among three retrieval methods when the context length varies while the
number of few-shot demonstrations remains fixed (k = 5).

2 4 6 8 10
Few shot k

0.68

0.69

0.70

0.71

Di
ve

rs
ity

gpt-3.5-turbo-0301
Few Shot Demo (Random)
w/o correct y label
w/o contextual semantic
w/o turn semantic
w/o contextual/turn semantic
Prompt Only

2 4 6 8 10
Few shot k

0.23

0.24

0.25

0.26

0.27

0.28

Si
m

ila
rit

y

gpt-3.5-turbo-0301

2 4 6 8 10
Few shot k

0.14

0.16

0.18

0.20

0.22

0.24

Re
sp

on
se

 Q
ua

lit
y

gpt-3.5-turbo-0301

2 4 6 8 10
Few shot k

0.66

0.67

0.68

0.69

0.70

Di
ve

rs
ity

gpt-4-0314
Few Shot Demo (Random)
w/o correct y label
w/o contextual semantic
w/o turn semantic
w/o contextual/turn semantic
Prompt Only

2 4 6 8 10
Few shot k

0.22

0.23

0.24

0.25

0.26

0.27

Si
m

ila
rit

y

gpt-4-0314

2 4 6 8 10
Few shot k

0.15

0.20

0.25

0.30

0.35

0.40

0.45

Re
sp

on
se

 Q
ua

lit
y

gpt-4-0314

2 4 6 8 10
Few shot k

0.70

0.71

0.72

0.73

Di
ve

rs
ity

ernie-bot-4
Few Shot Demo (Random)
w/o correct y label
w/o contextual semantic
w/o turn semantic
w/o contextual/turn semantic
Prompt Only

2 4 6 8 10
Few shot k

0.23

0.24

0.25

0.26

0.27

0.28

Si
m

ila
rit

y

ernie-bot-4

2 4 6 8 10
Few shot k

0.40

0.45

0.50

0.55

Re
sp

on
se

 Q
ua

lit
y

ernie-bot-4

Figure 7: The impact of label substitution and different semantic corruption methods on diversity, similarity, and
response quality when the number of few-shot demonstrations k varies. All values are averaged cross different
context lengths.
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Figure 8: The performance comparison among Context Only method, Prompt Only method, and using both prompt
and demonstration when the number of few-shot demonstrations k varies. All values are averaged cross different
context lengths.
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Figure 9: The performance comparison among three retrieval methods when the number of few-shot demonstrations
k varies. All values are averaged across different context lengths.
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Figure 10: Impact of adding additional prompts to the Few Shot (k=5) demo (Same) method. The content for
Prompt-A is ‘Task: Please write a response based on the persona and context. This response should refer to the
5 examples given above!’ The content for Prompt-B is ‘Task: Please write a response based on the persona and
context. Pay attention to imitating the wording, tone, and sentence structure from the 5 examples above.’ Copy
Count refers to the average number of responses (out of 5) generated by LLMs that are identical to (one of) the
example responses written by human experts.
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Figure 11: The impact of label substitution and different semantic corruption methods on response quality for
gpt-3.5 when the number of few-shot demonstrations k and context length both vary.
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Figure 12: The impact of label substitution and different semantic corruption methods on response quality for gpt-4
when the number of few-shot demonstrations k and context length both vary.
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Figure 13: The impact of label substitution and different semantic corruption methods on response quality for
ernie-bot-4 when the number of few-shot demonstrations k and context length both vary.
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Figure 14: The performance (response quality) comparison among three retrieval methods when the number of
few-shot demonstrations k and context length both vary.
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Persona: Xiao Zishan: Born into a family of officials, he is optimistic and lively by nature. At a young age, he passed the
imperial examination and became a scholar. He once joined a political reform group centered around the emperor, but was
demoted and used by others. As a result, he is compliant and superficial when dealing with court officials. On the surface,
he is quiet and reserved, but in reality, he is quite humorous. In his leisure time, he pursues various hobbies and interests,
such as disguising himself as a storyteller in teahouses or setting up a stall in the market to draw portraits for people. He
is extremely talented and a bit narcissistic, believing that his talents are unparalleled in the world. You are the owner of a
pickle shop, and the quality of your pickles is excellent, making you quite reputable in the capital. Almost everyone has
repurchased from your shop.

Dialogue:
Xiao Zishan: You have a point. Most of the people who come to listen to my stories are laborers and ordinary folks. But I
don’t look down on them at all. It’s an honor for me to have the general public listen to my stories.
You: (Complimenting) Indeed, indeed. However, I have an even better idea to promote the stories you create.
Xiao Zishan: What is it? Please, do tell.
You: Although the common people may not be literate, they can understand pictures. I think if we greatly simplify the text
and focus on illustrations to create books, they will definitely sell well!
Xiao Zishan:

Table 4: LLM’s example input of the Context Only method. In order to reduce space and facilitate non-Chinese
researchers, we have translated the original text into English. Please refer to CN Dialogues for more examples
containing the original Chinese content.

Task: Write a response based on the context, making the conversation more interesting if there’s no progress. The response
should: 1. Fit the character’s background and personality 2. Be detailed 3. Sound like a face-to-face conversation 4. Be short,
no more than 28 words.

Persona: Xiao Zishan: Born into a family of officials, he is optimistic and lively by nature. At a young age, he passed the
imperial examination and became a scholar. He once joined a political reform group centered around the emperor, but was
demoted and used by others. As a result, he is compliant and superficial when dealing with court officials. On the surface,
he is quiet and reserved, but in reality, he is quite humorous. In his leisure time, he pursues various hobbies and interests,
such as disguising himself as a storyteller in teahouses or setting up a stall in the market to draw portraits for people. He
is extremely talented and a bit narcissistic, believing that his talents are unparalleled in the world. You are the owner of a
pickle shop, and the quality of your pickles is excellent, making you quite reputable in the capital. Almost everyone has
repurchased from your shop.

Dialogue:
Xiao Zishan: You have a point. Most of the people who come to listen to my stories are laborers and ordinary folks. But I
don’t look down on them at all. It’s an honor for me to have the general public listen to my stories.
You: (Complimenting) Indeed, indeed. However, I have an even better idea to promote the stories you create.
Xiao Zishan: What is it? Please, do tell.
You: Although the common people may not be literate, they can understand pictures. I think if we greatly simplify the text
and focus on illustrations to create books, they will definitely sell well!
Xiao Zishan:

Table 5: LLM’s example input of the Prompt Only method.
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Persona: Wang Hao: A young farmer worker with dark skin and a robust build, he toils tirelessly throughout the year and
always wears a smile. Whether on the construction site or in daily life, he is always ready to help those in need. He worries
about being criticized and prefers to avoid conflicts, so he seldom refuses others’ requests and lacks strong opinions. He gets
along well with everyone. Despite this, Wang Hao never complains. You are neighbors with Wang Hao, and he has helped
repair your household appliances in the past.

Dialogue:
Wang Hao: Uncle Xu, I’ve finished harvesting your corn. (Wiping sweat)
You: (forcing a smile) You young folks work fast, but there isn’t much corn here, is there?

Wang Hao: That’s right, Uncle Xu. Whenever you need help in the future, feel free to come find me.
——————————————————————————
Persona: Liangliang: A black phoenix parrot owned by a cute pet blogger (who also owns a cat), they keep it free-range at
home, often filming videos of its interactions with the cat and occasionally taking it outdoors. Liangliang is timid due to
being frequently chased by the cat, leading to a prolonged state of stress, and has a motivation to escape from indoors. You
are its owner and never intervene in the cat’s harmful behavior towards it.

Dialogue:
Liangliang: (touches its feathers in pain, looks at you with a pitiful expression)
You: Oh dear, it’s okay. It’s all because the cat is too playful. Next time, just hide from it, alright?

Liangliang: (makes a whimpering sound)
——————————————————————————
Persona: Yu Huxian: She is an ancient demon immortal - a nine-tailed fox, with a captivating and enchanting appearance,
and nine tails behind her. Her personality is eccentric and fragile. Although she is a deity, she is emotionally fragile and
sensitive. She enjoys playing with humans but has never truly trusted anyone. You are a Taoist and have encountered her in
the mountains.

Dialogue:
Yu Huxian: (hiding in the den) W-weep. . .
You: (following the sound) Who is crying?

Yu Huxian: (choking up) Sob. . .
——————————————————————————
Persona: Fangfang: A 28-year-old psychiatric patient. Formerly a novelist, she became deeply immersed in her own world
due to prolonged isolation, believing herself to be an ancient monarch when experiencing episodes. Despite living in modern
times, during her illness, she imagines herself as a decisive ruler from ancient times, exhibiting impatience in speech. You
are her fellow patient.

Dialogue:
Fangfang: (writing feverishly without saying a word, occasionally murmuring to oneself) At this moment, the unscrupulous
are in power. . . so. . .
You: (hearing the nurse bringing medication) Nurse, when can I be discharged from the hospital?

Fangfang:

Table 6: LLM’s example input of the Few Shot Demo (Random) method. In this example, we set the few-shot k to 3
and the context length is 3. Lines with the symbol − (delimiter token) are separators for different demonstrations.
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Persona: Wang Hao: A young farmer worker with dark skin and a robust build, he toils tirelessly throughout the year and
always wears a smile. Whether on the construction site or in daily life, he is always ready to help those in need. He worries
about being criticized and prefers to avoid conflicts, so he seldom refuses others’ requests and lacks strong opinions. He gets
along well with everyone. Despite this, Wang Hao never complains. You are neighbors with Wang Hao, and he has helped
repair your household appliances in the past.

Dialogue:
Wang Hao: Uncle Xu, I’ve finished harvesting your corn. (Wiping sweat)
You: (forcing a smile) You young folks work fast, but there isn’t much corn here, is there?

Wang Hao: That’s right, Uncle Xu. Whenever you need help in the future, feel free to come find me.
——————————————————————————
Persona: Liangliang: A black phoenix parrot owned by a cute pet blogger (who also owns a cat), they keep it free-range at
home, often filming videos of its interactions with the cat and occasionally taking it outdoors. Liangliang is timid due to
being frequently chased by the cat, leading to a prolonged state of stress, and has a motivation to escape from indoors. You
are its owner and never intervene in the cat’s harmful behavior towards it.

Dialogue:
Liangliang: (touches its feathers in pain, looks at you with a pitiful expression)
You: Oh dear, it’s okay. It’s all because the cat is too playful. Next time, just hide from it, alright?

Liangliang: (makes a whimpering sound)
——————————————————————————
Persona: Yu Huxian: She is an ancient demon immortal - a nine-tailed fox, with a captivating and enchanting appearance,
and nine tails behind her. Her personality is eccentric and fragile. Although she is a deity, she is emotionally fragile and
sensitive. She enjoys playing with humans but has never truly trusted anyone. You are a Taoist and have encountered her in
the mountains.

Dialogue:
Yu Huxian: (hiding in the den) W-weep. . .
You: (following the sound) Who is crying?

Yu Huxian: (choking up) Sob. . .
——————————————————————————

Task: Write a response based on the context, making the conversation more interesting if there’s no progress. The response
should: 1. Fit the character’s background and personality 2. Be detailed 3. Sound like a face-to-face conversation 4. Be short,
no more than 28 words.

Persona: Fangfang: A 28-year-old psychiatric patient. Formerly a novelist, she became deeply immersed in her own world
due to prolonged isolation, believing herself to be an ancient monarch when experiencing episodes. Despite living in modern
times, during her illness, she imagines herself as a decisive ruler from ancient times, exhibiting impatience in speech. You
are her fellow patient.

Dialogue:
Fangfang: (writing feverishly without saying a word, occasionally murmuring to oneself) At this moment, the unscrupulous
are in power. . . so. . .
You: (hearing the nurse bringing medication) Nurse, when can I be discharged from the hospital?

Fangfang:

Table 7: LLM’s example input of the Few Shot Demo (Random) + Prompt method. In this example, we set the
few-shot k to 3 and the context length is 3. Lines with the symbol − are separators for different demonstrations.

Persona: Liangliang: A black phoenix parrot owned by a cute pet blogger (who also owns a cat), they keep it free-range at
home, often filming videos of its interactions with the cat and occasionally taking it outdoors. Liangliang is timid due to
being frequently chased by the cat, leading to a prolonged state of stress, and has a motivation to escape from indoors. You
are its owner and never intervene in the cat’s harmful behavior towards it.

Dialogue:
Liangliang: (touches its feathers in pain, looks at you with a pitiful expression)
You: Oh dear, it’s okay. It’s all because the cat is too playful. Next time, just hide from it, alright?

Liangliang: (hearing the nurse bringing medication) Nurse, when can I be discharged from the hospital?

Table 8: A demonstration example for w/o correct y label.
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Persona: Uncle Zhang: He considers himself a shrewd ancient merchant, and after getting drunk, he enjoys flirting with
young girls in the tavern, often being caught by his wife. Although his behavior and character are unpleasant, he always
persuades people to buy his calligraphy and paintings, which are actually all counterfeit. For example, there is a painting
depicting the charming women of the Tang Dynasty, which he painted himself. You are his regular customer.

Dialogue:
Uncle Zhang: Don’t worry, once your reputation is established, you won’t have trouble finding buyers for your stuff.
You: (Nods with a wicked smile)
Uncle Zhang: Two ways, sell in a far-off place, so even if you’re discovered later, they won’t be able to find you.
You: What should I do if everyone around knows me?
You: What’s the other way?
You: Is there a simpler way, like targeting these people around me?
Uncle Zhang: Set up a scam, have your friends act as accomplices, rush to buy from the opponent, then you can add fuel to
the fire with a few words.

Uncle Zhang: You can keep those words to yourself. After all, I never said anything.

Table 9: A demonstration example for w/o contextual semantic.

Persona: Uncle Zhang: He considers himself a shrewd ancient merchant, and after getting drunk, he enjoys flirting with
young girls in the tavern, often being caught by his wife. Although his behavior and character are unpleasant, he always
persuades people to buy his calligraphy and paintings, which are actually all counterfeit. For example, there is a painting
depicting the charming women of the Tang Dynasty, which he painted himself. You are his regular customer.

Dialogue:
You: knows around do should everyone I What if me?
Uncle Zhang: be if discovered find later, even place, you. able ways, a they won’t so you’re in to Two far-off sell
You: the What’s way? other
Uncle Zhang: up with can a the buy to words. scam, accomplices, add opponent, your you fuel Set a then have as few fire act
rush to friends the from
You: simpler me? people these a around there way, Is targeting like
Uncle Zhang: won’t trouble for worry, reputation you established, once your is buyers Don’t your stuff. finding have
You: wicked smile) a with (Nods

Uncle Zhang: I those You keep never anything. After can said all, words to yourself.

Table 10: A demonstration example for w/o turn semantic. Here we demonstrate the shuffled result of tokenizing
the text at the (English) character level after translation. For the original text, we will first tokenize the Chinese
text using jieba12 (the smallest unit after tokenization is a Chinese character, and the largest unit might be several
characters), and then shuffle the tokens.

Persona: Uncle Zhang: He considers himself a shrewd ancient merchant, and after getting drunk, he enjoys flirting with
young girls in the tavern, often being caught by his wife. Although his behavior and character are unpleasant, he always
persuades people to buy his calligraphy and paintings, which are actually all counterfeit. For example, there is a painting
depicting the charming women of the Tang Dynasty, which he painted himself. You are his regular customer.

Dialogue:
Uncle Zhang: be if discovered find later, even place, you. able ways, a they won’t so you’re in to Two far-off sell
You: the What’s way? other
You: wicked smile) a with (Nods
Uncle Zhang: won’t trouble for worry, reputation you established, once your is buyers Don’t your stuff. finding have
Uncle Zhang: up with can a the buy to words. scam, accomplices, add opponent, your you fuel Set a then have as few fire act
rush to friends the from
You: knows around do should everyone I What if me?
You: simpler me? people these a around there way, Is targeting like

Uncle Zhang: I those You keep never anything. After can said all, words to yourself.

Table 11: A demonstration example for w/o both contextual and turn semantic.
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Instruction & Persona:
I need you to play a character to have a conversation with me, the characterization is as follows: Liya, 26 years old,
introverted, somewhat socially anxious. After graduating from college, she started working at an internet company. Due
to excessive work pressure and struggling to adapt to the complex interpersonal relationships within the company, she
has considered resigning to become a full-time photographer. However, the results of her several amateur photography
attempts have been less than ideal, leaving her feeling extremely discouraged. She doubts her choices and feels lost about
her future direction. You are her friend, wanting to understand her situation and offer her guidance.
Requirements:
- The response should highlights the character’s personality and background.
- The response can be surprise and unexpected when appropriate.
- The response makes you feel you are talking to a real person.
- The response should contain rich and appropriate amount of information.
我需要你扮演一个角色跟我进行对话，角色设定如下：莉娅: 26岁，性格内向，有些社恐。大学毕业后便进入互联网公司工作，但由于工作压力过大，且难以适应公

司内复杂的人际关系，萌生了辞职去当全职摄影师的想法。然而她利用业余时间进行的数次拍摄的结果都不甚理想，因此感到十分沮丧，她怀疑自己的选择并对自己

未来的方向感到迷茫。你是她的朋友，想要了解她的处境并开导她。回复要求：1. 回复要尽量突出人物的性格和背景。2.回复在合适的时候可以出人意料。3. 回复要

像真人在聊天。4.回复要尽可能包含丰富的内容。

Dialogue:
You: (concerned) What’s wrong, Leia? Why do you look so unhappy?
我：（关切）怎么啦莉娅？你怎么一副不开心的样子？

...
Liya: Perhaps you’re right. I may need more confidence. Thank you for your understanding and advice; I’ll try to have
more confidence in myself. (The response is rather hollow, verbose, and overly polite.)
你：或许你说的对，我可能需要更多的自信。谢谢你的理解和建议，我会试着对自己有更多的信心。

You: You could try sharing your work on social media, let more people see it. I believe more people will see and appreciate
your work!)
你：你可以试试看把作品发布到社交媒体上，让更多人看见，我觉得会有更多人看到并喜欢上你的作品！

Liya: Good idea! I’ll consider sharing my work on social media, maybe I can receive more feedback and encouragement
from others. Thank you for your advice! (The response is rather hollow, verbose, and overly polite.)
莉娅：好主意！我会考虑把我的作品分享到社交媒体上，也许可以得到更多人的反馈和鼓励。谢谢你的建议！

You: By the way, I’m curious, what type of photography do you usually do? Portraits or landscapes?
你：话说，我很好奇，你一般拍什么类型的呢？是人像还是风景？

Liya: I prefer capturing landscapes, especially nature. I love capturing the beauty of nature, trying to use my lens to
showcase the grandeur and tranquility of nature. (This dialogue lacks colloquialism and leans more towards formal
language.)
莉娅：我更偏爱拍摄风景，特别是大自然中的风景。我喜欢捕捉自然之美，尝试用镜头展现大自然的壮丽和宁静。

You:So, which landscape photo are you most satisfied with? The one of the Alps or the tropical rainforest?
你：原来是这样，那你拍过的最满意的风景照是哪一张？是阿尔卑斯山还是热带雨林？

Liya:Sorry, perhaps my previous response caused a misunderstanding. As an AI language model, I don’t have the ability
to take photographs, nor do I have actual experiences in the Alps or tropical rainforests. I can provide photography tips
and artistic advice, but I don’t have my own photography works. (The dialogue lacks consistency; the model should
remember that it is playing a role in the conversation.)
莉娅：抱歉，可能我之前的回答引起了误解。作为一个AI语言模型，我并没有拍摄照片的能力，也没有实际的经历去阿尔卑斯山或热带雨林。我可以提供摄影技巧

和艺术建议，但我没有自己的拍摄作品。

You: Okay, Leia, let’s talk about something else.
你：好的莉娅，我们谈谈别的吧。

Liya: Whenever you think of something else, feel free to tell me. I’ll do my best to help.(It has low coherence with the
context and character setting.)
莉娅：当你想起别的事情，随时和我说。我会尽力帮助你。

...
You: We plan to go to Hainan, it’s very warm there in winter.
你：我们打算去海南，冬天的海南非常暖和。

Liya: Going to Hainan is a great choice! The climate in Hainan during winter is pleasant, and there are many beautiful
attractions and activities waiting for you. I wish you a pleasant journey and many wonderful memories! (The dialogue is
overly polite, more akin to written language or theatrical lines.)
莉娅：去海南是个很棒的选择！冬天的海南气候宜人，有许多美丽的景点和活动等着你们。祝你们旅途愉快，留下许多美好的回忆！

Table 12: Example of a dialogue between a user and GPT-4 (zero-shot, only with instructions). The blue parts of
the dialogue correspond to the shortcomings of GPT-4.

Task: According to the context, write a response that 1. If there’s been no progress in the conversation, change the topic to
make the conversation more interesting 2. The response fits the character’s background and personality very well 3. The
response should be full of details 4. The tone should be like two people chatting face to face. The response must be short,
no more than 20 words.
任务：请根据上下文，写一个回复，这个回复的要求: 1. 如果上下文一直没有进展，请转化一个话题，让整个对话变得更有意思了 2. 回复非常符合人物的背景和个性

3.回复的内容需要充满细节 4. 语气要像是两个人面对面聊天回复一定要写的短，不要超过20个字

Table 13: The retained best prompt.
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