ABSTRACT

The ability to learn in a setting where tasks arrive in a sequence without access to previous task data is difficult for learning algorithms when restricted in capacity. In this lifelong learning setting a single model is challenged to learning a new task, while at the same time not forgetting about previous tasks and freeing up capacity for future tasks. We argue that the ability to identify network parameters which are most critical for a learned task plays a critical role to decide which ones to remember. In this work we propose to rely on Bayesian Networks, which inherently model the distribution of a parameter rather than a single value of a parameter. More specifically, we formulate lifelong learning in the Bayesian-by-Backprop framework, exploiting the parameter uncertainty for two lifelong learning directions. First, weight pruning, where a hard selection is made on which parameters to select per task and, second, weight regularization which can be seen as a softer version to keep important parameters, respectively. We show the benefit of our approach using diverse object classification datasets in both cases.

1 INTRODUCTION

Humans can easily accumulate and maintain the knowledge gained from previously observed tasks and continuously learn to solve new problems or tasks. Inspired by this capability of humans, Lifelong Learning (LLL) intends to learn sequential tasks without forgetting leaned concepts as new tasks are being introduced. Unlike the powerful capabilities observed in mammalian brains in acquiring and preserving the knowledge, artificial agents still struggle in continual learning.

One of the main challenges for a lifelong learning agent is known as catastrophic forgetting [McCloskey & Cohen, 1989; McClelland et al., 1995] which refers to the significant drop in the performance of a learner when switching from a trained task to a new one. This phenomenon occurs because trained parameters on initial task require to change in favor of learning new objectives. This is the reason that naive finetuning intuitively suffers the most from catastrophic forgetting. Given limited capacity of a network, one way to see this problem as to deciding which part of network is best to keep and which part is less important and can thus be used by future tasks without significantly effecting current task performance. In this work we propose to turn to Bayesian Networks as introduced by Blundell et al. (2015). These networks represent each parameter with a distribution defined by a mean and variance which more naturally allows to determine which parameters are most important for a task. We integrate this idea with two different LLL paradigms: Hard pruning of part of the network and soft regularization based importance weighting of network parameters.

To avoid adding capacity when learning new tasks, one can first prune or compress the network (Liu et al., 2015; Aghasi et al., 2017) and then learn new tasks using free parameters as proposed by Mallya & Lazebnik (2017; 2018). Here a part of the network is frozen, while the remaining network is free to adapt for future tasks. While this eliminates forgetting over time, it reduces flexibility when learning large number tasks as the network fills up over time as the percentage which is frozen by previous tasks increases over time.

The second paradigm we study is regularization based LLL where forgetting is reduced by introducing a loss which penalizes when important weight parameters are changed while learning new tasks. In contrast to the hard pruning this is “softer” way to avoid forgetting. The main challenge for the approaches in this domain is how to define and measure importance. Different techniques have explored different quantities to measure importance with Kirkpatrick et al. (2017); Zenke et al.
While we go over more details about these methods in section 4.2, we argue that the externally defined importance definition used in these works might yield sub-optimal regularization performance. Moreover, importance computation in these methods requires an extra computational step (whether online or offline). Despite the difficulties in defining and measuring importance, these approaches have the benefit of good scalability as well as high efficiency.

Most of the work in lifelong learning have been proposed within the realm of non-Bayesian models where model parameters tend to overconfidently fit to training data and there is no internal definition of weight importance. In contrast, Bayesian models, enhanced by their statistically-grounded theoretical framework, provide clear definitions of uncertainty in model weights and/or predictions. Although exact Bayesian inference remains intractable in neural networks, variational approximations have provided a powerful alternative to this problem. In this work we exploit an efficient back-propagation-compatible Bayesian formulation in neural networks, called Bayes-by-Backprop (BBB) [Blundell et al. (2015)], to obtain weights’ uncertainty as a guidance to perform continual learning. We show how lifelong learning using pruning and regularization can be enhanced when accurate weights importance are present to identify task-specific parameters. The main intuition behind is that Bayesian neural network provide precise uncertainty measurements in weights which is the bottleneck for regularization methods.

2 RELATED WORK

Here we list some of the previously introduced approaches taken in lifelong learning that mitigate catastrophic forgetting to different extents. Conceptually, these approaches can be divided into the following categories. We list pros and cons for each and explain why (not) our approach is inspired or build upon them.

**Dynamic architectural methods**: In this setting the architecture will grow such that it carries over the past knowledge as well as storing new gained knowledge in different forms such as additional layers, nodes, or dual-architecture. In this approach the objective function remains fixed whereas the model capacity grows often exponentially with the number of tasks. Progressive networks [Rusu et al. (2016); Schwarz et al. (2018)] was one of the earliest work in this path which was successfully applied on reinforcement learning problems where the base architecture is duplicated and lateral connections are added in response to new tasks. [Roy et al. (2018)] also uses hierarchical network, where CNNs at multiple levels, could grow in tree-shape manner to accommodate new tasks. Dynamically Expandable Network (DEN) [Yoon et al. (2018)] also expands the network by selecting the drifting units and retraining them separately based on the current tasks in hand. Despite the ability of these methods in preventing forgetting, they have large overheads upon arrival of new tasks. We have completely avoided using architectural growth in our method due to this reason.

**Memory-based methods**: In this regime, previous information is partially stored in different fashions to be used later as a form of rehearsal [Robins (1995)]. GeppNet [Gepperth & Karaoguz (2016)] and its variant GeppNet-STM were introduced in this category for class incremental learning settings. They use a self-organizing map (SOM), a linear regression layer, to re-structure the input data topographically. Once the SOM is trained, it will be only updated when a new class arrive. This example is stored by a short-term memory buffer to prevent forgetting it in the future. iCaRL [Rebuffi et al.] uses this idea to perform class incremental learning through nearest-mean-of-exemplars using current data and stored examples of previously seen classes. It was shown to be capable of incrementally learning large scale datasets such as ImageNet. However, this method can not be used in learning multiple sequential tasks from different datasets. Gradient episodic memory (GEM) [Lopez-Paz et al. (2017)] was another work for class incremental learning where data is stored at the end of each episode to be used later to restrict gradient updates from deviating away from their previous values. GEM is not only able to mitigate forgetting, but also allows for positive backward knowledge transfer which is referred to improvement on previously learned tasks. Another value of this work was that it was the first method capable of learning with seeing each training example only once. Since storing examples can be costly and sometimes unpractical, a generative model was employed to encode/decode pseudo information [Draelos et al. (2017); Shin et al. (2017); Nguyen et al. (2017)]. However, in practice generative models are difficult to train specially in sequential learning scenarios.
Regularization methods: These approaches do not require storing data while retaining the whole network. Catastrophic forgetting is alleviated via preventing significant changes to representation learned for previous tasks. This can be performed through regularizing the objective function, or directly applied on weight parameters such that important weights to one task are not allowed to change in the future. Various methods have been explored in both weight importance measurements as well as regularization techniques. Elastic weight consolidation (EWC) method [Kirkpatrick et al. (2017)] imposes a quadratic penalty on changes in weights that are found to be important to prior tasks. However, the importance is measured through computing the diagonal of the Fisher information metric over parameters of the old task resulting in inefficiency on high-dimensional output spaces. Synaptic Intelligence (SI) suggested an online way of computing importance which had comparable results to EWC while being more efficient. Similar to SI, Memory-aware Synapses (MAS) [Aljundi et al. (2017)] proposed an online way of computing importance adaptive to the test set using the change in the model outputs w.r.t the inputs. PackNet [Mallya & Lazebnik (2017)] used iterative pruning to fully restrict gradient updates on important weights via saving binary masks. While applying this binary mask at inference results in zero forgetting of the initial performance, it requires to know which task we are performing to use the appropriate mask. PackNet also ranks the weight importance by their magnitude which is not guaranteed to be a proper importance indicative. A follow-up work to PackNet Mallya & Lazebnik (2018) suggested learning these binary masks end-to-end using a meta-learner.

3 BACKGROUND: VARIATIONAL BAYES-BY-BACKPROP

In this section we review the Bayesian framework we use to be able to learn sequential tasks by remembering task-specific parameters. The Bayesian formulation used here was first introduced by Blundell et al. (2015) that learns the probability distribution over network parameters. In the original paper, it was shown that this novel back-propagation-compatible algorithm acts as a regularizer and yields comparable performance to dropout on MNIST dataset. In the next section (Section 4) we show how to use the derived weight uncertainty to measure the importance in performing the task in hand and use the rest of the network to learn later tasks with.

3.1 VARIATIONAL INFERENCE IN NEURAL NETWORKS

In Bayesian models, latent variables are drawn from a prior density $p(w)$ which are related to the observations through the likelihood $p(x|w)$. During the inference, the posterior distribution $p(w|x)$ is computed conditioned on the given input data. However, in practice this probability distribution is intractable and is often estimated through approximate inference. Markov chain Monte Carlo (MCMC) sampling [Hastings (1970)] has been widely used and explored for this purpose (see Robert & Casella (2013) for different methods under this category). However, MCMC algorithms, despite providing guarantees in finding asymptotically exact samples from the target distribution, they are not suitable for large datasets and/or large models as they are bounded by speed and scalability issues. Alternatively, Variational inference provides a faster solution to the same problem in which the posterior is approximated using optimization rather than being sampled from a chain [Peterson (1987), Hinton & Van Camp (1993), Jaakkola & Jordan (1996, 1997)]. Similar to any other approximation algorithms, there will be trade-offs between the precision of the results and the efficiency of the optimization. However, variational inference methods always take advantage of fast optimization techniques such as stochastic methods, distributed methods, which allows them to explore data models faster to find the best approximation. See [Blei et al. (2017)] for a complete review of the theory.

3.2 BAYES BY BACKPROP

Let $x \in \mathbb{R}^n$ be a set of observed variables and $w$ be a set of latent variables parametrized by $\theta$ sharing a joint density of $p(w, x)$. During the inference, the posterior distribution $p(w|x)$ is computed conditioned on the given input data. However, in practice this probability distribution is intractable and is often estimated through approximate inference. Markov chain Monte Carlo (MCMC) sampling [Hastings (1970)] has been widely used and explored for this purpose (see Robert & Casella (2013) for different methods under this category). However, MCMC algorithms, despite providing guarantees in finding asymptotically exact samples from the target distribution, they are not suitable for large datasets and/or large models as they are bounded by speed and scalability issues. Alternatively, Variational inference provides a faster solution to the same problem in which the posterior is approximated using optimization rather than being sampled from a chain [Peterson (1987), Hinton & Van Camp (1993), Jaakkola & Jordan (1996, 1997)]. Similar to any other approximation algorithms, there will be trade-offs between the precision of the results and the efficiency of the optimization. However, variational inference methods always take advantage of fast optimization techniques such as stochastic methods, distributed methods, which allows them to explore data models faster to find the best approximation. See [Blei et al. (2017)] for a complete review of the theory.
We first propose a family \( \mathcal{D} \) of probability densities over the latent variables \( (q(w|\theta) \in \mathcal{D}) \). We then find the closest member of this family to the true conditional probability of interest \( p(w|x) \) by minimizing the Kullback-Leibler (KL) divergence between \( q \) and \( p \):

\[
q^*(w|\theta) = \arg \min_{q(w|x) \in \mathcal{D}} \text{KL}(q(w|\theta)\|p(w|x))
\]

(1)

Once solved, \( q^*(\cdot) \) would be the closest approximation to variational posterior parametrized by \( \theta^* \) to construct the parameters of the network. We can unpack Eq. 1 and call it a loss function commonly known as variational free energy or expected lower bound :

\[
\mathcal{L}_{BBB}(w, \theta) = \text{KL}[q(w|\theta)\|p(w)] - \mathbb{E}_{q(w|\theta)}[\log(p(x|w)]
\]

(2)

Blundell et al. (2015) showed that Eq. 2 can be approximated using \( i \) Monte Carlo samples from the variational posterior:

\[
\mathcal{L}_{BBB}(w, \theta) \approx \sum_{i=1}^{n} \log q(w(i)|\theta) - \log p(w(i)) - \log p(x|w(i))
\]

(3)

We assume \( q(w|\theta) \) to have a Gaussian pdf with diagonal covariance. \( \theta \) is parametrized point-wise with a mean \( \mu \) and standard deviation of \( \sigma = \log(1 + \exp(\rho)) \). Variational posterior parameters will have a form of \( \mu + \log(1 + \exp(\rho)) \odot \epsilon \) where \( \epsilon \) is a sample drawn from posited \( q \). For the prior, as it was suggested in Blundell et al. (2015), a scale mixture of two Gaussian pdfs are chosen which are zero-centered while having difference variances of \( \sigma_1^2 \) and \( \sigma_2^2 \). The uncertainty obtained for every weight parameter, as opposed to hidden units Rezende et al. (2014); Kingma & Welling (2013) has been successfully used in model compression Blundell et al. (2015), uncertainty-based exploration in reinforcement learning application Blundell et al. (2015); Lipton et al. (2016). In this work we want to use this framework to learn sequential tasks without forgetting using per-weight derived uncertainties.

4 Lifelong Learning Using Bayes by Backprop (B-LLL)

Unlike regular deep neural networks, in BBB model, weight parameters are represented by probability distributions parametrized by their mean and standard deviation. In order to take into account both mean and variance we use the quantity of signal-to-noise ratio (SNR) for each parameter defined as

\[
\text{SNR} = \frac{|\mu|}{\sigma}
\]

(4)

SNR is a commonly used measure in signal processing to distinguish between “useful” information from unwanted noise contained in a signal. In the context of neural models, SNR can be thought as an indicative of parameter importance; the higher the SNR, the more effective or important the parameter is to the model predictions for a given task.

In our method called, Bayesian Lifelong Learning (B-LLL), we have considered two common scenarios of lifelong learning: 1) sequential learning of multiple tasks; 2) class-incrementally learning of a single dataset. We perform continual learning using weight pruning and weight regularization based upon our newly defined pruning criterion and parameter importance measurement leveraged from Bayes by backprop algorithm.

4.1 Weight Pruning

Weight pruning is a long standing solution to reduce inference computation or network compression [Han et al. (2016); Liu et al. (2017); Molchanov et al. (2016)]. Moreover, it has been recently used to perform lifelong learning [Mallya & Lazebnik (2017)], where the goal is to gradually using a single network's capacity to learn multiple tasks with. This is done by freeing up parameters deemed to be unimportant to the current task. Forgetting is prevented in pruning by saving a task-specific binary mask of important vs. unimportant parameters. However, parameter importance measurement in Mallya & Lazebnik (2017) is performed based on parameters’ magnitude only. Hence, our work is significantly different from Mallya & Lazebnik (2017) in the different criterion we propose to
Require: hyper parameter for additional pruning step: \( p \) \( \triangleright p \) := pruning portion per layer

Require: hyper parameter for BBB only: \( \sigma, \sigma_1, \sigma_2, \rho, \mu, \pi, \alpha, n \)

\begin{algorithm}
\caption{Bayesian Lifelong Learning with Pruning (B-LLL Prune)}
\begin{algorithmic}[1]
\Require: \( \epsilon \sim \mathcal{N}(0, I) \)
\While{not done}
\State \( l_1 \leftarrow \sum_{i=1}^{n} \log \mathcal{N}(w_i | \mu, \sigma^2) \) \hfill \triangleright log-posterior
\State \( l_2 \leftarrow \sum_{i=1}^{n} \log \pi \mathcal{N}(w_i | 0, \sigma^2) + (1 - \pi) \mathcal{N}(w_i | 0, \sigma^2) \) \hfill \triangleright log prior
\State \( l_3 \leftarrow \sum_{i=1}^{n} \log (p(x|w)) \) \hfill \triangleright log-likelihood of the data
\State \( \mathcal{L}_{BBB} \leftarrow \frac{1}{M} (l_1 - l_2) - l_3 \) \hfill \triangleright \( M \) := number of minibatches
\State Compute \( \nabla \mathcal{L}_\mu \) and \( \nabla \mathcal{L}_\rho \)
\State \( \text{SNR}_i \leftarrow \frac{|\mu_i - \mu|}{\pi_i} \) \hfill \triangleright signal-to-noise ratio for every weight
\ForAll{parameters in layer do}
\If{\( \text{SNR}_i \in \text{Top} \ p \text{ portion of SNR values in layer} \)}
\State \( \nabla \mathcal{L}_\mu = 0 \) \hfill \triangleright No parameter update
\State \( \nabla \mathcal{L}_\rho = 0 \) \hfill \triangleright No parameter update
\Else
\State \( \mu' \leftarrow \mu - \alpha \nabla \mathcal{L}_\mu \) \hfill \triangleright Update parameter using gradient descent
\State \( \rho' \leftarrow \rho - \alpha \nabla \mathcal{L}_\rho \) \hfill \triangleright Update parameter using gradient descent
\EndIf
\EndForAll
\EndWhile
\end{algorithmic}
\end{algorithm}

use for importance measurement; the statistically-grounded uncertainty defined in Bayesian neural networks.

BBB-pruning is performed as follows: for every layer, convolutional or fully-connected, the parameters are ordered by their SNR value and those with lowest importance are pruned (set to zero). The pruned parameters, are “saved” using a binary mask so that they can be used later in learning new tasks whereas the important parameters remain fixed throughout training on future tasks. Once a task is learned, an associated binary mask is saved which will be used at inference to recover key parameters to the desired task. The overhead memory caused by saving the binary mask (less than 20MB for ResNet18), is negligible given the fact it completely eliminates the forgetting. To make a fair comparison with [Mallya & Lazebnik, 2017] we only used weight parameters (not biases) to be candidates for removal.

4.2 Weight regularization

This method can be thought as a softer version of weight pruning and has been previously used in continual learning settings [Kirkpatrick et al., 2017; Zenke et al., 2017; Aljundi et al., 2017]. The key idea in regularization is to preserve the representation learned for one task by minimizing the change in important weight parameters, instead of freezing them as previously done in pruning. Therefore, in regularization, gradient updates are allowed for all parameters, however the goal is to condition the updates on the weights importance. As a result, detecting important parameters plays an important role in better regularization. We propose to use the per weight uncertainty afforded in BBB again to regulate the changes in parameters using their importance. Regularization, in comparison to pruning, does not require memory for saving the binary parameter selection mask. However, forgetting is possible to occur because all parameters are allowed to change.

Considering neural network training from a probabilistic perspective, we aim at finding their most probable values given the data \( D \) with \( p(\theta|D) \). In life-long learning where \( D = \{D_1, D_2, \ldots, D_T\} \), \( D_{1:T-1} \) represents the tasks learnt till the last time step, and \( D_T \) is the task being trained at the current time step \( T \). Hence, we can compute the conditional probability \( p(\theta|D) \) from the prior probability of the parameters \( p(\theta|D_{1:T-1}) \) and the probability of the data \( p(D_T|\theta) \) by using Bayes’ rule.

\[
\log p(\theta|D) = \log p(D_T|\theta) + \log p(\theta|D_{1:T-1}) - \log p(D_{1:T-1}) \propto \log p(D_T|\theta) + \log p(\theta|D_{1:T}) \quad (5)
\]

where \( \log p(D_T|\theta) \) is simply the negative of the loss function for the current task and \( \log p(\theta|D_{1:T}) \) is the prior over the parameters that represents forgetting.
In all the experiments we resized images to principal lowers the forgetting effect between tasks because of the existing overlaps between training details. It is important to note that in all our experiments, classification vision datasets (see Table 1) to assess both techniques. Datasets: We evaluate our approach B-LLL on sequential learning of multiple datasets as well as class incrementally learning of single datasets. We have chosen five commonly used fine-grained classification vision datasets (flowers, birds, cars, aircrafts) which in principal lowers the forgetting effect between tasks because of the existing overlaps between them.

In all the experiments we resized images to $224 \times 224$. We used random horizontal flipping for data augmentation. Each dataset is also normalized using channel-wise mean and standard deviation of its own. B-LLL-related hyperparameters including are all computed per dataset using a validation.

Algorithm 2 Bayesian Lifelong Learning with Regularization (B-LLL Reg)

Require: hyper parameters for BBB-only: $\sigma, \sigma_1, \sigma_2, \rho, \mu, \pi, \alpha, n, \lambda$

Require: hyper parameters for additional regularization: $\lambda$

1: $\epsilon \sim \mathcal{N}(0, I)$
2: $\sigma = \log(1 + \exp(\rho))$ \quad \triangleright \text{Ensures } \sigma \text{ is always positive}
3: $w = t(\theta, \epsilon) = \mu + \sigma \circ \epsilon$ \quad \triangleright \text{w := a posterior sample of weights}
4: while not done do
5: $l_1 \leftarrow \sum_{i=1}^{n} \log \mathcal{N}(w_i | \mu, \sigma^2_i)$ \quad \triangleright \text{log-posterior}
6: $l_2 \leftarrow \sum_{i=1}^{n} \log (\pi \mathcal{N}(w_i | 0, \sigma^2_i) + (1 - \pi) \mathcal{N}(w_i | 0, \sigma^2_i))$ \quad \triangleright \text{log prior}
7: $l_3 \leftarrow \sum_{i=1}^{n} \log(p(x_\mathcal{W}))$ \quad \triangleright \text{log-likelihood of the data}
8: $L_{BBB} \leftarrow \frac{1}{B} (l_1 - l_2) - l_3$ \quad \triangleright \text{B := number of minibatches}
9: $L_{\text{forgetting}} \leftarrow \lambda \sum_i \frac{1}{\sigma_i} (\mu_i - \mu_i^*)^2 + \lambda \sum_i \frac{1}{\sigma_i} (\rho_i - \rho_i^*)^2$
10: $L \leftarrow L_{BBB} + L_{\text{forgetting}}$
11: $\mu' \leftarrow \mu - \alpha \nabla L_{\mu}$ \quad \triangleright \text{Update all parameters using gradient descent}
12: $\rho' \leftarrow \rho - \alpha \nabla L_{\rho}$ \quad \triangleright \text{Update all parameters using gradient descent}

Modeling Forgetting using BBB ($p(\theta | D_{1:T})$) For tractability, we approximate the posterior as a Gaussian distribution with mean given by the parameters $\theta_{1:T-1}^*$ and a diagonal precision given by the diagonal of that represent the standard deviation of that distribution. Typically, this measure is engineered to represent the importance of each parameter, the higher the standard deviation, the less important the parameter is. In MAS [Aljundi et al. 2017], parameters with highest importance are those with highest sensitivity to the prediction of the neural network. In EWC [Kirkpatrick et al. 2017], important parameters are those to have the highest in terms if the fisher information metric. In Int.Synapses, this parameter importance notion is engineered to correlate with the loss function, parameters that contributes more to the loss are more important. In contrast since our approach is Baysian, the training procedures directly provides the uncertainty of each parameter which directly model $p(\theta | D_{1:T})$. Concretely, for continual learning using BBB with regularization, we start by training a regular BBB network in the task at hand. Once a task is finished, per-weights’ $\frac{1}{\sigma}$ values are computed. Hence, the total objective function for Bayesian Lifelong Learning with regularization is as follows:

$$L_{B-LLL}(w, \theta) = L_{BBB} + \sum_i \frac{1}{\sigma_i} (\mu_i - \mu_i^*)^2 + \lambda \sum_i \frac{1}{\sigma_i} (\rho_i - \rho_i^*)^2$$

where $L_{BBB} = \log p(D_T | \theta)$ is the bayesian learning loss of the current task, $\lambda$ is the regularization parameter, and $\sum_i \frac{1}{\sigma_i} (\mu_i - \mu_i^*)^2 = p(\theta | D_{1:T}) + \sum_i \frac{1}{\sigma_i} (\rho_i - \rho_i^*)^2$. Note that, we included in our prior not to deviate from the learnt uncertainty, encouraging the certainty not to decrease over time. In all our experiments $\lambda$ was considered to be $10^{-5}$.

Complete algorithm for BBB with regularization is shown in Algorithm 3.

5 Experimental Setup

Datasets: We evaluate our approach B-LLL on sequential learning of multiple datasets as well as class incrementally learning of single datasets. We have chosen five commonly used fine-grained classification vision datasets (see Table 1) to assess both techniques.

Training details: It is important to note that in all our experiments, no pre-trained ImageNet model is used. All trainings start from random initialization for the first task including all results computed for baselines under this condition. Hence, they might differ from the originally reported values due to this reason. ImageNet dataset [Deng et al. 2009] consists of 1000 object categories and includes the main objects of our utilized fine-grained datasets (flowers, birds, cars, aircrafts) which in principal lowers the forgetting effect between tasks because of the existing overlaps between them.

In all the experiments we resized images to $224 \times 224$. We used random horizontal flipping for data augmentation. Each dataset is also normalized using channel-wise mean and standard deviation of its own. B-LLL-related hyperparameters including are all computed per dataset using a validation.
Table 1: Utilized datasets descriptions with B-LLL-related hyper parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Training</th>
<th>Test</th>
<th># Classes</th>
<th>B-LLL Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxford Flowers</td>
<td>2040</td>
<td>6149</td>
<td>102</td>
<td>$\rho$, $\sigma$, $\alpha_1$, $\alpha_2$, $\pi$, $\eta$</td>
</tr>
<tr>
<td>MIT Indoors Scenes</td>
<td>5360</td>
<td>1340</td>
<td>67</td>
<td>$\rho$, $\sigma$, $\alpha_1$, $\alpha_2$, $\pi$, $\eta$</td>
</tr>
<tr>
<td>Caltech-UCSD Birds</td>
<td>5994</td>
<td>794</td>
<td>200</td>
<td>$\rho$, $\sigma$, $\alpha_1$, $\alpha_2$, $\pi$, $\eta$</td>
</tr>
<tr>
<td>Stanford Cars</td>
<td>8144</td>
<td>8041</td>
<td>196</td>
<td>$\rho$, $\sigma$, $\alpha_1$, $\alpha_2$, $\pi$, $\eta$</td>
</tr>
<tr>
<td>Stanford Aircrafts</td>
<td>3334</td>
<td>3333</td>
<td>70</td>
<td>$\rho$, $\sigma$, $\alpha_1$, $\alpha_2$, $\pi$, $\eta$</td>
</tr>
</tbody>
</table>

The network architecture used in all experiments is ResNet18. However, because there exists double number of parameters in a BBB network compared to its equivalent regular neural net, we ensured fair comparison by reducing the number of filters or neurons in the Bayesian network by half. Due to the existing regularization nature of BBB algorithm, we have not used dropout in our Bayesian ResNet18.

We used gradient descent in all experiments with learning rate of 0.01 and momentum factor of 0.9 decaying by a factor of 0.5 upon being plateau for 15 epochs. Batch size of 10 was consistently used throughout all experiments.

5.1 Compared methods

Naive Finetuning: Our simplest baseline is consecutively training 5 datasets by finetuning all layers after finishing a task.

Individual networks: This baseline trains a separate randomly initialized network for each task resulting in the highest possible performance for that task. This baseline serves as an upper bound for performance and a lower bound in forgetting.

PackNet: This serves as the closest baseline to access B-LLL-pruning. We have used the original implementation of this method [Mallya & Lazebnik (2017)] but the network is changed to ResNet18 with no pretrained imagenet model. The accordingly altered hyperparameters are all given in the appendix.

We measure backward transfer, BWT, (inverse forgetting) and evaluate accuracy, ACC, in class incremental learning as follows:

$$BWT = \frac{1}{T-1} \sum_{i=1}^{T-1} R_{i,T} - R_{i,i}$$

$$ACC = \frac{1}{T} \sum_{i=1}^{T} R_{i,T}$$

where $R_{i,j}$ is the test classification accuracy on task $i$ after finishing training on task $j$.

6 Results

Table 2 shows the results for sequential learning of multiple datasets using B-LLL-pruning in comparison to fine-tuning and PackNet [Mallya & Lazebnik (2017)]. B-LLL-Prune and PackNet are are pruned by fractions that causes performance drops of less than 1%. Note that it is always possible to re-train after pruning if performance drop is significant. Here we did not find it necessary as the focus is on detecting important task-specific parameters in a model and learn more with the rest of them. We have also shown the maximum achievable performance for each task using a randomly initialized individual network for both PackNet and B-LLL-Prune. B-LLL-Prune consistently outperforms PackNet across all tasks achieving 18% better average classification accuracy of 45.84% and 46.29%, before and after pruning, respectively. We believe this is due to the correct selection of parameter importance using uncertainty instead of magnitude.

We used the same datasets presented in Table 3 and incrementally learned them by dividing each dataset into multiple tasks ranging from 10 to 49 (see Table 1 for number of classes per dataset). Averaged accuracy of the final model evaluated on all previous tasks and backward transfer (Eq. 7)
Table 2: Sequential learning of 5 fine-grained classification datasets using B-LLL-pruning compared against PackNet [Mallya & Lazebnik, 2017]. Note that all networks are trained from scratch. * indicates that performance can only be achieved when saving a network for each task, breaking the scalability. Bold indicates the best performance for a single network.

<table>
<thead>
<tr>
<th></th>
<th>T1: Flowers</th>
<th>T2: Scenes</th>
<th>T3: CUBS</th>
<th>T4: Cars</th>
<th>T5: Aircrafts</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PackNet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prune %</td>
<td>60%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
<td></td>
</tr>
<tr>
<td>Pre-prune *</td>
<td>69.04</td>
<td>33.73</td>
<td>36.42</td>
<td>38.93</td>
<td>39.51</td>
<td>43.53</td>
</tr>
<tr>
<td>Post-prune</td>
<td>68.51</td>
<td>33.66</td>
<td>36.43</td>
<td>38.90</td>
<td>39.51</td>
<td>37.40</td>
</tr>
<tr>
<td>B-LLL-Prune (Ours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prune %</td>
<td>60%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
<td>40%</td>
<td></td>
</tr>
<tr>
<td>Pre-prune *</td>
<td>73.38</td>
<td>37.91</td>
<td>38.39</td>
<td>40.43</td>
<td>41.34</td>
<td>46.29</td>
</tr>
<tr>
<td>Post-prune</td>
<td>72.48</td>
<td>37.99</td>
<td>37.97</td>
<td>39.87</td>
<td>40.89</td>
<td>45.84</td>
</tr>
<tr>
<td>Individual regular networks *</td>
<td>69.04</td>
<td>48.78</td>
<td>49.34</td>
<td>69.76</td>
<td>70.89</td>
<td>61.56</td>
</tr>
<tr>
<td>Individual Bayesian networks *</td>
<td>73.38</td>
<td>50.08</td>
<td>49.39</td>
<td>68.20</td>
<td>73.27</td>
<td>62.87</td>
</tr>
</tbody>
</table>

Table 3: Class incremental learning of five fine-grained classification benchmarks using B-LLL-Reg with two importance measurement criteria compared with naive fine-tuning in BBB

<table>
<thead>
<tr>
<th>Method</th>
<th>Performance</th>
<th>Flowers</th>
<th>Scenes</th>
<th>CUBS</th>
<th>Cars</th>
<th>Aircrafts</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBB finetune</td>
<td>ACC</td>
<td>84.75</td>
<td>63.34</td>
<td>72.32</td>
<td>73.20</td>
<td>39.43</td>
</tr>
<tr>
<td>B-LLL-Reg (ours)</td>
<td>ACC</td>
<td>85.75</td>
<td>63.54</td>
<td>75.65</td>
<td>74.44</td>
<td>42.54</td>
</tr>
<tr>
<td>with $\mu/\sigma$</td>
<td>BWT</td>
<td>-36.98</td>
<td>-24.22</td>
<td>-24.12</td>
<td>-15.23</td>
<td>-23.45</td>
</tr>
<tr>
<td>B-LLL-Reg (ours)</td>
<td>ACC</td>
<td>85.16</td>
<td>67.76</td>
<td>78.44</td>
<td>78.57</td>
<td>43.81</td>
</tr>
<tr>
<td>with $1/\sigma$</td>
<td>BWT</td>
<td>-36.77</td>
<td>-21.33</td>
<td>-20.43</td>
<td>-11.32</td>
<td>-22.86</td>
</tr>
</tbody>
</table>

are presented to measure performance and forgetting. We have also considered using SNR, which our pruning criterion was based on, to measure the importance in the regularization setting. B-LLL-Reg method compared to naive finetuning performs consistently better across all datasets, suggesting that restricting the parameters that were deemed to be important, successively preserved the learned representation for earlier tasks while allowing the parameters to change in favor of learning new classes within the same distribution. Results for different measurements of importance confirm our hypothesis on. Table 3 shows that using $1/\sigma$ as a notion of importance outperforms using $SNR = \mu/\sigma$ due to two reasons. First, $1/\sigma$ directly respects the Bayesian distribution until $T - 1$ as a prior where the uncertainty of each parameter directly interprets its importance. Second, having $\mu$ is close to zero implies low importance according to $SNR$ and hence these weights will be allowed to change under our B-LLL-reg approach. In pruning, changing these weights does not effect prior tasks since these weights are masked out for earlier tasks (i.e., older task predictions are not affected). However, in B-LLL-reg, changing close to zero weights would affect the predictions of earlier tasks especially those with high certainty (i.e., low $\sigma$).

7 CONCLUSION

In this work we propose a lifelong learning formulating for Bayesian networks, called B-LLL, that uses the Bayesian-embedded uncertainty predictions as a guidance to perform lifelong learning; i.e. to identify task-specific important parameters that can be either fully preserved (through a saved binary mask) or allowed to change conditioned on their importance (as a regularizer) for learning new tasks. We demonstrated how the probabilistic uncertainty distributions per weights are helpful in two lifelong learning approaches: weight pruning and weight regularization applied on multiple fine-grained classification datasets learned sequentially and class incrementally.
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