QUANTITATIVELY EVALUATING GANs
WITH DIVERGENCES PROPOSED FOR TRAINING

Anonymous authors
Paper under double-blind review

ABSTRACT

Generative adversarial networks (GANs) have made enormous progress in terms of theory and application in the machine learning and computer vision communities. Even though substantial progress has been made, a lack of quantitative model assessment is still a serious issue. This has led to a huge number of GAN variants being proposed, with relatively little understanding of their relative abilities. In this paper, we evaluate the performance of various types of GANs using divergence and distance functions typically used only for training. We observe consistency across the various proposed metrics, and interestingly, the test-time metrics do not favour networks that use the same training-time criterion.

1 INTRODUCTION

Generative adversarial networks (GANs) aim to approximate a data distribution \( P \), using a parameterized model distribution \( Q \). They achieve this by jointly optimizing generative and discriminative networks \cite{goodfellow2014generative}. GANs are end-to-end differentiable, and can produce exact samples from the distribution of the generative network \( Q \). The samples of a generative network are propagated forward to a discriminative network, and the error signals are then propagated backwards to the generative network, passing through the discriminative network. This is often viewed as learning an adaptive loss function for a generative network by training a discriminative network.

The success of learning a probability distribution depends heavily on the metric used to measure the distance between \( P \) and \( Q \). Fortunately, GAN frameworks can be formulated as a divergence or distance function of various forms (involving supremum/infimum over the function class),

\[
\sup_{f \in \mathcal{F}} \left[ \mathbb{E}_P(x) \left[ \mu(f(x)) \right] - \mathbb{E}_Q(x) \left[ v(f(x)) \right] \right]
\] (1)

for some real-valued bounded class of functions \( \mathcal{F} \). Several GAN variants, such as f-GAN \cite{nowozin2016f}, Wasserstein GAN \cite{arjovsky2017wasserstein}, and Least-Square GAN \cite{mao2017least} have the above form with specific \( \mu \) and \( v \) functions (see Table 1).

The problem is relaxed by converting the supremum operator over the function class to have the maximum operator over a parametric model class, and minimizing the generative network. Finally, the GAN is formulated as a min-max problem:

\[
\min_{\theta} \max_{\phi} \mathbb{E}_P(x) \left[ \mu(D_{\phi}(x)) \right] - \mathbb{E}_{Q_{\theta}(x)} \left[ v(D_{\phi}(x)) \right]
\] (2)

where \( \theta \) and \( \phi \) are the parameters of the generative and discriminative networks, \( D_{\phi} \) corresponds to the discriminative network, and \( Q_{\theta}(x) \) corresponds to the generative network’s distribution.

Many practitioners who deploy GANs are primarily concerned with sample quality, as GANs are known to generate realistic-looking sharp samples compared to other popular generative models, such as variational autoencoders \cite{kingma2014auto}. Nonetheless, there is no principled way of finding an architecture for high quality samples. Plenty of previous probabilistic generative models were evaluated based on the point-wise likelihood of the test data, and they were trained to maximize the point-wise likelihood. However, GANs do not use a point-wise criterion during training, so there is no easy way to evaluate the test likelihood without simplifying assumptions. But more importantly, it has been shown that the likelihood is generally uninformative about the quality of samples and vice versa \cite{theis2015note}, which is what GAN practitioners care about.
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Table 1: Defined \( \mu \) and \( v \) functions for some GAN distance metrics. The \( F \) is class of real-value bounded functions and \( \| \cdot \|_1 \) stands for 1-Lipschitz functions. \( \leq \) stands for lower bound. The \( a \) and \( b \) values are constrained to be \( b - c = 1 \) and \( b - a = 2 \), and \( b \) and \( a \) are replaced by \( c \) when minimizing generator (Mao et al. [2017]).

<table>
<thead>
<tr>
<th>Metric</th>
<th>( \mu )</th>
<th>( v )</th>
<th>Function Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jensen-Shannon</td>
<td>( \log f )</td>
<td>( \log(1-f) )</td>
<td>( F )</td>
</tr>
<tr>
<td>(Constrained) Pearson</td>
<td>( -(f-b)^2 )</td>
<td>( (f-a)^2 )</td>
<td>( F )</td>
</tr>
<tr>
<td>Wasserstein</td>
<td>( f )</td>
<td>( -f )</td>
<td>( f \in F : |f|_L \leq 1 )</td>
</tr>
</tbody>
</table>

Evaluating the quality of samples with human vision can be time-consuming and difficult to reproduce. In order to quantitatively measure the sample quality, we propose to evaluate GANs by exploring the divergence and distance metrics that were used to train the GANs. We show that rankings produced using our proposed metrics are consistent and robust across metrics.

We use these metrics to quantitatively analyze three different families of GANs. This analysis includes measuring overall performance, as well as carrying out a sensitivity analysis with respect to various factors, such as the architecture size, noise dimension, update ratio between discriminator and generator, and number of data points. Our empirical results show that: i) the larger the GAN architecture the better the results, ii) having a generator network larger than the discriminator network does not yield good results, iii) the best ratio between discriminator and generator updates depended on the data set, and iv) the W-GAN and LS-GAN performance increases much faster than DCGAN as the number of training examples grows. Ultimately, we can tune the hyper-parameters and architectures of GANs based on our proposed method.

2 Previous Evaluation Metrics

The Generative Adversarial Metric (Im et al. [2016a]) measures the relative performance of two GANs by measuring the likelihood ratio of the two models. Consider two GANs with their respective trained partners, \( M_1 = (D_1, G_1) \) and \( M_2 = (D_2, G_2) \), where \( G_1 \) and \( G_2 \) are the generators, and \( D_1 \) and \( D_2 \) are the discriminators. The hypothesis \( H_1 \) is that \( M_1 \) is better than \( M_2 \) if \( G_1 \) fools \( D_2 \) more than \( G_2 \) fools \( D_1 \), and vice versa for the hypothesis \( H_0 \). The likelihood-ratio is defined as:

\[
\frac{p(x|y = 1; M_1')}{p(x|y = 1; M_2')} = \frac{p(y = 1|x; D_1)p(x|G_2)}{p(y = 1|x; D_2)p(x|G_1)}
\]

(3)

where \( M_1' \) and \( M_2' \) are the swapped pairs \((D_1, G_2)\) and \((D_2, G_1)\), and \( p(x|y = 1, M) \) is the likelihood of \( x \) generated from the data distribution \( p(x) \) by model \( M \). Hence, the procedure continues by simply swapping the partners of the two GANs, where the discriminator and generator from the first GAN is partnered with the discriminator and generator from the second GAN. Then, we can measure which generator fools the opponent’s discriminator more, \( \frac{D_1(S_2)}{D_2(S_1)} \) where \( S_1 \sim G_1 \) and \( S_2 \sim G_2 \).

There are two main caveats to the Generative Adversarial Metric. First, the measurement is a relative comparison between the two models. Second, the metric has a constraint where the two discriminators must have an approximately similar performance on a calibration dataset, which can be difficult to satisfy in practice.

The Inception Score (Salimans et al. [2016]) measures the performance of a model using a well-trained third party neural network. The Inception Score computes the expectation of divergence between the probability of class prediction, given samples and a prior distribution over the class,

\[
\exp \left( \mathbb{E}_x KL(p(y|x)||p(y)) \right)
\]

(4)

where the probability of class prediction given the samples is computed using a third party neural network that is trained by supervised learning. In the original paper that proposed the Inception Score, Google’s inception network (Szegedy et al. [2015]) was used to compute \( p(y|x) \).

Inception Score is the most widely used metric to measure GAN performance. Nonetheless, it is an indirect way of measuring the generative model quality, as it considers the distance between the distribution over the class, rather than the distance between the data distribution \( P \) and the model
Log-likelihood via AIS (Wu et al., 2016) measures the log-likelihood of decoder-based models using Annealed Importance Sampling (AIS). AIS proceeds by considering many intermediate distributions that are defined by taking a weighted geometric mean between the prior (initial) distribution, \( p(z) \), and the joint (target) distribution, \( p(x, z) = p(z)p(x|z) \).

The drawback of using the estimator as was done in (Wu et al., 2016) is that it makes a Gaussian observable model assumption with fixed variance. Unfortunately, neither GANs’ objectives nor architectures have any particular observation model built in, whereas variational auto-encoder training objectives have a Gaussian observable model included. In Section 4, we demonstrate that the estimate can vary considerably, sometimes depending on the size of the fixed variance. More importantly, recent work has shown that the log-likelihood does not reflect sample quality (Theis et al., 2015).

3 Evaluation Metrics

Given a generator with fixed parameters \( \theta \), we can simply compute the distance/divergence of \( P \) and \( Q_{\theta} \) (See Algorithm 1). We can consider metrics from two widely studied distance and divergence measures, \( f \)-divergence (Nguyen et al., 2008) and the Integral Probability Metric (IPM) (Muller, 1997). Note that there is no overlap of the distance functions between the two classes, except for total variation distance (Sriperumbudur et al., 2009). In our experiments, we consider the following four metrics that are commonly used to train GANs:

Metric 1. Jensen-Shannon Divergence

Training a standard GAN corresponds to minimizing the lower bound of Jensen-Shannon Divergence (Goodfellow et al., 2014):

\[
\max_{\varphi} \mathbb{E}_{x \sim p(x)}[\log(D_\varphi(x))] + \mathbb{E}_{z \sim p(z)}[\log(1 - D_\varphi(G_\theta(z)))]
\]  

(5)

where \( p(z) \) is the prior distribution of the generative network, and \( G_\theta(z) \) is a differentiable function from \( z \) to the data space represented by a neural network with parameter \( \theta \).

Metric 2. Constrained Pearson \( \chi^2 \)

A Least-Squares GAN corresponds to training under Pearson \( \chi^2 \) divergence with constrained variables \( b - a = 2 \) and \( b - c = 1 \) (Mao et al., 2017):

\[
\max_{\varphi} -\mathbb{E}_{x \sim p(x)}[(D_\varphi(x) - b)^2] - \mathbb{E}_{z \sim p(z)}[(D_\varphi(G_\theta(z) - a))^2]
\]  

(6)

where \( \varphi \) and \( \theta \) are parameters of the discriminative and generative network, respectively. Typically \( a, b, c \) are set to 0, 1, 1, respectively.

Metric 3. Maximum Mean Discrepancy

\[
D^\mathcal{H}_m(P, Q) = \frac{1}{n(n - 1)} \mathbb{E}_{x, x' \sim p} [k(x, x')] + \frac{1}{m(m - 1)} \mathbb{E}_{z, z' \sim p(z)} [k(G_\theta(z), G_\theta(z'))] \\
- \frac{2}{nm} \mathbb{E}_{x \sim p, z \sim p(z)} [k(x, G_\theta(z))]
\]  

(7)

where \( \mathcal{H} \) is a class of functions in a reproducing kernel Hilbert space (Gretton et al., 2012), \( k(\cdot, \cdot) \) is the kernel function, and \( m, n \) are the number of samples for \( P \) and \( Q \).

Metric 4. Wasserstein Distance

Arjovsky & Bottou (2017) propose the use of the dual representation of Wasserstein distance (Villani, 2009) for training GANs. The Wasserstein distance is an IPM which considers the 1-Lipschitz function class \( \|F\|_L \leq 1 \).

\[
D_W(P, Q) = \max_{\varphi} \mathbb{E}_{x \sim p(x)} [D_\varphi(x)] - \mathbb{E}_{z \sim p(z)} [D_\varphi(G_\theta(z))]
\]  

(8)
Algorithm 1 Computing the divergence/distance

1: procedure DISTANCEOPTIMIZATIONPROCEDURE(Dataset \{X_{tr}, X_{vl}, X_{te}\}, generative model \(G_\theta\), learning rate \(\eta\), metric \(D\))
2: Initialize critic network parameter \(\varphi\).
3: while \(\varphi\) has not converged do
4: Sample data points from \(X\), \(\{x_m\} \sim X_{tr}\).
5: Sample points from generative model, \(\{s_m\} \sim G_\theta\).
6: \(\varphi \leftarrow \varphi + \eta \nabla \varphi D(\{x_m\}, \{s_m\}; \varphi)\).
7: Sample points from generative model, \(\{s_m\} \sim G_\theta\).
8: return \(D(X_{te}, \{s_m\})\).

4 EXPERIMENTS

We conducted our experiments on three types of GANs: Deep Convolutional Generative Adversarial Networks (DCGAN), Least-Squares GAN (LS-GAN), and Wasserstein GAN (W-GAN). We evaluated these three families of GANs with five metrics. Two existing metrics, the inception score (IS) and MMD, were chosen because IS is the most commonly used metric for evaluating GANs, and MMD is well-known for two sample tests (Sutherland et al., 2017). The other three metrics have the same criterion as the standard GAN, LS-GAN, and W-GAN, with a fixed generator from section 3. In order to not confuse the test metric names with the actual trained GANs, we will denote the GAN, LS-GAN, and W-GAN metric at test time as JS, LS, and IW, respectively. Because the optimization of the discriminator is required both during training and test time, we will call the discriminator at test time the critic, in order to not confuse the two discriminators.

In our experiments, we considered the MNIST and CIFAR-10 datasets. MNIST consists of 60,000 training and 10,000 test images of size 28 × 28 pixels containing handwritten digits from the classes 0 to 9. From the 60,000 training examples, we set aside 10,000 as validation examples to tune various hyper-parameters. The CIFAR-10 dataset consists of images with a size of 32 × 32 × 3 pixels with ten different classes of objects. We used 45,000, 5,000 and 10,000 examples as training, validation, and test data, respectively. The hyper-parameters, such as learning rate, number of epochs, and batch size, were selected from discrete ranges and chosen based on a held-out validation set.

Table 8 in the supplementary materials (S.M.) section shows the learning rates and the convolutional kernel sizes that were used for each experiment. The architecture of each network is presented in the S.M. in Figure 10. Additionally, we used exponential-mean-square kernels with several different sigma values for MMD. A pre-trained logistic regression and pre-trained residual network are used for IS on MNIST and CIFAR-10 datasets, respectively. For every experiment, 10-fold evaluation was used and the mean and standard deviation were displayed.

We analyze the GANs in the following way: First, we present the result of the GANs under the five different metrics. We then show the changes in performance with respect to the size of the architectures. Next, we investigate the performance with respect to a varying number of update ratios between discriminator and generator updates. Lastly, we investigate how performance changes with respect to the amount of training data available.

Notes on Existing Metrics

The log-likelihood measurement is the most commonly used metric for generative models. However, our experiments show that the result of measuring the log-likelihood using AIS on GANs is strange, as shown in Figure 1. We measured the log-likelihood of DCGAN on MNIST with three different sizes of variance, 0.01, 0.025, and 0.05. The figure illustrates that the log-likelihood curve over the training epochs varies substantially depending on the variance, which indicates that the fixed

[^1]: https://github.com/Lasagne/Recipes/blob/master/papers/deep_residential_learning/deep_Residual_Learning_CIFAR-10.py
[^2]: 10 fold refers to training ten GANs and computing the mean and standard deviation of the test distance, rather than using ten bags of samples from a single-trained GAN to compute the mean and standard deviation of the test distance.
[^3]: We used the original source code from https://github.com/tonyw95/eval_gen
Figure 1: Log-likelihood using AIS during DCGAN training on MNIST.

Gaussian observable model might not be the ideal assumption for GANs. Moreover, we observe a high log-likelihood at the beginning of training, followed by a drop in likelihood, which then returns to the high value, and we are unable to explain why this happens.

Among the metrics we considered, only IS and MMD were previously used to evaluate GANs. It was difficult to determine whether the IS and MMD matched with the proposed metrics. We observed that IS is consistent most of the time with the metrics that we proposed, and yet, we did find a few outlier cases when IS and MMD failed. For example, Figure 2 is an odd scenario, where the visual quality of samples did not match the score. The left side of the figure shows the samples of DCGAN when it failed to train properly. Even though the failed DCGAN samples are much darker than the samples on the right, the IS score for the left samples is higher than the right samples (a higher score is better for IS). Another odd example for MMD is shown in Figure 5. The samples on the left are dark, like the previous examples, but still texturally recognizable, whereas the samples on the right are totally meaningless. However, MMD gives lower scores to the right side samples (a lower score is better for MMD). This is because the average intensity of the pixels of the samples on the left are closer to the training data than the samples on the right.

It seems that the common failure case of MMD is when the mean pixel intensities are a better match than texture matches (see Figure 5), and the common failure cases of IS happens to be when the samples are recognizable textures, but the intensity of the samples are either brighter or darker (see Figure 2). Other metrics probably have unusual failings as well, but they were not as obviously noticeable as those for IS and MMD. Thus, we conclude that IS and MMD scores do not always correlate with the sample quality.

Table 2: GAN scores under various metrics trained on MNIST. Lower scores are better for MMD and IW scores and vice versa for other scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>MMD</th>
<th>IW</th>
<th>JS</th>
<th>LS</th>
<th>IS (Logistic Reg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>0.028 ± 0.0066</td>
<td>7.01 ± 1.63</td>
<td>2.2e-3 ± 3e-4</td>
<td>0.12 ± 0.013</td>
<td>5.76 ± 0.10</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.006 ± 0.0009</td>
<td>7.71 ± 1.89</td>
<td>4e-4 ± 4e-4</td>
<td>0.05 ± 0.008</td>
<td>5.17 ± 0.11</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.012 ± 0.0036</td>
<td>4.50 ± 1.94</td>
<td>3e-3 ± 6e-4</td>
<td>0.13 ± 0.022</td>
<td>6.07 ± 0.08</td>
</tr>
</tbody>
</table>

Table 3: GAN scores under various metrics trained on CIFAR-10. Lower scores are better for MMD and IW scores and vice versa for other scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>MMD</th>
<th>IW</th>
<th>LS</th>
<th>IS (ResNet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>0.0538 ± 0.014</td>
<td>8.844 ± 2.87</td>
<td>0.0408 ± 0.0039</td>
<td>6.649 ± 0.068</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.0060 ± 0.0001</td>
<td>9.875 ± 3.42</td>
<td>0.0421 ± 0.0054</td>
<td>6.524 ± 0.078</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.0072 ± 0.0024</td>
<td>7.10 ± 2.05</td>
<td>0.0535 ± 0.0031</td>
<td>6.761 ± 0.069</td>
</tr>
</tbody>
</table>
The metric comparison

Table 2 and Table 3 present the results on MNIST and CIFAR-10, respectively. Considering the proposed method of evaluation, we need to first ask whether the metric favours the samples from the family of model that was trained on the same metric; fortunately, we do not see this behaviour. Both for MNIST and CIFAR-10, all metrics (IW, JS, and LS) consistently agree with which samples are the closest to test data. We speculate that this happens for a combination of two reasons, where we are training the critic at test time from scratch, and the dynamics of the optimization process for training and test time are different.

Overall, every metric except for MMD showed that LS-DCGAN performed the best among the three GANs under our chosen hyper-parameter range, and that MMD favoured W-DCGAN’s samples. The performance between DCGAN or W-DCGAN are quite similar, where the mean plus/minus standard deviation overlaps, especially for CIFAR-10. Moreover, we observed similar results for a range of different critic CNN architectures (number of feature maps in each convolutional layer): [3, 64, 128, 256], [3, 128, 256, 512], [3, 256, 512, 1024], and [3, 320, 640, 1280] (see Figure 3 and S.M. Figure 11).

More generally, because we see some overlap in the statistics of performance, the statistical significance becomes questionable. We computed the Wilcoxon rank sum test that the medians of the distributions are the same. The p-values in Table 4 indicate that the differences are significant for LS and not for IW.

DCGANs are known to be unstable for a few reasons: the support of the data and model distributions being disjoint (Arjovsky & Bottou, 2017), and the Hessian of the GAN objective being non-Hermitian (Mescheder et al., 2017). LS-DCGAN and W-DCGAN are proposed to address this by providing non-saturating gradients. Based on experience, it is found that LS-DCGAN is the simplest and most stable model to train. We visualize the 2D subspace of the loss surface of the GANs in S.M. Figure 21. Here, we took the parameters of three trained models (corresponds to red vertices in the figure) and applied barycentric interpolation with respect to three parameters (see details from (Im et al., 2016c)). It appears that DCGAN surfaces have much sharper slopes when compared to LS-DCGAN and W-DCGAN, and LS-DCGAN has the most gentle surfaces. This geometric view is consistent with our finding that LS-DCGAN is the easiest and the most stable to train.

The local zig-zag patterns in the figures are minor artifacts from rendering.

Table 4: The P-values on CIFAR10 (Significant p < .05, two-tailed Wilcoxon rank sum test, N = 8)

<table>
<thead>
<tr>
<th></th>
<th>LS</th>
<th>IW</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN:W-DCGAN</td>
<td>0.0013</td>
<td>0.6964</td>
</tr>
<tr>
<td>DCGAN:LS-DCGAN</td>
<td>0.0010</td>
<td>0.3822</td>
</tr>
<tr>
<td>LS-DCGAN:W-DCGAN</td>
<td>0.0266</td>
<td>0.6964</td>
</tr>
</tbody>
</table>

Table 5: Reference for the different architectures explored in the experiments.

<table>
<thead>
<tr>
<th>Label</th>
<th>Feature Maps</th>
<th>Discriminator</th>
<th>Generator</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>[3, 16, 32, 64]</td>
<td>[128, 64, 32, 3]</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>[3, 32, 64, 128]</td>
<td>[256, 128, 64, 3]</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>[3, 64, 128, 256]</td>
<td>[512, 256, 128, 3]</td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>[3, 128, 256, 512]</td>
<td>[1024, 512, 256, 3]</td>
<td></td>
</tr>
<tr>
<td>(e)</td>
<td>[3, 16, 32, 64]</td>
<td>[1024, 512, 256, 3]</td>
<td></td>
</tr>
<tr>
<td>(f)</td>
<td>[3, 128, 256, 512]</td>
<td>[128, 64, 32, 3]</td>
<td></td>
</tr>
</tbody>
</table>
Performance change with respect to the size of the network

Several works have demonstrated an improvement in performance by enlarging deep network architectures (Krizhevsky et al., 2012; Simonyan & Zisserman, 2014; He et al., 2015; Huang et al., 2017). Here, we investigate performance changes with respect to the width and depth of the networks.

First, we trained three GANs with different numbers of feature map sizes, as shown in Table 5 (a-d). Note that we double the number of feature maps in Table 5 for both the discriminators and generators. In Figure 4, the performance of the LS-score increases logarithmically as the number of feature maps is doubled. A similar behaviour is observed in other metrics as well (see S.M. Figure 12).

We then tested the importance of size in the discriminative versus generative network. We considered two extreme feature map sizes, where we choose a small and a large number of feature maps for the generator and discriminator, and vice versa (see Label (e) and (f) in Table 5), and results are shown in Table 6. For LS-DCGAN, it can be seen that the large number of feature maps for the discriminator has a better score than the large number of feature maps for the generator. This can also be qualitatively verified by looking at the samples from architectures (a), (e), and (f) in Figure 5. For W-DCGAN, we observe the agreement between the LS and IW metric, but conflicts with MMD and IS. But, when we look at the samples of W-DCGAN in Figure 5, it is clear that the model with the larger number of feature maps in the discriminator should get a better score. This is another example of false intuition propagated by MMD and IS. One interesting observation is that when we compare the score and samples from architecture (a) and (e) from Table 5, architecture (a) is much better than (e) (see Figure 6). It demonstrates that having a large generator and small discriminator is worse than having small architectures for both networks. Overall, we found that having a larger generator than a discriminator does not give good results, and that it is more desirable to have a larger discriminator than a generator. Similar results were also observed for MNIST, as shown in S.M. Figure 16. This result somewhat supports the theoretical result from Arora et al. (2017), where the generator capacity needs to be modulated in order for approximately pure equilibrium to exist for GANs.

Lastly, we experimented with how performance changes with respect to the dimension of the noise vectors. The source of the sample starts by transforming a noise vector into a meaningful image. It is unclear how the size of noise affects the ability of the generator to generate a meaningful image. Che et al. (2017) have observed that a 100-d noise vector preserves modes better than a 200-d noise vector.
“Small” number of filters for both discriminator and generator (ref. (a) in
Table[5]).

“Small” and “large” number of filters for discriminator and generator
respectively (ref. (e) in Table[5]).

“Large” and “small” number of filters for discriminator and generator
respectively (ref. (f) in Table[5]).

“Large” number of filters for both discriminator and generator (ref. (d) in
Table[5]).

Figure 6: Samples from different LS-DCGAN architectures.

for DCGAN. Our experiments show that this depends on the model. Given a fixed size architecture
(d) from Table[5] we observed the performance of LS-DCGAN and W-DCGAN by varying the size
of noise vector $z$. Table[7] illustrates that LS-DCGAN gives the best score with a noise dimension of
50 and W-DCGAN gives best score with a noise dimension of 150 for both IW and LS. The outcome
of LS-DCGAN is consistent with the result in (Che et al., 2017). It is possible that this is because
both fall into the category of $f$-divergences, whereas the W-DCGAN behaves differently because its
metric falls under a different category, the Integral Probability Metric.

Table 7: LS-DCGAN and W-DCGAN scores on CIFAR-10 with respect to the dimensionality of the
noise vector.

<table>
<thead>
<tr>
<th>$z$</th>
<th>LS-DCGAN</th>
<th>W-DCGAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IW</td>
<td>LS</td>
</tr>
<tr>
<td>50</td>
<td>3.9010 ± 0.60</td>
<td>0.0547 ± 0.0059</td>
</tr>
<tr>
<td>100</td>
<td>5.6588 ± 1.47</td>
<td>0.0511 ± 0.0065</td>
</tr>
<tr>
<td>150</td>
<td>5.8350 ± 0.80</td>
<td>0.0434 ± 0.0036</td>
</tr>
</tbody>
</table>

Figure 7: LS score evaluation with respect to a varying number of discriminator and generator updates
on DCGAN, W-DCGAN, and LS-DCGAN.

Performance change with respect to the ratio of number of updates between the generator and
discriminator

In practice, we alternate the updates between the discriminator and generator, and yet this is not
guaranteed to give the same result as the solution to the min-max problem in Equation[2]. Hence, the
update ratio can influence the performance of GANs. We experimented with three different update
ratios, 5 : 1, 1 : 1, and 1 : 5, with respect to the discriminator and generator update. We applied these
ratios to both the MNIST and CIFAR-10 datasets on all models.

Figure[7] presents the LS scores on both MNIST and CIFAR-10 and this result is consistent under the
IW metric as well (see S.M. Figure[17]). However, we did not find any pattern of one update ratio
being superior over others among the two datasets. For CIFAR-10, 1:1 update ratio worked the best for all models, and yet for MNIST, different ratios worked the best for different models. Hence, we conclude that number of update ratio needs to be dynamically tuned. The corresponding samples from the different models trained by different update ratios are shown in S.M. Figure 19.

Performance with respect to the amount of available training data

In practice, DCGANs are known to be unstable, and the generator suffers as the discriminator gets better, due to disjoint support between the data and generator distributions (Goodfellow et al., 2014; Arjovsky & Bottou, 2017). W-DCGAN and LS-DCGAN offer alternative ways to solving this problem in GANs. If the model is suffering from disjoint support, having more training examples will not help, and alternatively, if the model does not suffer from such a problem, having more training examples could potentially help. Here, we explore how sensitive these different kinds of GANs are with respect to the number of training examples. We have trained GANs with 10,000, 20,000, 30,000, 40,000, and 45,000 examples on CIFAR-10. Figure 8 shows that the LS score curve of DCGAN grows quite slowly when compared to W-DCGAN and LS-DCGAN. The three GANs have relatively the same loss when they are trained with 10,000 training examples. However, the DCGAN only gained 0.0124 ± 0.00127 by increasing from 10,000 to 40,000 training examples, whereas the performance of W-DCGAN and LS-DCGAN improved by 0.03016 ± 0.00469 and 0.0444 ± 0.0033, respectively. Thus, we empirically observe that W-DCGAN and LS-DCGAN increases their performance faster than DCGAN as the number of training examples grows.

5 CONCLUSION

In this paper, we proposed four well-known distance functions as an evaluation metrics, and empirically investigated the DCGAN, W-DCGAN, and LS-DCGAN families under these metrics. Previously, these models were compared based visual assessment of sample quality and difficulty of training. In our experiments, we showed that there are performance differences in terms of average experiments, but that some are not statistically significant. Moreover, we thoroughly analyzed the performance of GANs under different hyper-parameter settings.

There still are many different type of GANs that need to be evaluated, such as GRAN (Im et al., 2016a), IWGAN (Gulrajani et al., 2017), BEGAN (Berthelot et al., 2017), MMDGAN (Li et al., 2017), and CramerGAN (Bellemare et al., 2017). We hope to evaluate all of these models under this framework and thoroughly analyze them in the future. Moreover, there has been work on taking ensemble approaches to GANs, such as Generative Adversarial Parallelization (Im et al., 2016b). Ensemble approaches have been empirically shown to work well in many domains of research, so it would be interesting to find out whether ensembles can also help in min-max problems. Alternatively, we can also try to evaluate other log-likelihood-based models like NVIL (Mnih & Gregor, 2014), VAE (Kingma & Welling, 2014), DVAE (Im et al., 2015), DRAW (Gregor et al., 2015), RBMs (Hinton et al., 2006; Salakhutdinov & Hinton, 2009), NICE (Dinh et al., 2014), etc.

Model evaluation is an important and complex topic. Model selection, model design, and even research directions, can change depending on the evaluation metric. Thus, we need to continuously explore different metrics and rigorously evaluate new models.
REFERENCES


Bharath Sriperumbudur, Kenji Fukumizu, Arthur Gretton, Bernhard Schölkopf, and Gert Lanckriet. On integral probability metrics, phi-divergences and binary classification. 01 2009.


Lucas Theis, Aäron van den Oord, and Matthias Bethge. A note on the evaluation of generative models. 5 November 2015.


## 6 Model Architecture

Table 8: Hyper-parameters used for different experiments.

<table>
<thead>
<tr>
<th>Model</th>
<th>GAN training</th>
<th>Critic Training (test time)</th>
<th>Table</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>0.0002 0.0004</td>
<td>1:2</td>
<td>2</td>
<td>7b</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.0004 0.0008</td>
<td>1:1</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.0004 0.0008</td>
<td>1:2</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>DCGAN</td>
<td>0.0002 0.0001</td>
<td>1:2</td>
<td>2</td>
<td>7b</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.0008 0.0004</td>
<td>1:1</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.0008 0.0004</td>
<td>1:2</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>DCGAN</td>
<td>0.0002 0.0001</td>
<td>1:2</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.0002 0.0001</td>
<td>1:1</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.0008 0.0004</td>
<td>1:2</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DCGAN</td>
<td>0.0002</td>
<td>0.0004</td>
<td>1:2</td>
<td>0.0001</td>
<td>[1, 128, 32]</td>
<td>25</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.0004</td>
<td>0.0008</td>
<td>1:1</td>
<td>0.0002</td>
<td>[3, 128, 256, 512]</td>
<td>11</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.0004</td>
<td>0.0008</td>
<td>1:2</td>
<td>0.0002</td>
<td>[3, 128, 256, 512]</td>
<td>11</td>
</tr>
<tr>
<td>DCGAN</td>
<td>0.0002</td>
<td>0.0001</td>
<td>1:2</td>
<td>0.0002</td>
<td>[3, 128, 256, 512]</td>
<td>11</td>
</tr>
<tr>
<td>W-DCGAN</td>
<td>0.0002</td>
<td>0.0001</td>
<td>1:1</td>
<td>0.0002</td>
<td>[3, 128, 256, 512]</td>
<td>11</td>
</tr>
<tr>
<td>LS-DCGAN</td>
<td>0.0008</td>
<td>0.0004</td>
<td>1:2</td>
<td>0.0002</td>
<td>[3, 128, 256, 512]</td>
<td>11</td>
</tr>
</tbody>
</table>
Figure 9: GAN Topology for MNIST.

Figure 10: GAN Topology for CIFAR10.
Figure 11: GAN evaluation using different critic’s architecture (# of filter of critic’s convolutional network). Figure (a,b,c) are evaluation under Wasserstein distance.

Figure 12: Performance of W-DCGAN & LS-DCGAN with respect to number of filters.

Figure 13: W-DCGAN trained with different number of filters.
Figure 14: Samples from different architectures of LS-DCGAN.

(a) “Small” number of filters for both discriminator and generator (ref. (a) in Table 5).
(b) “Small” and “large” number of filters for discriminator and generator respectively (ref. (e) in Table 5).
(c) “Large” and “small” number of filters for discriminator and generator respectively (ref. (f) in Table 5).
(d) “Large” number of filters for both discriminator and generator (ref. (d) in Table 5).

Figure 15: Samples from different architectures of W-DCGAN.

(a) “Small” number of filters for both discriminator and generator (ref. (a) in Table 5).
(b) “Small” and “large” number of filters for discriminator and generator respectively (ref. (e) in Table 5).
(c) “Large” and “small” number of filters for discriminator and generator respectively (ref. (f) in Table 5).
(d) “Large” number of filters for both discriminator and generator (ref. (d) in Table 5).

Figure 16: The performance of GANs trained with different numbers of feature maps.
Figure 17: Performance over DCGAN, W-DCGAN, and LS-DCGAN trained with different number of discriminator and generator updates. These models were trained on CIFAR10 dataset and evaluated on IW and LS metric.

Figure 18: Performance over DCGAN, W-DCGAN, and LS-DCGAN trained with different number of discriminator and generator updates. These models were trained on MNIST dataset and evaluated on JS, LS, and IW metric.

Figure 19: Samples at different numbers of update ratios.
Figure 20: Performance of W-DCGAN & LS-DCGAN with respect to number of data points

(a) IS Score (the lower the better)  (b) MMD Score (the higher the better)

(c) IW Score (the lower the better)  (d) LS Score (the higher the better)

Figure 21: Interpolation between three final GAN parameters trained using different random seeds on CIFAR10. Loss surface values are amplified by 10 times in order to illustrate the separation of the terrains.