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ABSTRACT

This paper presents a method to explain the knowledge encoded in a convolu-
tional neural network (CNN) quantitatively and semantically. The analysis of the
specific rationale of each prediction made by the CNN presents a key issue of
understanding neural networks, but it is also of significant practical values in cer-
tain applications. In this study, we propose to distill knowledge from the CNN
into an explainable additive model, so that we can use the explainable model to
provide a quantitative explanation for the CNN prediction. We analyze the typi-
cal bias-interpreting problem of the explainable model and develop prior losses to
guide the learning of the explainable additive model. Experimental results have
demonstrated the effectiveness of our method.

1 INTRODUCTION

Convolutional neural networks (CNNs) (LeCun et al.,|1998; [Krizhevsky et al.,[2012; He et al., [2016))
have achieved superior performance in various tasks, such as object classification and detection.
Besides the discrimination power of neural networks, the interpretability of neural networks has
received an increasing attention in recent years.

In this paper, we focus on a new problem, i.e. explaining the specific rationale of each network
prediction semantically and quantitatively. “Semantic explanations” and “quantitative explanations”
are two core issues of understanding neural networks.

1. Semantic explanations: We hope to explain the logic of each network prediction using
clear visual concepts, instead of using middle-layer features without clear meanings or
simply extracting pixel-level correlations between network inputs and outputs. We believe
that semantic explanations may satisfy specific demands in real applications.

2. Quantitative explanations: In contrast to traditional qualitative explanations for neural
networks, quantitative explanations enable people to diagnose feature representations in-
side neural networks and help neural networks earn trust from people. We expect the neural
network to provide the quantitative rationale of the prediction, i.e. clarifying which visual
concepts activate the neural network and how much they contribute to the prediction score.

Above two requirements present significant challenges to state-of-the-art algorithms. To the best of
our knowledge, no previous studies simultaneously explained network predictions using clear visual
concepts and quantitatively decomposed the prediction score into value components of these visual
concepts.

Task: Therefore, in this study, we propose to learn another neural network, namely an explainer
network, to explain CNN predictions. Accordingly, we can call the target CNN a performer network.
Besides the performer, we also require a set of models that are pre-trained to detect different visual
concepts. These visual concepts will be used to explain the logic of the performer’s prediction. We
are also given input images of the performer, but we do not need any additional annotations on the
images. Then, the explainer is learned to mimic the logic inside the performer, i.e. the explainer
receives the same features as the performer and is expected to generate similar prediction scores.

As shown in Fig. [T} the explainer uses pre-trained visual concepts to explain each prediction. The
explainer is designed as an additive model, which decomposes the prediction score into the sum of
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Figure 1: Explainer. We distill knowledge of a performer into an explainer as a paraphrase of the
performer’s representations. The explainer decomposes the prediction score into value components
of semantic concepts, thereby obtaining quantitative semantic explanations for the performer.
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multiple value components. Each value component is computed based on a specific visual concept.
In this way, we can roughly consider these value components as quantitative contributions of the
visual concepts to the final prediction score.

More specifically, we learn the explainer via knowledge distillation. Note that we do not use any
ground-truth annotations on input images to supervise the explainer. It is because the task of the ex-
plainer is not to achieve a high prediction accuracy, but to mimic the performer’s logic in prediction,
no matter whether the performer’s prediction is correct or not.

Thus, the explainer can be regarded as a semantic paraphrase of feature representations inside the
performer, and we can use the explainer to understand the logic of the performer’s prediction. The-
oretically, the explainer usually cannot recover the exact prediction score of the performer, owing
to the limit of the representation capacity of visual concepts. The difference of the prediction score
between the performer and the explainer corresponds to the information that cannot be explained by
the visual concepts.

Challenges: Distilling knowledge from a pre-trained neural network into an additive model usually
suffers from the problem of bias-interpreting. When we use a large number of visual concepts to
explain the logic inside the performer, the explainer may biasedly select very few visual concepts,
instead of all visual concepts, as the rationale of the prediction (Fig. 4] in the appendix visualizes
the bias-interpreting problem). Just like the typical over-fitting problem, theoretically, the bias in-
terpreting is an ill-defined problem. To overcome this problem, we propose two types of losses for
prior weights of visual concepts to guide the learning process. The prior weights push the explainer
to compute a similar Jacobian of the prediction score w.r.t. visual concepts as the performer in early
epochs, in order to avoid bias-interpreting.

Originality: Our “semantic-level” explanation for CNN predictions has essential differences from
traditional studies of “pixel-level” interpreting neural networks, such as the visualization of features
in neural networks (Zeiler & Fergus, 2014; Mahendran & Vedaldil 2015; [Simonyan et al.l 2013;
Dosovitskiy & Brox, 2016; Fong & Vedaldil 2017 [Selvaraju et al., 2017)), the extraction of pixel-
level correlations between network inputs and outputs (Koh & Liang| 2017} Ribeiro et al. 2016}
Lundberg & Lee, |2017), and the learning of neural networks with interpretable middle-layer fea-
tures (Zhang et al.,|2018b; Sabour et al., 2017).

In particular, the explainer explains the performer without affecting the original discrimination pow-
er of the performer. As discussed in (Bau et al.,|2017), the interpretability of features is not equiva-
lent to, and usually even conflicts with the discrimination power of features. Compared to forcing the
performer to learn interpretable features, our strategy of explaining the performer solves the dilem-
ma between the interpretability and the discriminability. In addition, our quantitative explanation
has special values beyond the qualitative analysis of CNN predictions (Zhang et al.l 2018c).

Potential values of the explainer: Quantitatively and semantically explaining a performer is of
considerable practical values when the performer needs to earn trust from people in critical appli-
cations. As mentioned in (Zhang et al} [2018a), owing to the potential bias in datasets and feature
representations, a high testing accuracy still cannot fully ensure correct feature representations in
neural networks. Thus, semantically and quantitatively clarifying the logic of each network predic-
tion is a direct way to diagnose feature representations of neural networks. Fig. 3] shows example
explanations for the performer’s predictions. Predictions whose explanations conflict people’s com-
mon sense may reflect problematic feature representations inside the performer.

Contributions of this study are summarized as follows. (i) In this study, we focus on a new task,
i.e. semantically and quantitatively explaining CNN predictions. (ii) We propose a new method to
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explain neural networks, i.e. distilling knowledge from a pre-trained performer into an interpretable
additive explainer. Our strategy of using the explainer to explain the performer avoids hurting the
discrimination power of the performer. (iii) We develop novel losses to overcome the typical bias-
interpreting problem. Preliminary experimental results have demonstrated the effectiveness of the
proposed method. (iv) Theoretically, the proposed method is a generic solution to the problem
of interpreting neural networks. We have applied our method to different benchmark CNNs for
different applications, which has proved the broad applicability of our method.

2 RELATED WORK

In this paper, we limit our discussion within the scope of understanding feature representations of
neural networks.

Network visualization: The visualization of feature representations inside a neural network is
the most direct way of opening the black-box of the neural network. Related techniques include
gradient-based visualization (Zeiler & Fergus, 2014; Mahendran & Vedaldi, 2015; Simonyan et al.,
2013} |Yosinski et al., [2015) and up-convolutional nets (Dosovitskiy & Brox,[2016)) to invert feature
maps of conv-layers into images. However, recent visualization results with clear semantic meanings
were usually generated with strict constraints. These constraints made visualization results biased
towards people’s preferences. Subjectively visualizing all information of a filter usually produced
chaotic results. Thus, there is still a considerable gap between network visualization and semantic
explanations for neural networks.

Network diagnosis: Some studies diagnose feature representations inside a neural network. (Yosin-
ski et al., [2014) measured features transferability in intermediate layers of a neural network. (Aubry
& Russell, [2015) visualized feature distributions of different categories in the feature space. (Ribeiro
et al.,|2016; Lundberg & Lee, 2017; |Kindermans et al.|[2018};[Fong & Vedaldi, 2017;|Selvaraju et al.,
2017) extracted rough pixel-level correlations between network inputs and outputs, i.e. estimating
image regions that directly contribute the network output. Network-attack methods (Koh & Liang,
2017; |Szegedy et al., [2014) computed adversarial samples to diagnose a CNN. (Lakkaraju et al.,
2017) discovered knowledge blind spots of a CNN in a weakly-supervised manner. (Zhang et al.,
2018a) examined representations of conv-layers and automatically discover biased representations
of a CNN due to the dataset bias. However, above methods usually analyzed a neural network at the
pixel level and did not summarize the network knowledge into clear visual concepts.

(Bau et al.;,2017) defined six types of semantics for CNN filters, i.e. objects, parts, scenes, textures,
materials, and colors. Then, (Zhou et al.|[2015) proposed a method to compute the image-resolution
receptive field of neural activations in a feature map. Other studies retrieved middle-layer features
from CNNSs representing clear concepts. (Simon & Rodner, 2015)) retrieved features to describe
objects from feature maps, respectively. (Zhou et al.| 2015} |2016) selected neural units to describe
scenes. Note that strictly speaking, each CNN filter usually represents a mixture of multiple semantic
concepts. Unlike previous studies, we are more interested in analyzing the quantitative contribution
of each semantic concept to each prediction, which was not discussed in previous studies.

Learning interpretable representations: A new trend in the scope of network interpretability
is to learn interpretable feature representations in neural networks (Hu et al.l 2016; [Stone et al.
2017 |Liao et al.| 2016) in an un-/weakly-supervised manner. Capsule nets (Sabour et al., [2017)
and interpretable RCNN (Wu et al., [2017b) learned interpretable features in intermediate layers.
InfoGAN (Chen et all 2016) and 3-VAE (Higgins et al.l 2017) learned well-disentangled codes
for generative networks. Interpretable CNNs (Zhang et al., |2018b)) learned filters in intermediate
layers to represent object parts without given part annotations. However, as mentioned in (Bau
et al., 2017; |Zhang et al., 2018c), interpretable features usually do not have a high discrimination
power. Therefore, we use the explainer to interpret the pre-trained performer without hurting the
discriminability of the performer.

Explaining neural networks via knowledge distillation: Distilling knowledge from a black-box
model into an explainable model is an emerging direction in recent years. (Zhang et al. 2018d)
used a tree structure to summarize the inaccurateﬂ rationale of each CNN prediction into generic
decision-making models for a number of samples. In contrast, we pursue the explicitly quantitative

"Please see the appendix for details
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explanation for each CNN prediction. (Choi et al.| |2017) learned an explainable additive model,
and (Vaughan et al., 2018) distilled knowledge of a network into an additive model. (Frosst &
Hinton, [2017} [Tan et al.,|2018}; |Che et al., 2016; Wu et al.,2017a) distilled representations of neural
networks into tree structures. These methods did not explain the network knowledge using human-
interpretable semantic concepts. More crucially, compared to previous additive models (Vaughan
et al., 2018)), our research successfully overcomes the bias-interpreting problem, which is the core
challenge when there are lots of visual concepts for explanation.

3 ALGORITHM

In this section, we distill knowledge from a pre-trained performer f to an explainable additive model.
We are given a performer f and n neural networks { f;|¢ = 1,2, ..., n} that are pre-trained to detect
n different visual concepts. We learn the n neural networks along with the performer, and the
n neural networks are expected to share low-layer features with the performer. Our method also
requires a set of training samples for the performer f. The goal of the explainer is to use inference
values of the n visual concepts to explain prediction scores of the performer. Note that we do not
need any annotations on training samples w.r.z. the task, because additional supervision will push the
explainer towards a good performance of the task, instead of objectively reflecting the knowledge in
the performer.

Given an input image I, let § = f(I) denote the output of the performer. Without loss of generality,
we assume that g is a scalar. If the performer has multiple outputs (e.g. a neural network for multi-
category classification), we can learn an explainer to interpret each scalar output of the performer.
In particular, when the performer takes a softmax layer as the last layer, we use the feature score
before the softmax layer as g, so that ’s neighboring scores will not affect the value of 3.

We design the following additive explainer model, which uses a mixture of visual concepts to ap-
proximate the function of the performer. The explainer decomposes the prediction score g into value
components of pre-defined visual concepts.

g~  oal)-yr +ae(l) g2+ ...+ an(l) yn+b, yi=fil), i=12....,n (1)
————
Quantitative contribution from the first visual concept

where y; and «;(I) denote the scalar value and the weight for the i-th visual concept, respectively.
b is a bias term. y; is given as the strength or confidence of the detection of the -th visual concept.
We can regard the value of «;(I) - y; as the quantitative contribution of the i-th visual concept to the
final prediction. In most cases, the explainer cannot recover all information of the performer. The
prediction difference between the explainer and the performer reflects the limit of the representation
capacity of visual concepts.

According to the above equation, the core task of the explainer is to estimate a set of weights o« =
[a1, g, ..., ], which minimizes the difference of the prediction score between the performer and
the explainer. Different input images may obtain different weights o, which correspond to different
decision-making modes of the performer. For example, a performer may mainly use head patterns
to classify a standing bird, while it may increase the weight for the wing concept to classify a
flying bird. Therefore, we design another neural network g with parameters 8, (i.e. the explainer),
which uses the input image I to estimate the n weights. We learn the explainer with the following
knowledge-distillation loss.

a=g(I), L=|§—-Y aiy—0| 2)
=1

However, without any prior knowledge about the distribution of the weight a;, the learning of g
usually suffers from the problem of bias-interpreting. The neural network g may biasedly select very
few visual concepts to approximate the performer as a shortcut solution, instead of sophisticatedly
learning relationships between the performer output and all visual concepts.

Thus, to overcome the bias-interpreting problem, we use a loss £ for priors of < to guide the learning
process in early epochs.

min Loss, Loss = L+ A(t) - L(a, W), s.t. lim A(t) =0 (3)

) t— o0
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Figure 2: Two typlcal types of neural networks. (left) A performer models interpretable visual

concepts in its intermediate layers. For example, each filter in a certain conv-layer represents a

specific visual concept. (right) The performer and visual concepts are jointly learned, and they share
features in intermediate layers.

where w denotes prior weights, which represent a rough relationship between the performer’s pre-
diction value and n visual concepts. Just like o, different input images also have different prior
weights w. The loss £(a, w) penalizes the dissimilarity between o and w.

Note that the prior weights w are approximated with strong assumptions (we will introduce two
different ways of computing w later). We use inaccurate w to avoid significant bias-interpreting,
rather than pursue a high accuracy. Thus, we set a decreasing weight for £, i.e. A(t) = % where

[ is a scalar constant, and ¢ denotes the epoch number. In this way, we mainly apply the prior loss
L in early epochs. Then, in late epochs, the influence of £ gradually decreases, and our method
gradually shifts its attention to the distillation loss for a high distillation accuracy.

We design two types of losses for prior weights, as follows.

Via Ay, Wy Z 0
otherwise

crossEntropy(

o)
Jodi> Twii >

claw) = { @

I Tedlz Itwtlz I3
Some applications require a positive relationship between the prediction of the performer and each
visual concept, i.e. each weight c;; must be a positive scalar. In this case, we use the cross-entropy
between o« and w as the prior loss. In other cases, the MSE loss between « and w is used as the
loss. || - ||1 and || - ||2 denote the L-1 norm and L-2 norm, respectively.

In particular, in order to ensure a;; > 0 in certain applications, we add a non-linear activation layer
as the last layer of g, i.e. a = log[1 + exp(z)], where x is the output of the last conv-layer.

3.1 COMPUTATION OF PRIOR WEIGHTS W

In this subsection, we will introduce two techniques to efficiently compute rough prior weights w,
which are oriented to the following two cases in application.

Case 1, filters in intermediate conv-layers of the performer are interpretable: As shown in
Fig. Pfleft), learning a neural network with interpretable filters is an emerging research direction
in recent years. For example, (Zhang et al., 2018b) proposed a method to learn CNNs for object
classification, where each filter in a high conv-layer is exclusively triggered by the appearance of
a specific object part (see Fig. [I0]in the appendix for the visualization of filters). Thus, we can
interpret the classification score of an object as a linear combination of elementary scores for the
detection of object parts. Because such interpretable filters are automatically learned without part
annotations, the quantitative explanation for the CNN (i.e. the performer) can be divided into the
following two tasks: (i) annotating the name of the object part that is represented by each filter, and
(ii) learning an explainer to disentangle the exact additive contribution of each filter (or each object
part) to the performer output.

In this way, each f;, 7 = 1,2,...,n, is given as an interpretable filter of the performer. According
to (Zhang et al.l 2018a), we can roughly represent the network prediction as
N Yi = Zh w Lhwi
g~ ) wiy;+b, s.t. { ’ 03 (5)
zi: Wi = % Zh,w 693311;1'

where z € RH*W X" denotes a feature map of the interpretable conv-layer, and ,,,; is referred to as
the activation unit in the location (h, w) of the i-th channel. y; measures the confidence of detecting
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the object part corresponding to the i-th filter. Here, we can roughly use the Jacobian of the network
output w.r.t. the filter to approximate the weight w; of the filter. Z is for normalization. Considering

that the normalization operation in Equation (4) eliminates Z, we can directly use >, ., aff’ :
prior weights w in Equation (4)) without a need to compute the exact value of Z.

Case 2, neural networks for visual concepts share features in intermediate layers with the
performer: As shown in Fig. 2|right), given a neural network for the detection of multiple visual
concepts, using certain visual concepts to explain a new visual concept is a generic way to interpret
network predictions with broad applicability. Let us take the detection of a certain visual concept as
the target ¢ and use other visual concepts as {y; } to explain §. All visual concepts share features in
intermediate layers.

Then, we estimate a rough numerical relationship between g and the score of each visual concept
y;. Let = be a middle-layer feature shared by both the target and the ¢-th visual concept. When
we modify the feature x, we can represent the value change of y; using a Taylor series, Ay; =

% ® Az + O(A%z), where ® denotes the convolution operation. Thus, when we push the feature

towards the direction of boosting y;, i.e. Az = e% (e is a small constant), the change of the i-th
%yw 2, where || - || 7 denotes the Frobenius norm.

Meanwhile, Ax also affects the target concept by Ay = egg
g

the weight as w; = AAyA .

visual concept can be approximated as Ay; = €||

® %. Thus, we can roughly estimate

4 EXPERIMENTS

We designed two experiments to use our explainers to interpret different benchmark CNNs oriented
to two different applications, in order to demonstrate the broad applicability of our method. In the
first experiment, we used the detection of object parts to explain the detection of the entire object.
In the second experiment, we used various face attributes to explain the prediction of another face
attribute. We evaluated explanations obtained by our method qualitatively and quantitatively.

4.1 EXPERIMENT 1: USING OBJECT PARTS TO EXPLAIN OBJECT CLASSIFICATION

In this experiment, we used the method proposed in (Zhang et al., 2018b) to learn a CNN, where
each filter in the top conv-layer represents a specific object part. We followed exact experimental
settings in (Zhang et al., [2018b)), which used the Pascal-Part dataset (Chen et al.,|2014) to learn six
CNNs for the six anima categories in the dataset. Each CNN was learned to classify the target
animal from random images. We considered each CNN as a performer and regarded its interpretable
filters in the top conv-layer as visual concepts to interpret the classification score.

Four types of CNNs as performers: Following experimental settings in (Zhang et al., [2018b), we
applied our method to four types of CNNs, including the AlexNet (Krizhevsky et al., 2012), the
VGG-M, VGG-S, and VGG-16 networks (Simonyan & Zisserman, 2015)), i.e. we learned CNNs for
six categories based on each network structure. Note that as discussed in (Zhang et al., |2018b), skip
connections in residual networks (He et al., |2016) increased the difficulty of learning part features,
so they did not learn interpretable filters in residual networks.

Learning the explainer: The AlexNet/VGG-M/VGG-S/VGG-16 performer had 256/512/512/512
filters in its top conv-layer, so we set n = 256,512, 512, 512 for these networks. We used the masked
output of the top conv-layer as x and plugged x to Equation (5) to compute {y;}'. We used the 152-
layer ResNet (He et al., 2016ﬂ as g to estimate weights of visual concepty’| We set 5 = 10 for
the learning of all explainers. Note that all interpretable filters in the performer represented object
parts of the target category on positive images, instead of describing random (negative) images.

ZPrevious studies (Chen et al.l 2014; Zhang et al., [2018b) usually selected animal categories to test part
localization, because animals usually contain non-rigid parts, which present significant challenges for part
localization.

3Considering the small size of the input feature map, we removed the first max-pooling layer and the last
average-pooling layer.

“Note that the input of the ResNet was the feature map of the top conv-layer, rather than the original image
I in experiments, so g can be considered as a cascade of conv-layers in the AlexNet/VGGs and the ResNet.
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Experiment 1 Experiment 2
AlexNet VGG-M VGG-S VGG-16 || attractive makeup male young Avg.
Baseline | 3.636 4.957 3.962 4218 3.185 3120 3.139  3.100 3.136
Ours 5.199 5.908 5.913 6.054 3.216 3.134 3139 3.160 3.162

Table 1: Entropy of contribution distributions estimated by the explainer. A lower entropy of contri-
bution distributions reflects more significant bias-interpreting. Our method suffered much less from
the bias-interpreting problem than the baseline. Please see the appendix for more results.

Experiment 1 Experiment 2
AlexNet VGG-M VGG-S VGG-16 || attractive makeup male young Avg.
Classification | Performer 93.9 942 95.5 95.4 81.5 92.3 98.7 88.3 90.2
accuracy Explainer 93.6 94.0 94.9 96.6 76.0 88.8 97.6 82.8 87.1
Relative Performer 0 0 0 0 0 0 0 0 0
deviation Explainer | 0.045 0.040 0.041 0.038 0.163 0.100  0.067 0.139 0.117

Table 2: Classification accuracy and relative deviations of the explainer and the performer. We used
relative deviations and the decrease of the classification accuracy to measure the information that
could not be explained by pre-defined visual concepts. Please see the appendix for more results.

Intuitively, we needed to ensure a positive relationship between ¢ and y;. Thus, we filtered out
negative prior weights w; + max{w;, 0} and applied the cross-entropy loss in Equation (E]) to learn
the explainer.

Evaluation metric: The evaluation has two aspects. Firstly, we evaluated the correctness of the
estimated explanation for the performer prediction. In fact, there is no ground truth about exact
reasons for each prediction. We showed example explanations of for a qualitative evaluation of
explanations. We also used grad-CAM visualization (Selvaraju et al.| 2017) of feature maps to prove
the correctness of our explanations (see the appendix). In addition, we normalized the absolute
contribution from each visual concept as a distribution of contributions ¢; = |ovyi|/ >, |oyy;l-

We used the entropy of contribution distribution H(c) as an indirect evaluation metric for bias-
interpreting. A biased explainer usually used very few visual concepts, instead of using most visual
concepts, to approximate the performer, which led to a low entropy H(c).

Secondly, we also measured the performer information that could not be represented by the visual
concepts, which was unavoidable. We proposed two metrics for evaluation. The first metric is
the prediction accuracy. We compared the prediction accuracy of the performer with the prediction
accuracy of using the explainer’s output » . a;y; +b. Another metric is the relative deviation, which
measures a normalized output difference between the performer and the explainer. The relative
deviation of the image I is normalized as |y; — Y, oy ;yr; — b|/(maxper§p — minger gr),
where 7 denotes the performer’s output for the image I’.

Considering the limited representation power of visual concepts, the relative deviation on an image
reflected inference patterns, which were not modeled by the explainer. The average relative deviation
over all images was reported to evaluate the overall representation power of visual concepts. Note
that our objective was not to pursue an extremely low relative deviation, because the limit of the
representation power is an objective existence.

4.2 EXPERIMENT 2: EXPLAINING FACE ATTRIBUTES BASED ON FACE ATTRIBUTES

In this experiment, we learned a CNN based on the VGG-16 structure to estimate face attributes.
We used the Large-scale CelebFaces Attributes (CelebA) dataset (Liu et al.,[2015)) to train a CNN
to estimate 40 face attributes. We selected a certain attribute as the target and used its prediction
score as §. Other 39 attributes were taken as visual concepts to explain the score of § (n = 39).
The target attribute was selected from those representing global features of the face, i.e. attractive,
heavy makeup, male, and young. It is because global features can usually be described by local
visual concepts, but the inverse is not. We learned an explainer for each target attribute. We used the
same 152-layer ResNet structure as in Experiment 1 (expect for n = 39) as g to estimate weights.
We followed the Case-2 implementation in Section to compute prior weights w, in which we
used the 4096-dimensional output of the first fully-connected layer as the shared feature x. We set
B = 0.2 and used the L-2 norm loss in Equation to learn all explainers. We used the same
evaluation metric as in Experiment 1.
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Figure 3: Quantitative explanations for the object classification (top) and the face-attribution pre-
diction (bottom) made by performers. For performers oriented to object classification, we annotated
the part that was represented by each interpretable filter in the performer, and we assigned contri-
butions of filters «;y; to object parts (see the appendix). Thus, this figure illustrates contributions
of different object parts. All object parts made positive contributions to the classification score.
Note that in the bottom, bars indicate elementary contributions «;y; from features of different face
attributes, rather than prediction values y; of these attributes. For example, the network predicts a
negative goatee attribute ygoaee < 0, and this information makes a positive contribution to the target
attractive attribute, a;y; > 0. Please see the appendix for more results.

4.3 EXPERIMENTAL RESULTS AND ANALYSIS

We compared our method with the traditional baseline of only using the distillation loss to learn
the explainer. Table [T] evaluates bias-interpreting of explainers that were learned using our method
and the baseline. In addition, Table 2] uses the classification accuracy and relative deviations of the
explainer to measure the representation capacity of visual concepts. Our method suffered much less
from the bias-interpreting problem than the baseline.

Fig. [ shows examples of quantitative explanations for the prediction made by the performer. We
also used the grad-CAM visualization (Selvaraju et al.| 2017) of feature maps of the performer to
demonstrate the correctness of our explanations in Fig.[9]in the appendix. In particular, Fig.[d]in the
appendix illustrates the distribution of contributions of visual concepts {¢;} when we learned the
explainer using different methods. Compared to our method, the distillation baseline usually used
very few visual concepts for explanation and ignored most strongly activated interpretable filters,
which could be considered as bias-interpreting.

5 CONCLUSION AND DISCUSSIONS

In this paper, we focus on a new task, i.e. explaining the logic of each CNN prediction semantically
and quantitatively, which presents considerable challenges in the scope of understanding neural net-
works. We propose to distill knowledge from a pre-trained performer into an interpretable additive
explainer. We can consider that the performer and the explainer encode similar knowledge. The
additive explainer decomposes the prediction score of the performer into value components from
semantic visual concepts, in order to compute quantitative contributions of different concepts. The
strategy of using an explainer for explanation avoids decreasing the discrimination power of the
performer. In preliminary experiments, we have applied our method to different benchmark CNN
performers to prove the broad applicability.

Note that our objective is not to use pre-trained visual concepts to achieve super accuracy in clas-
sification/prediction. Instead, the explainer uses these visual concepts to mimic the logic of the
performer and produces similar prediction scores as the performer.

In particular, over-interpreting is the biggest challenge of using an additive explainer to interpret
another neural network. In this study, we design two losses to overcome the bias-interpreting prob-
lems. Besides, in experiments, we also measure the amount of the performer knowledge that could
not be represented by visual concepts in the explainer.
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DETAILED RESULTS

AlexNet VGG-M VGG-S VGG-16
Baseline Ours | Baseline Ours |Baseline Ours | Baseline Ours
bird 3.681 5.201 | 4543 5.885 | 3988 5.870 | 4.165 6.040
cat 3294 5103 | 5.604 5902 | 3954 5913 | 4.894 6.056
cow 3.607 5.236 | 4.616 5941 | 3.786 5901 | 3.763 6.084
dog 3774 5.243 | 5510 6.023 | 4.087 5954 | 4570 6.061
horse | 3.745 5.278 | 4722 5921 | 3.802 5.973 | 4.064 6.060
sheep | 3.716 5.135 | 4.747 5.773 | 4.152 5.869 | 3.850 6.022
Avg. 3.636 5.199 | 4957 5908 | 3.962 5913 | 4218 6.054

Table 3: Entropy of contribution distributions. The entropy of contribution distributions reflects the
level of bias-interpreting. The lower entropy indicates a larger bias. Our method suffered much less
from the bias-interpreting problem than the baseline.

AlexNet VGG-M VGG-S VGG-16

Performer | Baseline Ours || Performer | Baseline Ours || Performer | Baseline Ours || Performer Baseline Ours
bird 92.8 92.8 93.8 96.8 97.3 97.8 96.5 97.0 96.0 97.3 98.5 98.8
cat 96.3 95.7 95.2 94.3 95.7 95.5 95.3 95.5 96.0 94.3 97.0 97.0
CcCOwW 93.4 92.6 93.4 95.2 94.2 94.7 94.4 94.2 93.7 91.1 97.0 95.4
dog 92.5 92.5 92.0 93.8 94.7 94.5 95.3 95.5 93.0 94.5 95.0 94.5
horse 91.4 89.1 88.1 92.9 88.9 88.9 92.9 91.7 92.7 99.2 96.5 97.7
sheep 97.2 97.2 99.2 92.2 92.7 92.5 98.5 97.0 98.2 96.0 95.7 96.0
Average 93.9 93.3 93.6 94.2 93.9 94.0 95.5 95.2 94.9 95.4 96.6 96.6

Attractive Makeup Male Young | Avg.

Performer 81.5 92.3 98.7 88.3 90.2

Explainer, baseline 73.2 89.0 97.6 81.8 85.4

Explainer, ours 76.0 88.8 97.6  82.8 | 86.3

Table 4: Classification accuracy of the explainer and the performer. We use the the classification ac-
curacy to measure the information loss when using an explainer to interpret the performer. Note that
the additional loss for bias-interpreting successfully overcame the bias-interpreting problem, but did
not decrease the classification accuracy of the explainer. Another interesting finding of this research
is that sometimes, the explainer even outperformed the performer in classification. A similar phe-
nomenon has been reported in (Furlanello et al.,2018)). A possible explanation for this phenomenon
is given as follows. When the student network in knowledge distillation had sufficient representation
power, the student network might learn better representations than the teacher network, because the
distillation process removed abnormal middle-layer features corresponding to irregular samples and
maintained common features, so as to boost the robustness of the student network.

AlexNet VGG-M VGG-S VGG-16
Baseline  Ours |Baseline Ours | Baseline Ours |Baseline Ours

bird 0.050 0.045 | 0.033 0.035 | 0.030 0.031 | 0.040 0.034
cat 0.041 0.040 | 0.029 0.030 | 0.036 0.039 | 0.027 0.030
cow 0.047 0.048 | 0.058 0.062 | 0.041 0.047 | 0.051 0.061
dog 0.041 0.047 | 0.025 0.026 | 0.041 0.047 | 0.028 0.026
horse 0.044 0.043 | 0.051 0.049 | 0.045 0.043 | 0.036 0.034
sheep 0.045 0.049 | 0.036 0.038 | 0.035 0.037 | 0.032 0.041
Average | 0.045 0.045 | 0.039 0.040 | 0.038 0.041 | 0.036 0.038

Table 5: Relative deviations of the explainer. The additional loss for bias-interpreting successfully
overcame the bias-interpreting problem and just increased a bit (ignorable) relative deviation of the
explainer.

IMAGE-SPECIFIC EXPLANATIONS V.S. GENERIC EXPLANATIONS

(Zhang et al.,|2018d) used a tree structure to summarize the inaccurate rationale of each CNN pre-
diction into generic decision-making models for a number of samples. This method assumed the
significance of a feature to be proportional to the Jacobian w.rt. the feature, which is quite problem-
atic. This assumption is acceptable for (Zhang et al., 2018d), because the objective of (Zhang et al.,
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[2018d) is to learn a generic explanation for a group of samples, and the inaccuracy in the explana-
tion for each specific sample does not significantly affect the accuracy of the generic explanation.
In comparisons, our method focuses on the quantitative explanation for each specific sample, so we
design an additive model to obtain more convincing explanations.

VISUALIZATION OF BIAS-INTERPRETING

Baseline Our method
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estimated by our method and the distribution that was estimated by the baseline. The baseline usually
used very few visual concepts to make predictions, which was a typical case of bias-interpreting.
In comparisons, our method provided a much more reasonable contribution distribution of visual
concepts.
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VISUALIZATION OF QUANTITATIVE EXPLANATIONS
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Figure 5: Quantitative explanations for the attractive attribute. Bars indicate elementary contribu-

tions a;y; from features of different face attributes, rather than the prediction of these attributes. For

example, the network predicts a negative goatee attribute goaee < 0, and this information makes a

positive contribution to the target attractive attribute, o;y; > 0.
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Figure 7: Quantitative explanations «;y; for the heavy makeup attribute.
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Figure 8: Quantitative explanations «;y; for the young attribute.
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Figure 9: Quantitative explanations for object classification. We assigned contributions of filters
to their corresponding object parts, so that we obtained contributions of different object parts. Ac-
cording to top figures, we found that different images had similar explanations, i.e. the CNN used
similar object parts to classify objects. Therefore, we showed the grad-CAM visualization of feature
maps (Selvaraju et al.} 2017) on the bottom, which proved this finding.

17



Under review as a conference paper at ICLR 2019

VISUALIZATION OF INTERPRETABLE FILTERS
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Figure 10: We visualized interpretable filters in the top conv-layer of a CNN, which were learned
based on (Zhang et al.| 2018b). We projected activation regions on the feature map of the filter onto
the image plane for visualization. Each filter represented a specific object part through different
images.
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ANNOTATIONS OF PART NAMES OF INTERPRETABLE FILTERS

(Zhang et al., 2018b)) learned a CNN, where each filter in the top conv-layer represented a specific
object part. Thus, we annotated the name of the object part that corresponded to each filter based on
visualization results (see Fig.[T0|for examples). We simply annotate each filter of the top conv-layer
in a performer once, so the total annotation cost was O(NN), where N is the filter number.

Then, we assigned the contribution of a filter to its corresponding part, i.e. Contripe: =
Zi:i—th filter represents the part Yi¥i-

DETAILS IN EXPERIMENT 1

We changed the order of the ReLU layer and the mask layer after the top conv-layer, i.e. placing
the mask layer between the ReLU layer and the top conv-layer. According to (Zhang et al., 2018b),
this operation did not affect the performance of the pre-trained performer. We used the output of the
mask layer as z and plugged 2 to Equation (5)) to compute {y; }.

Because the distillation process did not use any ground-truth class labels, the explainer’s output
>, a;y; + b was not sophisticatedly learned for classification. Thus, we used a threshold . ov;y; +
b > 7 (1t = 0), instead of 0, as the decision boundary for classification. 7 was selected as the
one that maximized the accuracy. Such experimental settings made a fairer comparison between the
performer and the explainer.
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