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Abstract

Large amounts of unlabelled data are commonplace for many applications in computational
pathology, whereas labelled data is often expensive, both in time and cost, to acquire. We
investigate the performance of unsupervised and supervised deep learning methods when
few labelled data are available. Three methods are compared: clustering autoencoder latent
vectors (unsupervised), a single layer classifier combined with a pre-trained autoencoder
(semi-supervised), and a supervised CNN. We apply these methods on hematoxylin and
eosin (H&E) stained prostatectomy images to classify tumour versus non-tumour tissue.
Results show that semi-/unsupervised methods have an advantage over supervised learning
when few labels are available. Additionally, we show that incorporating immunohistochem-
istry (IHC) stained data provides an increase in performance over only using H&E.
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1. Introduction

Prostate cancer is manually graded by pathologists on H&E stained specimens, based on
the morphological features of epithelial tissue. Since this is a labour intensive process,
an automated system to perform cancer grading would be of great value. However, to
develop such systems typically large sets of labelled data are required. To collect these
data, annotations from human experts (in this case uropathologists) would be required.
Such expertise is rare, and thus creating the required labelled datasets is challenging. This
inherently limits the potential for algorithm development. (Litjens et al., 2017).

Figure 1: The flow of data for each of the three methods. Note that the data flow for the supervised method
is identical to that of the semi-supervised method, but does not utilise unsupervised pre-training.
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