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ABSTRACT

3D Gaussian Splatting (3DGS) has recently transformed photorealistic reconstruc-
tion, achieving high visual fidelity and real-time performance. However, render-
ing quality significantly deteriorates when test views deviate from the camera an-
gles used during training, posing a major challenge for applications in immersive
free-viewpoint rendering and navigation. In this work, we conduct a comprehen-
sive evaluation of 3DGS and related novel view synthesis methods under out-of-
distribution (OOD) test camera scenarios. By creating diverse test cases with
synthetic and real-world datasets, we demonstrate that most existing methods, in-
cluding those incorporating various regularization techniques and data-driven pri-
ors, struggle to generalize effectively to OOD views. To address this limitation,
we introduce SplatFormer, the first point transformer model specifically designed
to operate on Gaussian splats. SplatFormer takes as input an initial 3DGS set
optimized under limited training views and refines it in a single forward pass,
effectively removing potential artifacts in OOD test views. To our knowledge,
this is the first successful application of point transformers directly on 3DGS sets,
surpassing the limitations of previous multi-scene training methods, which could
handle only a restricted number of input views during inference. Our model sig-
nificantly improves rendering quality under extreme novel views, achieving state-
of-the-art performance in these challenging scenarios and outperforming various
3DGS regularization techniques, multi-scene models tailored for sparse view syn-
thesis, and diffusion-based frameworks. Code and data will be made public.

1 INTRODUCTION

Novel view synthesis (NVS) focuses on transforming 2D RGB images into immersive 3D scenes,
allowing users to navigate within augmented reality (AR) and virtual reality (VR) environments.
Traditionally, this problem has been approached using a standard novel view interpolation protocol,
where test views are sampled at fixed intervals along the trajectory of the input views. Several NVS
methods have emerged based on this protocol, with 3D Gaussian splatting (3DGS) (Kerbl et al.,
2023) recently gaining attention for achieving real-time and high-fidelity results in view interpola-
tion.

However, AR and VR applications require not only smooth transitions between input views but also
the ability to explore novel regions of interest from viewing angles outside the input distribution.
For instance, users may want to observe a scene from high-elevation angles, which are often missing
from the captured views. While novel view interpolation has seen significant advancements, this out-
of-distribution novel view synthesis (OOD-NVS) task remains underexplored, particularly in terms
of evaluation protocols and methodology. A related area of research involves 3D reconstruction from
sparse or monocular input views, where methods often need to hallucinate unseen content (Liu et al.,
2023a; Chan et al., 2023; Kwak et al., 2024; Liu et al., 2023b). While hallucination can be beneficial
for creative applications, it may be undesirable in settings that demand accurate reconstructions,
such as 3D visualization of surgical procedures (Hein et al., 2024), and unnecessary in typical daily
capture scenarios.

Imagine you are capturing a statue in a museum. By varying the camera’s elevation and walking
around the object, you might be able to capture most of its features. However, the spatial distribution
of camera angles is likely uneven, even heavily skewed, creating certain out-of-distribution views
where some parts of the object are only sparsely covered. An example is illustrated in Fig. 1, where
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Out-of-distribution NVS MipNeRF360 LaRa 3DGS Ours Ground Truth

Input views

Test views

In-distribution NVS Sparse NVS Nerfbusters NVS

Figure 1: We investigate the out-of-distribution (OOD) novel view synthesis (NVS), where test
views significantly differ from input views. This scenario contrasts with prior in-distribution NVS,
where test views interpolate between densely captured input views, Sparse NVS with a few large-
baseline input views, and Nerfbusters NVS (Warburg* et al., 2023), where test views share similar
angles with input views. Existing NVS methods, including MipNeRF360 (Barron et al., 2022), and
those designed for sparse inputs like LaRa (Chen et al., 2024a), face challenges in this setting, while
our method shows notable improvements.

input views are captured from a user’s perspective, circling around an object at varying but close
elevation angles. The out-of-distribution (OOD) target views observe the object from a top-down
perspective, a significant deviation from the input distribution. We define this challenge as out-of-
distribution novel view synthesis (OOD-NVS). We argue that this issue is practically relevant for
everyday capture scenarios, yet it has been largely overlooked by the research community. To study
this problem, we render 3D assets from ShapeNet (Chang et al., 2015), Objaverse 1.0 (Deitke et al.,
2023), and Google Scanned Objects (Downs et al., 2022) datasets. As shown in Fig. 1, existing NVS
methods perform poorly on the OOD views when restricted to low-elevation inputs, highlighting the
need for a novel approach to address this problem.

Substantial research efforts have been directed towards robust 3D reconstruction with insufficient
input views. First, some 3DGS variants regularize the Gaussian attributes through implicit bias in
neural radiance fields (Mihajlovic et al., 2024) or geometry consistency terms (Huang et al., 2024a).
Second, a number of methods attempt to exploit priors from external datasets. For example, some
supervise the rendered depth maps using stereo estimators (Zhu et al., 2024), though these methods
face scale ambiguity issues. Certain methods pretrain feature grids (Chen et al., 2023; Sen et al.,
2023) on large datasets, but these priors are often limited to a single object category. Other methods
use 2D priors from pretrained diffusion models (Sargent et al., 2024) but struggle with multi-view
inconsistencies. Additionally, some feed-forward models predict 3D primitives from a few input
views (Chen et al., 2024a;b; Yu et al., 2021), yet they handle no more than four images due to
computational constraints, limiting their ability to leverage dense multi-view inputs. Most of these
approaches are evaluated only on view interpolation or sparse-view reconstruction, failing to address
the artifacts encountered in the OOD-NVS settings.

Defining an implicit regularization to improve OOD-NVS poses a significant challenge. We hypoth-
esize that addressing this issue requires careful consideration of three key aspects: 1) leveraging
generic priors from large-scale datasets, 2) ensuring 3D consistency in renderings, and 3) fully uti-
lizing the rich geometric information from all input views. To meet these needs, we propose Splat-
Former, a novel learning-based feed-forward 3D transformer designed to operate on Gaussian splats.
SplatFormer refines an initial 3DGS set—optimized using all input views—into a new, enhanced set
that produces multi-view consistent 2D renderings under OOD conditions with fewer artifacts.

Our method begins by optimizing 3DGS from the input views. While this initial 3D representation
effectively integrates multi-view information from the captured images, we observe that the shapes,
appearances, and spatial structure of the Gaussian splats become biased toward the input view dis-
tribution. This often results in elongated Gaussian splats that cover only the thin areas projected on
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the input views, leading to sparse surface coverage. Furthermore, these splats can form unordered
geometric structures that appear correct from the input views but exhibit significant artifacts when
rendered under OOD views.

Unlike previous works that rely on hand-crafted regularization techniques (Xie et al., 2024; Li et al.,
2024b), we adapt point transformer (Zhao et al., 2021), an attention-based architecture designed for
3D scene understanding, to process the 3DGS as a point cloud set with Gaussian attributes serving
as features. The attention mechanism in the point transformer learns to capture multi-view infor-
mation embedded in the 3DGS, focusing on the local neighborhood within the spatial structure pre-
computed by the initial 3DGS. It outputs residuals that are added to the input Gaussian attributes.
The updated 3DGS is then rendered from novel views, and a photometric error between the ren-
dered and ground-truth images is minimized to train the SplatFormer. We curate large-scale training
pairs of initial, flawed 3DGS sets, and ground-truth images of in-distribution and OOD views us-
ing ShapeNet and Objaverse 1.0, which are made feasible by the fast optimization of 3DGS and
the availability of large-scale 3D and multi-view datasets. By training on this dataset, SplatFormer
learns generalizable priors for refining 3DGS, effectively removing artifacts in the OOD views while
maintaining 3D consistency.

We evaluate SplatFormer against baseline models using the proposed OOD-NVS evaluation pro-
tocols. Our experiments demonstrate that once trained, SplatFormer significantly reduces artifacts
in 3DGS OOD-view renderings, showing substantial improvements in both quantitative and qual-
itative results for test scenes from ShapeNet and Objaverse. Additionally, we demonstrate that
SplatFormer’s artifact removal capabilities generalize to novel object categories in previously un-
seen datasets, such as Google Scanned Objects (Downs et al., 2022), as well as real-world captures.
In summary, we make the following contributions:

• We introduce OOD-NVS, a new experimental protocol specifically designed to evaluate the perfor-
mance of NVS methods when rendering 3D scenes from novel viewing angles that fall outside the
distribution of input views. Our results demonstrate that existing methods struggle to generalize
under the OOD-NVS protocol;

• We propose SplatFormer, a novel learning-based model that refines flawed 3D Gaussian splats to
mitigate artifacts in OOD views. SplatFormer is the first approach to apply the point transformer
to 3DGS processing, effectively leveraging multi-view information from a dense set of input views
and learning a 3D rendering prior to remove artifacts;

• We demonstrate that SplatFormer significantly improves the performance of 3DGS-based methods
on OOD-NVS tasks, achieving substantial gains in object-centric scenes, while also demonstrating
potential for application in unbounded environments.

2 RELATED WORK

In this section, we review several novel view synthesis approaches relevant to our topic. These meth-
ods can be broadly categorized into three modalities: (1) general NVS methods primarily evaluated
through view interpolation, (2) reconstruction from sparse views, and (3) approaches that enhance
NVS by utilizing priors and regularization techniques.

Novel View Interpolation. In most NVS scenarios, both input and test views are sampled from the
same distribution, typically following a fixed trajectory or a hemispherical pattern, as observed in
common datasets such as Blender NeRF (Mildenhall et al., 2020), LLFF (Mildenhall et al., 2019),
and Phototourism (Jin et al., 2021). Seminal works like NeRF (Mildenhall et al., 2020), Instant-
NGP (Müller et al., 2022), and 3DGS (Kerbl et al., 2023) have demonstrated strong performance
under this view interpolation protocol. However, as we will demonstrate later, they encounter dif-
ficulties in rendering novel views from out-of-distribution (OOD) angles, a challenge that remains
less explored.

Sparse View Reconstruction. Another line of research is focused on reconstructing and render-
ing 3D scenes from sparse set of input views, typically fewer than four. Methods like Zero123
(Liu et al., 2023a) and others (Sargent et al., 2024; Liu et al., 2023b; Kwak et al., 2024) predict
NeRF representations or multi-view images from monocular inputs, often requiring the model to
hallucinate unseen regions. Similarly, approaches like (Yu et al., 2021; Charatan et al., 2024; Wewer
et al., 2024; Chen et al., 2024a;b) predict 3D primitives directly from sparse views. Some meth-
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ods (Höllein et al., 2024; Gao et al., 2024) aggregate multi-view inputs into 2D diffusion-based
generative models, which are more suited for creative tasks but less applicable when metrically
accurate reconstructions are needed.

Out-of-distribution Novel View Synthesis (OOD-NVS). Unlike the standard interpolation setup,
Nerfbusters (Warburg* et al., 2023) captures input and test views along separate trajectories, closely
aligning with the OOD-NVS problem we are addressing. However, their input and test views remain
relatively similar in viewing angles, and the observed artifacts are primarily caused by the “invisi-
bility issue“, where test views fall outside the input observation sphere, rather than from significant
viewpoint deviations. In contrast, our approach tackles large viewpoint shifts without addressing
invisibility, filling a gap by emphasizing generalization across substantial angle deviations.

Regularization Techniques for Unconstrained Reconstruction. Sparse input views significantly
degrade NVS performance, leading to various works exploring geometric priors, spatial regularity
constraints, and data-driven priors. Geometric priors have been used in SuGaR (Guédon & Lepetit,
2024), 2DGS (Huang et al., 2024a), and GeoGaussian (Li et al., 2024b), which apply handcrafted
self-supervision losses to better align Gaussian splats with surface geometry. Similarly, Spatial reg-
ularity constraints, explored in SplatFields (Mihajlovic et al., 2024) and ZeroRF (Shi et al., 2024),
integrate Deep Image Prior (Ulyanov et al., 2018) to regularize 3DGS and NeRF reconstructions,
producing more robust results from sparse inputs. However, these methods offer limited improve-
ments as they do not leverage external data. Data-driven priors have been adopted in several works.
FSGS (Zhu et al., 2024) and DNGaussian (Li et al., 2024a) supervises depth maps using deep stereo
models but suffers from scale ambiguity. InstantSplat (Fan et al., 2024) uses dense point clouds
for 3DGS initialization, though it struggles with overfitting. Nerfbusters (Warburg* et al., 2023)
pretrains a diffusion model for post-processing NeRF, achieving only marginal improvements. Ap-
pearance priors (Zhu et al., 2024; Sargent et al., 2024; Wu et al., 2024a; Gao et al., 2024; Kwak
et al., 2024) use 2D diffusion models to regularize novel view renderings, but often struggle with
multi-view consistency. Additionally, SSDNeRF (Chen et al., 2023) and HypNeRF (Sen et al., 2023)
pretrain 3D feature grids on object-centric datasets, yet underperform in multi-category experiments.

Learning-based 2D-to-3D Models. Another special case of data-driven models involves training
feed-forward models on large-scale multi-view image datasets to predict 3D representations from 2D
images. SyncDreamer (Liu et al., 2023b) and ViewDiff (Höllein et al., 2024) fine-tune pretrained
diffusion models to generate multi-view images from one or a few input views. PixelNeRF (Yu
et al., 2021), MVSplat (Chen et al., 2024b), and related works (Charatan et al., 2024; Wewer et al.,
2024) transform 2D image features into NeRF or Gaussian splats. Although these models can learn
generic priors from multi-view datasets, they are typically constrained to only a few input views,
limiting their ability to fully leverage larger multi-view inputs.

3D Point Processing Techniques are central to our work and widely used across 3D tasks. Un-
like 2D image features or 3D grids, point clouds are unordered and unevenly distributed, requiring
specialized architectures to handle their irregularity and sparsity. Solutions include sparse convolu-
tion (Choy et al., 2019), MLPs (Qi et al., 2017), and transformers (Wang, 2023; Yang et al., 2023;
Zhao et al., 2021). The point transformer (Zhao et al., 2021), using attention to model spatial re-
lationships, has proven particularly effective. Further advancements (Wu et al., 2022; 2024b) have
enhanced its efficiency, achieving state-of-the-art performance in 3D segmentation. Our work is the
first to adapt the point transformer for refining 3D Gaussian splats (3DGS), leveraging its ability to
capture spatial relationships in irregular point clouds to enhance novel view synthesis fidelity.

3 REVIEW: 3D GAUSSIAN SPLATTING (3DGS)

3D Gaussian Splatting (3DGS) encodes a scene using Gaussian splat primitives {Gk}Kk=1, which
are rendered via volume splatting. Each primitive is defined by its mean position pk ∈ R3×1,
opacity αk ∈ [0, 1], S-dimensional spherical harmonics ak ∈ RS for modeling view-dependent
color ck ∈ R3, and covariance matrix Σk ∈ R3×3 parameterized via scale sk ∈ R3 and rotation
quaternion qk ∈ R4 vectors for enforced positive semi-definiteness.

The splats are rendered by projecting them onto an image plane, forming 2D Gaussian distributions:

G2D
k (x′) ∝ exp(−(x′ − p′

k)
T (Σ2D

k )−1(x′ − p′
k)/2) , (1)

where p′
k ∈ R2 and Σ2D

k ∈ R2×2 are the projected splat center and covariance matrix.
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Elevation=20°Elevation Elevation=40° Elevation=60° Elevation=80°
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Ours

3DGS

Input views

Test views

Figure 2: Limitations of 3DGS in OOD-NVS setup. We observe that the quality of novel views
obtained via 3DGS significantly deteriorates as the test camera deviates from the distribution of
input camera views which our solution, SplatFormer, effectively overcomes and demonstrates higher
fidelity renderings. The displayed metric (left) is performed on the scenes from Objaverse (Deitke
et al., 2023); see Sec. 5 for detailed experiment setup.

To compute the pixel color c(x′) ∈ R3 at location x′ ∈ R2 splats are blended in sorted depth order:

c(x′) =
∑K

k=1
ckαkG2D

k (x′)
∏k−1

j=1
(1− αjG2D

j (x′)). (2)

Optimization. The parameters {Gk}Kk=1 are optimized using the Adam optimizer (Kingma & Ba,
2015) by minimizing a weighted combination of L1 and D-SSIM losses:

L3DGS = (1− λ)L1 + λLD-SSIM, (3)
with λ set to 0.2 as per the original 3DGS formulation. To avoid local minima, 3DGS employs
periodic heuristic densification and pruning of Gaussian splats.

4 ROBUST OUT-OF-DISTRIBUTION NOVEL VIEW SYNTHESIS

Limitations of 3DGS. While direct optimization of splat primitives allows 3DGS to closely adapt to
input images, it often leads to overfitting, as the flexible primitives conform too precisely to individ-
ual pixels. The smooth, continuous nature of Gaussian distributions supports effective interpolation,
but only when test views are similar to the training views. To demonstrate this limitation, we conduct
a controlled experiment (Fig. 2) simulating a typical scenario where a user captures images while
rotating around an object. The challenge arises when rendering from out-of-distribution (OOD)
viewpoints, such as elevated camera angles, a critical requirement for AR and VR applications that
demand consistent 3D rendering from all perspectives.

Key Observation. As shown in Fig. 2, the reconstruction quality degrades significantly as the
test camera’s elevation increases, highlighting a key limitation of 3DGS in handling OOD views.
The challenge is to make the representation robust to such viewpoint changes while preserving the
advantages of 3DGS, such as real-time rendering and compatibility with rasterization-based tools.

Addressing this limitation by incorporating priors and constraints into the optimization of 3DGS
is a complex task. Previous approaches have attempted to address this using geometric con-
straints (Huang et al., 2024a; Mihajlovic et al., 2024) and data-driven priors (Fan et al., 2024).
However, as demonstrated later (Tab. 1), these methods fall short in achieving robust novel-view
synthesis, emphasizing the need for a more effective solution. We believe that solving this issue re-
quires incorporating three key aspects: leveraging generic priors from large-scale datasets, ensuring
3D consistency in renderings, and fully utilizing rich geometric information from all input views.

Solution: SplatFormer. To this end, we introduce SplatFormer, a novel learning-based feed-
forward 3D neural module to operate on Gaussian splats, enabling robust novel view synthesis from
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Figure 3: Method Overview. We introduce SplatFormer, a generalizable 3D point transformer
network designed for feed-forward refinement of Gaussian splats, enabling robust out-of-distribution
novel-view synthesis (OOD-NVS). The reconstruction process begins by generating an initial set of
3D Gaussians from input images. However, these splats are biased toward the input views and are
not robust for OOD-NVS. SplatFormer refines these splats through a hierarchical neural network
that models residuals to the initial splat attributes. The model is trained on a large collection of
3D shapes using 2D rendering loss, allowing it to: 1) incorporate spatial regularity among splat
primitives via the hierarchical architecture, 2) leverage generic priors from large-scale datasets, and
3) ensure 3D consistency in the refined splats through the multi-view consistent rendering loss.

out-of-distribution views. As demonstrated in Fig. 2, our method maintains high visual quality even
when test views deviate significantly from the input views. SplatFormer, parameterized via learn-
able parameters θ, overcomes the bias toward input views by capturing spatial relationships and
modeling interactions between splat primitives. Drawing inspiration from transformer architectures,
which excel at learning complex relationships in data (Brown et al., 2020), we adopt this approach
for feed-forward refinement of 3D Gaussian splats.

Reconstruction Process (Fig. 3) begins with a set of calibrated input images, from which we gen-
erate splat primitives {Gk}Kk=1 using the 3DGS optimization process described in Sec. 3. Since
these splats are biased toward the input views, we apply SplatFormer for feed-forward refinement to
enable robust out-of-distribution novel-view synthesis. SplatFormer utilizes a hierarchical series of
transformer encoder-decoder layers fθ based on the Point Transformer V3 (PTv3) architecture (Zhao
et al., 2021; Wu et al., 2024b) and is trained on a large collection of 3D shapes using 2D render-
ing loss. This supervision refines the splat primitives by enforcing spatial regularity through the
hierarchical network architecture, leveraging generic priors from large-scale datasets, and ensuring
3D consistency in the refined splats through multi-view consistent rendering supervision. During
encoding, SplatFormer assigns each splat an abstract V-dimensional feature vectors vk ∈ RV :

{vk}Kk=1 = fθ({Gk}Kk=1), (4)
which encapsulate key details of the 3D primitives. The feature decoder gθ then transforms this
latent representation into splat attribute residuals

{∆Gk = (∆pk,∆sk,∆αk,∆qk,∆ak)}Kk=1 = fθ({Gk,vk}Kk=1) , (5)
which yields a refined set of splats {G′

k}Kk=1 that is more robust for OOD novel-view synthesis:

{G′
k}Kk=1 = {Gk +∆Gk}Kk=1 . (6)

Point Transformer Encoder fθ. Our 3DGS splat encoder is based on the PTv3 framework (Wu
et al., 2024b). The input set of points is first passed through an embedding layer to obtain corre-
sponding input features, followed by 5 stages of attention blocks and downsampling grid pooling

6
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Table 1: OOD-NVS. Comparisons on the ShapeNet-OOD and Objaverse-OOD evaluation sets. The
metric is evaluated on OOD test views with elevation ϕood ≥ 70◦; colors indicate the 1st , 2nd ,
and 3rd best-performing model

Methods ShapeNet-OOD Objverse-OOD
PSNR SSIM LPIPS PSNR SSIM LPIPS

Standard
MipNeRF360 (Barron et al., 2022) 20.06 0.819 0.265 19.64 0.722 0.280
InstantNGP (Müller et al., 2022) 17.09 0.684 0.339 19.47 0.694 0.310
3DGS (Kerbl et al., 2023) 20.21 0.763 0.242 19.24 0.673 0.285

Regularized 2DGS (Huang et al., 2024a) 23.52 0.863 0.188 20.56 0.739 0.248
SplatFields (Mihajlovic et al., 2024) 23.15 0.850 0.185 18.85 0.688 0.308

External Prior

InstantSplat (Fan et al., 2024) 19.00 0.732 0.258 14.20 0.500 0.429
FSGS (Zhu et al., 2024) 17.32 0.714 0.298 18.82 0.655 0.323
SSDNeRF (Chen et al., 2023) 15.36 0.650 0.393 16.90 0.552 0.434
Nerfbusters (Warburg* et al., 2023) 11.42 0.640 0.321 16.87 0.689 0.287

Feed Forward
SyncDreamer (Liu et al., 2023b) 9.07 0.500 0.468 9.72 0.420 0.489
LaRa (Chen et al., 2024a) 20.94 0.839 0.222 19.04 0.682 0.324

SplatFormer 28.09 0.920 0.135 23.06 0.821 0.170

layers (Wu et al., 2022). Then another 4 stages of attention blocks and upsampling grid pooling lay-
ers are used to restore the resolution. To capture high-frequency details and improve gradient flow,
skip connection MLP modules are used to map intermediate downsampling outputs to residuals,
which are then added to the upsampling layers at corresponding resolutions. Each stage comprises
attention blocks with layer normalization, multi-head attention, and MLPs. This hierarchical ar-
chitecture models contextual relationships among neighboring primitives. To implement attention
efficiently based on spatial proximity, we adopt PTv3’s serialization and grid pooling strategy.

Feature Decoder gθ. The extracted features are further concatenated with the original splat at-
tributes to enhance convergence by combining the transformer’s context-aware features with the
initial attributes. Each point’s features are then passed into shared feature decoding heads, which
consist of five sequential MLP modules to predict residuals to the initial splat attributes. To further
improve training stability, we zero-initialize the final MLP layers’ weights and biases leading to zero
initial residual features, ensuring that the initial output closely matches the input 3DGS.

4.1 LEARNING DATA-DRIVEN PRIOR

Dataset. To enable SplatFormer to refine imperfect Gaussian splats using a data-driven prior, we
curated a large dataset containing pairs of Gaussian primitives and corresponding multi-view images.
We utilized 33k and 48k scenes from the ShapeNet (Chang et al., 2015) and Objaverse-1.0 (Deitke
et al., 2023) datasets respectively. These assets were rendered from low-elevation input views and
high-elevation out-of-distribution (OOD) views. The initial splats were generated from the low-
elevation views (following Sec. 3). The data collection process, which required approximately 3000
GPU hours, was efficiently executed using budget GPUs like the RTX-2080Ti. We will release the
data and corresponding rendering code to facilitate future research.

Training Objective. After generating the initial 3DGS by minimizing the photometric loss (Eq. 3)
using low-elevation input views, the SplatFormer module performs feed-forward refinement. The
refined splats are then rendered following Eq. 2 for both input and OOD views, using a combination
of photometric and perceptual LPIPS (Zhang et al., 2018) loss terms:

LSplatFormer = L1 + LLPIPS . (7)

This loss is optimized using the Adam optimizer (Kingma & Ba, 2015) across multi-view images,
incorporating both low-elevation and high-elevation OOD views. This balanced approach ensures
that the model generalizes to unseen angles while preserving high fidelity for in-distribution views.

The dataset and training approach we introduce allow SplatFormer to learn rich data-driven priors
from a diverse range of 3D objects and view configurations. These learned priors enable the model
to correct 3DGS’s bias towards input views, leading to more accurate and consistent reconstructions
in OOD scenarios.
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Four of Input Views LaRa SplatFields MipNeRF360 2DGS 3DGS Ours GT

Figure 4: Novel View Synthesis under Out-of-Distribution Camera Angles. The first column
shows 4 out of 32 input views. Here, we compare our method with LaRa (Chen et al., 2024a), Splat-
Fields (Mihajlovic et al., 2024), MipNeRF360 (Barron et al., 2022), 2DGS (Huang et al., 2024a),
and 3DGS (Kerbl et al., 2023). Results on Objaverse-OOD evaluation scenes; a comprehensive
comparison with all the baselines is provided in the appendix (Fig. F.3).

5 EXPERIMENTS

We begin by outlining the out-of-distribution novel-view synthesis (OOD-NVS) setup, followed by
a description of the evaluation protocol and the baseline methods used for comparison. Next, we
present the results on OOD-NVS, cross-dataset generalization, and ablation studies. Finally, we
discuss the limitations of our approach and potential directions for future research.

OOD-NVS. For a given region of interest, such as a centered object, we simulate an input camera
capturing 360-degree azimuths at low elevations. The camera takes Nin photos from evenly spaced
azimuths, with its elevation following a sinusoidal pattern defined by frequency f and limits ϕmax.
This setup mimics a user recording the target from low angles, with physical constraints preventing
stable top-down captures. To introduce OOD views, we use high-elevation with ϕood ≫ ϕmax,
simulating a top-down perspective. The camera configuration is visualized in Fig 1.

Evaluation Sets. We use Blender to render 20 objects from ShapeNet (Chang et al., 2015) and
Objaverse-v1 (Deitke et al., 2023) each. We select common objects and scenes with meaningful
bird’s-eye views, such as city streets and buildings, avoiding those with large cavities that are invisi-
ble from low-elevation views. Due to varying object heights and shapes, we render two input camera
trajectories with ϕmax = 10◦ and 20◦, creating two input-target splits to represent different levels of
view deviation. So each scene has two experiments with different input views and the same target
views. We average evaluation metrics across the two sets of experiments. Each input trajectory
consists of Nin = 32 views. The OOD test set includes Nout = 9 views, uniformly distributed from
the top sphere with ϕood ≥ 70◦. All renderings are at a resolution of 256× 256.

Baselines. We evaluate SplatFormer using the OOD-NVS protocol, comparing it with several pub-
licly available state-of-the-art methods from each NVS method category. First, we include per-scene
NVS approaches designed primarily for in-distribution NVS, including representative works such
as InstantNGP (Müller et al., 2022), 3DGS (Kerbl et al., 2023), and MipNeRF360 (Barron et al.,
2022). Next, we examine regularized 3DGS variants that aim to reduce overfitting without external
priors, including 2DGS (Huang et al., 2024a) and SplatFields (Mihajlovic et al., 2024). We further
consider prior-augmented per-scene NVS methods, which regularize per-scene optimization using
external priors, including InstantSplat (Fan et al., 2024), FSGS (Zhu et al., 2024), SSDNeRF (Chen
et al., 2023), and Nerfbusters (Warburg* et al., 2023). Finally, we examine feed-forward models,
which reconstruct 2D Gaussians (LaRa (Chen et al., 2024a)) or produce multi-view images (Sync-
Dreamer (Liu et al., 2023b)) from sparse input images.

For a fair comparison, we retrained SSDNeRF, LaRa, and SyncDreamer using the same training sets
as SplatFormer. For SyncDreamer, which only supports single-view input, we selected the highest-
elevation view. For LaRa, which is limited to four input views due to memory constraints, we chose
four large-baseline views to maximize scene coverage; details are provided in appendix (Sec. D).
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Figure 5: Cross-dataset Generalization. SplatFormer trained on Objaverse successfully mitigates
artifacts in OOD views in the GSO (Downs et al., 2022) dataset and our real-world object-centric
captures. Additional results are presented in the appendix (Fig. F.4 and Fig. F.5).

Results on OOD-NVS. Qualitative results (Fig. 4) show that LaRa produces blurry outputs, while
MipNeRF360 suffers from floater artifacts and SplatFields smooths out fine details. Both 2DGS
and 3DGS exhibit spiky artifacts. In contrast, SplatFormer significantly reduces the artifacts present
in 3DGS, completes surface reconstruction, and even restores certain geometric properties, such as
interlaced structures. While our method still faces challenges with high-frequency texture details,
it outperforms previous approaches in terms of fidelity and consistency in out-of-distribution views,
which is also supported by the clear quantitative improvements demonstrated in our results (Tab. 1).
Additional visual results are provided in the appendix (Sec. E) and the supplementary video.

Generalization Across a Range of View Deviations. Our method does not overfit to the extreme
top views present in the SplatFormer training set but generalizes across a range of views, transi-
tioning from input to extreme target views. To demonstrate this, we evaluate NVS with elevations
ϕ ∈ [10◦, 90◦] in Objaverse-OOD scenes and compare SplatFormer to 3DGS (Fig. 2). While 3DGS
performance degrades significantly as the viewing angle deviates from the input views, our method
provides more robust synthesis for target views in the range ϕ ∈ [25◦, 90◦].

Table 2: Cross-dataset Generalization
Methods GSO-OOD RealWorld-OOD

PSNR SSIM LPIPS PSNR SSIM LPIPS

Nerfbusters 15.95 0.678 0.300 23.29 0.893 0.115
2DGS 23.29 0.816 0.204 23.64 0.893 0.105
MipNeRF360 22.90 0.824 0.192 22.58 0.883 0.122
3DGS 21.78 0.746 0.250 23.71 0.878 0.112
SplatFormer 25.01 0.863 0.148 24.30 0.908 0.095

Cross-dataset, Real World Generalization. Following
the OOD-NVS protocol, we rendered 20 objects from
Google Scanned Objects (GSO) (Downs et al., 2022) and
captured 4 real-world scenes. Low-elevation views were
used to optimize the initial set of Gaussians, while the
OOD views were reserved for validation. For real-world
captures with unbounded backgrounds, we segmented the
foreground objects. Additional details are provided in the
appendix (Sec. A.1). SplatFormer, trained on synthetic data, shows generalization to 3D-scanned
real-world objects from the GSO dataset, as well as to real-world mobile phone captures (Tab. 2,
Fig. 5). This suggests that our method does not learn object-specific prior as SSDNeRF (Chen et al.,
2023) and HypNeRF (Sen et al., 2023), and the 3DGS refinement prior can be transferred across
object categories.
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On the GSO-OOD evaluation set, SplatFormer achieves substantial improvements in both metrics
and visual quality. Even on the real-world dataset, despite being trained exclusively on synthetic
data, SplatFormer reduces artifacts. These improvements are reflected in the SSIM and LPIPS
metrics, though we observed rather minimal improvements in PSNR, which we attribute to the pixel-
wise PSNR’s sensitivity to imperfect calibration and our method’s limitation in modeling specular
effects. Our method also outperforms MipNeRF360 and 2DGS, the best-performing baselines in
Objaverse-OOD (Tab. 1). Additionally, we evaluate Nerfbusters (Warburg* et al., 2023), which
addresses robust novel view synthesis from novel camera trajectories—a relevant challenge to OOD-
NVS. However, we find that Nerfbusters tends to mistakenly remove key scene content as floaters,
leading to incomplete geometry.

Table 3: SplatFormer vs 2D Denoising

ShapeNet-OOD
Method PSNR SSIM LPIPS

3DGS 20.21 0.763 0.242
DiffBIR-stage1 (Lin et al., 2024) 24.81 0.892 0.163
DiffBIR-stage2 (Lin et al., 2024) 24.24 0.858 0.174
Retrained 3DGS with stage1 25.16 0.894 0.164
Retrained 3DGS with stage2 24.83 0.870 0.174
SplatFormer 28.09 0.920 0.135

3D vs 2D Denoising. An alternative strategy for
refining OOD-NVS renderings is to use 2D image
restoration methods. To explore this, we use Diff-
BIR (Lin et al., 2024), a state-of-the-art image restora-
tion method, to denoise 3DGS renderings. DiffBIR
consists of two cascaded models: a first-stage image-
to-image regressor to remove artifacts and a second-
stage diffusion-based generator (Rombach et al., 2021)
to in-paint missing details. We trained both stages us-
ing pairs of OOD 3DGS renderings and ground-truth images from our ShapeNet-OOD training set.
To address multi-view inconsistencies in the denoised images, we also used the generated images to
retrain the 3DGS. This experiment is similar to Sp2360 (Paul et al., 2024), which uses cascaded 2D
diffusion priors to regularize 3DGS from sparse-view inputs. As shown in Tab. 3, while 2D denois-
ing methods improve the original 3DGS, they significantly underperform compared to SplatFormer
and fail to recover geometric details. See the appendix (Fig. C.1) for visual comparisons.

Table 4: Ablations
Objaverse-OOD

Backbone Prediction PSNR SSIM LPIPS

PTv3 (Wu et al., 2024b) Direct 21.00 0.754 0.231
Mink (Choy et al., 2019) Residual 21.82 0.781 0.208
PTv3 (Wu et al., 2024b) Residual 22.21 0.794 0.195

Ablation: Backbone and Supervision. We compare
our PTv3 (Wu et al., 2024b) transformer-based archi-
tecture with widely used Minkowski (Choy et al., 2019)
engine. Additionally, to validate the effectiveness of the
residual prediction strategy outlined in Sec. 4, we train
a variant that directly predicts the full 3DGS attributes
(direct component). The experiments were conducted using half the computational resources of our
full model. The results show that the point transformer architecture and residual-based learning
improve performance compared to the alternatives.

Limitations and Future Work. Our method has several limitations that provide directions for
future work. First, despite outperforming all the considered baselines, it still struggles to reconstruct
fine-grained details and complex texture. Second, the generalization to real-world captures could
be improved by scaling up training examples and by enhancing the realism of synthetic lighting.
Third, applying our method to refining 2DGS may further improve the OOD-NVS results. Finally,
it would be valuable to train our method to remove OOD-NVS artifacts in unbounded scenes and
with a wider range of OOD camera setups. In the appendix F, we present a experimental result in
Fig. F.1 and Tab. F.1 using the MVImgNet dataset (Yu et al., 2023), and outline both the potential
and challenges. Please refer to it for an extended discussion.

6 CONCLUSION

Photorealistic rendering of 3D assets under diverse viewing conditions is critical for AR and VR
applications. In this work, we introduced a new out-of-distribution (OOD) novel view synthesis
test scenario and demonstrated that most neural rendering methods, including those using regular-
ization techniques and data-driven priors, suffer substantial quality degradation when test viewing
angles deviate significantly from the training set, highlighting the need for more robust rendering
techniques. As an initial step towards addressing the problem, we proposed SplatFormer, a novel
point transformer model designed to overcome the limitations of 3D Gaussian Splatting in handling
OOD views. By refining 3DGS representations in a single forward pass, SplatFormer significantly
improves rendering quality in these scenarios and achieves state-of-the-art performance, outperform-
ing prior methods designed for both sparse and dense view inputs. The success of our model further
underscores the potential of integrating transformers into photorealistic rendering workflows.
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APPENDIX: SPLATFORMER: POINT TRANSFORMER FOR ROBUST 3D
GAUSSIAN SPLATTING

We provide further details on the evaluation datasets (Sec. A), implementation specifics (Sec. B),
and ablation experiments (Sec. C). Additionally, we describe baseline implementations (Sec. D) and
present comprehensive visual comparisons (Sec. E). Finally, we discuss the limitations of Splat-
Former in Sec. F.

A EVALUATION DATASETS

Synthetic Datasets. We use Blender to render objects from ShapeNet (Chang et al., 2015),
Objaverse-v1 (Deitke et al., 2023), and GSO (Google Scanned Objects) (Downs et al., 2022). The
camera setups for the three evaluation sets are consistent: Nin = 32 input views cover the 360◦ az-
imuth and elevation angle ϕ varies according to a sinusoidal function ranging between (0, ϕmax). For
each object in ShapeNet, we rotate the object’s shortest side with the z-axis and render a single set of
input views with ϕmax = 10◦. For each object in Objaverse-v1 and GSO, we render two sets of input
views with ϕmax = 10◦, 20◦. The out-of-distribution (OOD) test set consists of Nout = 9 views,
with ϕood = (70◦, 80◦, 90◦) and randomly sampled azimuths. The rendered resolution is 256× 256
pixels. The resulting ShapeNet-OOD, Objaverse-OOD, GSO-OOD datasets include a total of 20,
40, and 40 input-test experiments, respectively. We enable specular effects to achieve more realistic
rendering results when using objects from Objaverse-v1 and GSO, and disable specular reflections
for ShapeNet to study a more basic illumination setup.

Real-world OOD iPhone Dataset. We have captured 4 scenes featuring an object of interest using
an iPhone, with the images and camera setups shown in Fig. F.5. During evaluation, we first generate
foreground masks of the objects of interest for the OOD test view using SegmentAnything (Kirillov
et al., 2023), and then only evaluate the pixels within the mask. To refine the 3DGS representation
via SplatFormer, we crop out the part of the 3DGS point cloud that corresponds to the foreground
region using selection tools in MeshLab. This may also be easily done by automatic 3D detection
methods like Segment3D (Huang et al., 2024b). The cropped splats are then refined via SplatFormer
and rendered using the standard 3DGS-based rendering pipeline. We resize images to the resolution
of 300× 400 for both 3DGS training and evaluation.

We present examples from the four datasets, as well as the degraded 3DGS OOD renderings, in
Fig. A.1. It is worth noting that the dense input capture covers a substantial portion of the objects,
eliminating the need for novel view synthesis (NVS) methods to hallucinate unobserved parts during
target view generation.

B IMPLEMENTATION DETAILS

Network Arhitecture. The point transformer encoder begins with an MLP embedding layer, fol-
lowed by five down-pooling and four up-pooling stages, ultimately producing features with a di-
mensionality of V = 96. The down-pooling stages contain (2, 2, 2, 6, 2) attention blocks and have
hidden dimensions of (64, 96, 128, 256, 512). Each stage, except the first, is followed by a down-
sampling grid-pooling layer. The up-pooling stages consist of (2, 2, 2, 2) attention blocks, with
hidden dimensions of (256, 128, 96, 96). Each stage, except the first, is preceded by an up-sampling
grid-pooling layer. A grid resolution of 384 is used to voxelize the point cloud, and the strides for
the grid-pooling layers are set to (1, 2, 2, 2). For the architecture details of attention blocks and grid
pooling please refer to Wu et al. (2024b).

The feature decoder is composed of five separate MLP branches, which are responsible for predict-
ing the residuals for the means, opacity, quaternion, scales, and spherical harmonics coefficients.
Each MLP branch consists of four linear layers, with hidden dimensions of 512 and ReLU activa-
tions for all but the last layer. Tanh activation is applied to normalize the residual means to the range
[0, 1]. Additionally, the positions of the input 3D Gaussians are normalized to [0, 1]3. The total
number of parameters is approximately 50 million.

Training Dataset Curation. The ShapeNet training set contains 33k objects, all available for non-
commercial research and educational purposes. The Objaverse training set includes 48k objects from
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Figure A.1: Examples from our OOD-NVS evaluation sets and the artifacts in 3DGS.

Objaverse-1.0 (Deitke et al., 2023), all licensed under Creative Commons for distribution. We use
Blender to render each object with 32 low-elevation views and 5 top-down views. Diffuse lighting
and materials are applied in ShapeNet scenes, while specular effects and shadows are enabled in
Objaverse scenes. For the rendered 2D low-elevation views, we use gsplat (Ye et al., 2024) to
optimize the initial 3D Gaussian splats (3DGS) for each scene. The spherical harmonics degree is set
to 0 for ShapeNet and 3 for Objaverse. To reduce computational costs, we terminate the optimization
early at 10k steps, where evaluation performance levels off. We process the scenes using 48 RTX-
2080Ti GPUs, with rendering and 3DGS optimization taking approximately 3 minutes per scene. It
takes 2 days to generate each training dataset.

Training. For each scene, we render 4 target images at each iteration, with 70% OOD views and
30% input views, for photometric supervision. For the training of our full model, we use 8 RTX-
3090s with one scene per GPU, set gradient accumulation steps as 4, and train for 150k iterations,
which takes around 2 days. In our ablation experiments (Tab. 4), we use four RTX-3090 GPUs, one
single batch per GPU, and set the gradient accumulation steps as 1. While the overall performance
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is lower than that of the full model, the training dynamics observed in the ablation studies remain
consistent. We use Adam optimizer with a constant learning rate of 3e-5.

C MORE EXPERIMENTS

SplatFormer vs 2D Denoising. In addition to the metrics in Tab. 3, Fig. C.1 presents a visual com-
parison between the 2D denoising method DiffBIR (Lin et al., 2024) and SplatFormer on ShapeNet-
OOD test views. Though the DiffBIR-stage1 model removes certain artifacts, the improvements
are inconsistent across views. Retraining a 3DGS model using the generated images fails to fully
address these limitations. Additionally, the stage-1 model struggles to infer correct geometry from
the noisy 2D images, causing errors that propagate to stage-2, which may introduce unfaithful hallu-
cinations. In contrast, our method processes both input and output in 3D, resulting in more accurate
and consistent artifact removal.

3DGS DiffBIR-stage1 DiffBIR-stage2 Ours

Retrain-3DGS with stage1 Retrain-3DGS with stage2 Ground Truth

Figure C.1: We adopt DiffBIR (Lin et al., 2024) to denoise artifacts in 2D space. Additionally, we
retrain 3DGS using the denoised images to improve multi-view consistency. However, 2D denoising
alone is insufficient for fully recovering geometry, as it relies solely on 2D inputs.

3D vs 2D supervision. We use photometric supervision (Eq. 7) to train our model. An alternative
training approach involves supervising the output of SplatFormer with direct 3D labels, e.g. such as
an optimal 3DGS trained using full-degree views observation. As shown in Fig. C.2, we find that
the 3D direct supervision does not consistently enhance the results and presents several limitations.
First, it is time consuming to prepare full-degree renderings, making it impractical to scale up the
training dataset. Second, it is impossible to train a neural network to fit the 3D signals with 100%
accuracy due to the spectral bias (Rahaman et al., 2019), and small errors in 3D prediction can still
lead to significant 2D artifacts.

Figure C.2: We overfit two SplatFormers on 20 scenes with 2D partial or 3D direct supervision. We
show the training curves and the OOD-view rendering of a training example. Minimizing 3D loss
does not improve PSNR of the 2D renderings. Without fitting the 3D label with 100% accuracy, the
model with 3D supervision cannot remove artifacts in 2D renderings.
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To demonstrate this, we conduct a toy experiment where we overfit the 20 scenes of the ShapeNet-
OOD evaluation set. For each scene, besides the flawed 3DGS trained on low-elevation input views,
we render 24 views from the upper hemi-sphere. We combine the 24 upper views and the 32 lower
views as input views to optimize the flawed 3DGS that is initially trained with the lower views.
We disable densification and prunning during the 3DGS optimization so as to ensure the one-to-
one correspondence between the input 3DGS and the optimal one. The yielded 3DGS can serve as a
pseudo 3D label for SplatFormer training. Then we train two SplatFormers using the 20 scenes. One
is trained with photometric loss and the other is trained with the L1 norm error between the output
3D attributes and the pseudo 3D labels. Fig. C.2 shows that while both training objectives can be
minimized, only 2D supervision can lead to the improvement in the rendering quality. Therefore,
we employ 2D supervision to train SplatFormer, which enhances rendering quality and improves
efficiency.

D BASELINE IMPLEMENTATIONS

InstantNGP. We use the officially released code1 of InstantNGP (Müller et al., 2022). Each scene
in our OOD benchmarks is trained for 5k iterations using the default configuration provided in
the code. We also tried training the model for more iterations, e.g. 20k iterations, but observed
no improvement in results. This is most likely due to the fact that we are evaluating on out-of-
distribution test camera scenarios. The camera position is scaled and offset, following the paper, to
position the reconstructed object within a [0,0,0] to [1,1,1] unit box.

MipNeRF360. We use the officially released code2 of MipNeRF360 (Müller et al., 2022) to produce
its results on our OOD benchmarks. The model is trained using batch size 512 for 250k iterations,
with learning rate 0.00025. The training of each scene takes approximately 7 hours on a single RTX-
3090 GPU. The near and far planes used in volumetric rendering are determined by the ray bounding
box intersection following the approach used in InstantNGP. The random background trick used in
InstantNGP is also applied to help removing the floaters.

3D Gaussian Splatting. We use the gsplat (Ye et al., 2024) and the default hyperparameters of
the toolbox. Specifically, we set the spherical harmonics degree to 3, the number of iterations to
30k, warm-up steps to 500, densifying and culling Gaussians every 500 step, and we stop the den-
sity control at 15k steps. For synthetic datasets, we use the ground truth camera poses provided
by the Blender rendering. Given that COLMAP struggles to reconstruct certain synthetic objects
due to symmetry and smooth textures, we follow the original 3D Gaussian Splatting (3DGS) ap-
proach (Kerbl et al., 2023) by randomly sampling 50,000 points within the bounding box of the
objects. For our real-world iPhone captures, we first estimate camera poses using all views and then
perform point triangulation, with only the input views used to estimate the initial point cloud.

2D Gaussian Splatting. We test 2DGS (Huang et al., 2024a) on our benchmarks using the officially
released code3. The model is trained for 30k iterations using the default configurations, with an
additional random background trick used in (Müller et al., 2022) to help removing the floaters.

SplatFields. We use the officially released code4 of SplatFields (Mihajlovic et al., 2024). We run the
method with its default configuration for over 30k training steps on both ShapeNet and Objaverse
datasets.

InstantSplat (DUSt3R-inititialized 3DGS). InstantSplat (Fan et al., 2024) utilizes an end-to-end
dense stereo model, namely DUSt3R (Wang et al., 2024), to estimate dense point clouds and camera
poses for 3DGS initialization. To assess the effectiveness of dense initialization on our OOD-NVS
task, we feed all input views, and the given camera poses into the DUSt3R reconstruction pipeline.
Given the large number of training views, DUSt3R produces approximately 10 million points, which
can lead to out-of-memory issues during 3DGS optimization. We randomly sample 100k points from
the total point cloud as initialization for 3DGS. We avoid selecting the 100k points with the highest
confidence as this would disproportionately retain floors and walls, which tend to have overly high

1https://github.com/NVlabs/instant-ngp
2https://github.com/google-research/multinerf
3https://github.com/hbb1/2d-gaussian-splatting
4https://github.com/markomih/SplatFields
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confidence scores in DUSt3R. We then replace the random initialization in our 3DGS implementa-
tion with the dense point clouds, leaving the rest of the 3DGS optimization process unchanged.

FSGS. We use the officially released code5 of FSGS (Zhu et al., 2024). We run the method with its
default configuration with depth supervision from synthesized psuedo views for 10k training steps
on both ShapeNet and Objaverse datasets, and apply random background tricks during training to
avoid floater artifacts.

SSDNeRF. We use the official code 6 of SSDNeRF (Chen et al., 2023). We train the method using
the default hyperparameters for 20k steps on both the ShapeNet and Objaverse datasets, utilizing
all available training views. We observe that the proposed image-guided sampling and finetuning
of the sampled codes leads to overfitting on the in-distribution training views, and therefore the
performance on OOD test views does not exhibit further improvement beyond 20k steps.

Nerfbusters. We use the official codebase7 of Nerfbusters (Warburg* et al., 2023). We first train
Nerfacto (Tancik et al., 2023) for 30k steps, and then run Nerfbusters on pretrained Nerfacto models
for 5k steps to remove the artifacts learned by Nerfacto. The same near and far planes calculation
strategy described in MipNeRF360 is employed.

SyncDreamer. We use the official codebase8 of SyncDreamer (Liu et al., 2023b). SyncDreamer
only supports single input view, which is far from sufficient to reconstruct the feature volume needed
for the out-of-distribution view synthesis. To provide sufficient information for reconstruction, we
use the training view with the highest elevation as the input view. SyncDreamer requires signifi-
cantly greater computational resources (multiple Nvidia A100s), which is not comparable with ones
required to train our method and other baselines (RTX-3090s). Therefore, we finetune their pre-
trained model on our training data for faster convergence.

LaRa. We use LaRa’s released codebase9 and train two models on the same ShapeNet-OOD and
Objaverse-OOD training sets as our method and evaluate their performances on the respective bench-
marks. Due to hardware limitations, LaRa can only process a maximum of four input views on RTX-
3090 GPUs. To maximize scene coverage, we randomly select the four most widely separated input
views. For training, we uniformly sample from all available views, incorporating both in-distribution
and out-of-distribution views for the 2D image loss. During inference, we feed the model four input
views and rasterize the predicted Gaussian primitives to the OOD test views. While it is possible
to divide the input views into groups of four, and then combine the processed resulting primitives
for rasterization, this approach compromises global consistency and yields worse performance com-
pared to using just four views directly. Following LaRa’s default setup (Chen et al., 2024a), we
train each model for 150k iterations using 8 RTX 3090 GPUs, which takes approximately 2 days.
We initialize training with LaRa’s pretrained weights, which speeds up convergence and improves
performance.

Other Baselines. We acknowledge that some related approaches are not included in this paper
due to redundancy or infeasibility. DNGaussian (Li et al., 2024a) supervises 3DGS training with
depth maps predicted by monocular depth estimators. The idea is similar to its concurrent work
FSGS (Zhu et al., 2024) which, in our OOD-NVS dense capture setup, does not outperform 3DGS.
CAT3D (Gao et al., 2024) and ReconFusion (Wu et al., 2024a) use internal image diffusion mod-
els for initialization but neither has released code and models. GeNVS (Chan et al., 2023) and
3DiM (Watson et al., 2023) are also publicly unavailable. To compare with methods that utilize
pretrained 2D diffusion models, we evaluate SyncDreamer (Liu et al., 2023b) which is designed
to achieve better multi-view consistency. Other similar approaches like ZeroNVS (Sargent et al.,
2024), Zero123 (Liu et al., 2023a), and Vivid123 (Kwak et al., 2024), only support single-view in-
put. We also tried ViewDiff (Höllein et al., 2024), a similar 2D-prior method where each model
is trained for a single object category. However, we found that ViewDiff could not converge when
trained on multiple object categories in our cases. Lastly, in the category of learning-based 2D-to-
3D methods, SpaRP (Xu et al., 2024), MVSplat (Chen et al., 2024b), and LatentSplat (Wewer et al.,
2024) are constrained by the memory limitations of RTX 3090 GPUs, allowing a maximum of four

5https://github.com/VITA-Group/FSGS
6https://github.com/Lakonik/SSDNeRF
7https://github.com/ethanweber/nerfbusters
8https://github.com/liuyuan-pal/SyncDreamer
9https://github.com/autonomousvision/LaRa
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Table E.1: Detailed Results on Objaverse-OOD. We report the separate OOD evaluation results of
the two sets of experiments with input views’ maximum elevations ϕmax = (10◦, 20◦). The average
results are used in Tab. 1. Colors indicate the 1st , 2nd , and 3rd best-performing models.

Methods ϕmax = 10◦ ϕmax = 10◦ Average
PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS

MipNeRF360 (Barron et al., 2022) 18.94 0.695 0.301 20.33 0.749 0.259 19.64 0.722 0.280
InstantNGP (Müller et al., 2022) 18.60 0.662 0.334 20.34 0.726 0.285 19.47 0.694 0.310
3DGS (Kerbl et al., 2023) 18.30 0.642 0.305 20.18 0.703 0.265 19.24 0.673 0.285
2DGS (Huang et al., 2024a) 19.75 0.712 0.269 21.38 0.766 0.226 20.56 0.739 0.248
SplatFields (Mihajlovic et al., 2024) 18.23 0.669 0.326 19.46 0.707 0.291 18.85 0.688 0.309
InstantSplat (Fan et al., 2024) 13.75 0.483 0.436 14.63 0.516 0.422 14.20 0.500 0.429
FSGS (Zhu et al., 2024) 17.95 0.625 0.349 19.69 0.685 0.297 18.82 0.655 0.323
SSDNeRF (Chen et al., 2023) 16.22 0.523 0.454 17.58 0.580 0.414 16.90 0.552 0.434
Nerfbusters (Warburg* et al., 2023) 15.25 0.643 0.318 18.49 0.735 0.255 16.87 0.689 0.287
SyncDreamer (Liu et al., 2023b) 9.64 0.423 0.487 9.81 0.418 0.491 9.72 0.421 0.489
LaRa (Chen et al., 2024a) 18.56 0.672 0.336 19.53 0.697 0.313 19.04 0.684 0.324
SplatFormer 22.15 0.795 0.190 23.96 0.846 0.150 23.06 0.821 0.170

Table E.2: Detailed Results on GSO-OOD. We report the separate OOD evaluation results of the
two sets of experiments with input views’ maximum elevations ϕmax = (10◦, 20◦). The average
results are used in Tab. 2. Colors indicate the 1st , 2nd best-performing models.

Methods ϕmax = 10◦ ϕmax = 10◦ Average
PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS

MipNeRF360 (Barron et al., 2022) 22.43 0.810 0.209 23.39 0.837 0.174 22.91 0.824 0.192
Nerfbusters (Warburg* et al., 2023) 13.84 0.633 0.329 18.06 0.724 0.269 15.95 0.678 0.299
2DGS (Huang et al., 2024a) 22.26 0.786 0.227 24.31 0.845 0.180 23.29 0.816 0.204
3DGS (Kerbl et al., 2023) 20.71 0.709 0.274 22.85 0.784 0.226 21.78 0.746 0.250
SplatFormer 24.07 0.840 0.168 25.95 0.886 0.127 25.01 0.863 0.148

input views. We found that training these methods on our dataset with four large-baseline input
views, as we did with LaRa, resulted in failure. This is because these methods rely on overlapping
input views to compute cross-view correspondences. We also attempted to partition the consecutive
input views into groups and aggregate the predicted Gaussian splats after running each group inde-
pendently. However, this approach introduced significant global inconsistencies. Consequently, we
do not report their results due to their incompatibility with our OOD-NVS task.

E COMPARISONS WITH BASELINES

Evaluation Details. As mentioned in Sec. A, we create two experimental setups for each scene in
Objaverse and GSO, with the same test views yet different input views with maximum elevations
ϕmax = 10◦ and 20◦ respectively. The final evaluation scores reported in Tab. 1 and Tab. 5 are
averaged across the two sets of experiments. We also report the separate scores of the two sets
in Tab. E.1 (Objaverse-OOD) and Tab. E.2 (GSO-OOD). The evaluation scores of ϕmax = 20◦

are better than ϕmax = 10◦ as the input viewing angles are slightly closer to the OOD test views.
However in both setups, the elevation deviation, with ϕood ≥ 70◦, is quite large and our method
outperforms the baselines consistently.

Visual Comparisons. We show more visual comparisons with all the baselines in Fig. F.2
(ShapeNet-OOD), Fig. F.3 (Objaverse-OOD), Fig. F.4 (GSO-OOD), and Fig. F.5 (Real-world OOD).
We also provide a supplementary video to show the comparisons.

Among standard NVS methods, volumetric representations, such as MipNeRF360 (Barron et al.,
2022) and InstantNGP (Müller et al., 2022) often suffer from floater artifacts. While MipNeRF360
excels at capturing fine details in certain examples, its lengthy reconstruction process (7 hours) and
slow rendering speed (less than 1 fps) limit its applicability in many real-world tasks.

Among the regularized 3DGS variants, SplatFields (Mihajlovic et al., 2024) produces more regu-
larized Gaussians compared to the standard 3DGS but also loses some fine details in the process.
2DGS (Huang et al., 2024a) generates more surface-aligned Gaussians than 3DGS but still exhibits
spiky artifacts due to overfitting to the input views.
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Four of Input Views SplatFields MipNeRF360 3DGS Ours GT

Figure E.1: Failure Case. While our method effectively reduces artifacts in 3DGS (Kerbl et al.,
2023) and outperforms SplatFields (Mihajlovic et al., 2024), it does not fully restore some high-
frequency details. MipNeRF360 (Barron et al., 2022) excels in detail modeling but suffers from
floating issues.

For prior-enhanced NVS methods, SSDNeRF (Chen et al., 2023), which is designed to learn
category-specific object priors in its original paper, struggles to learn cross-category priors in our
training set, resulting in severe artifacts. Nerfbusters (Warburg* et al., 2023) incorrectly identifies
many structures as floaters, leading to the removal of significant parts of objects. While FSGS (Zhu
et al., 2024) achieves a more balanced densification of Gaussians and smoother depth regularization,
it only offers marginal visual improvements over 3DGS and continually fails in certain scenarios.
InstantSplat (Fan et al., 2024) also cannot mitigate the artifacts caused by overfitting by using a
dense point cloud initialization.

Among learning-based feed-forward methods, LaRa (Chen et al., 2024a) can infer plausible ge-
ometry and textures from input views. However, its reliance on a limited number of input views
and voxel representation restricts its ability to process and represent high-frequency details. Sync-
Dreamer (Liu et al., 2023b) fails to synthesize the deviated test view as it only supports single input
view which is quite insufficient for OOD-NVS.

F LIMITATIONS AND FUTURE DIRECTIONS

We outline the current limitations of our method and suggest possible future research directions.

Fine-grained Details. Our approach occasionally struggles to recover high-frequency details, par-
ticularly in complex textures, as shown in Fig. E.1. While our method reduces artifacts in 3DGS and
outperforms previous variants like SplatFields, it still requires improvement in rendering texture de-
tails. The limitation may stem from the restricted capacity of our current point transformer backbone
which uses grid pooling on the input point cloud to expand the receptive field. Larger grid resolu-
tions and smaller pooling strides can be beneficial, but this requires more computational budgets.
Future work can innovate the design of the point transformer architecture, e.g. integrating multi-
resolution hierarchy, to capture and recover high-frequency details. Designing a trainable adaptive
population mechanisim to densify Gaussians in high-frequency regions can also help represent the
details.

Generalization to Real-world Images. Improving generalization to real-world images remains a
key area for future development. Currently, the method is trained exclusively on synthetic datasets,
which limits its ability to model complex lighting conditions and textures found in realistic envi-
ronments. Furthermore, objects in datasets like ShapeNet and Objaverse typically exhibit simpler
textures and geometries . To enhance real-world transfer, future work could focus on making the
rendering process more realistic and curating larger datasets that include complex 3D assets. Incor-
porating a balanced mix of synthetic and real-world datasets during training would also help improve
the model’s performance in more diverse, real-world scenarios.

Improving Other 3D Representations. Our approach has the potential to extend beyond 3DGS
and be applied to other point-based 3D representations, such as 2DGS (Huang et al., 2024a), which
has demonstrated superior performance on OOD-NVS evaluation sets. Training SplatFormer to
refine 2DGS could further boost its performance in OOD-NVS tasks. Additionally, incorporating a
geometry regularization term for the predicted Gaussian primitives, similar to 2DGS, alongside the
photometric loss, presents a promising direction for improving the accuracy and robustness of these
representations.

7
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Figure F.1: The potential of SplatFormer in handling in-the-wild, unbounded scenes. When
trained on MVImgNet (in-the-wild unbounded scenes), SplatFormer learns to partially remove
floaters, though refining objects’ flawed geometry remains a challenge.

Table F.1: Results on MVImgNet.

PSNR SSIM LPIPS

3DGS (Kerbl et al., 2023) 19.81 0.728 0.432
SplatFormer 21.68 0.757 0.424

Unbounded Scenes and Diverse Camera Setups. While
this paper primarily focuses on object-centric scenes in this
project, the concept of learning data-driven priors for out-of-
distribution views holds promise for extending to unbounded,
in-the-wild scenes. Another promising direction is enhancing
OOD renderings across more diverse camera setups beyond
the bottom-to-top task. To be more specific, MVImgNet (Yu
et al., 2023) serves as a strong testbed, offering substantial real-world multi-view images. We also
conduct some preliminary experiments to demonstrate its potential. In MVImgNet, each scene is
captured via a semi-circular camera trajectory around an object. To study OOD renderings, we
split each trajectory into frontal and side views, using one as input and the other as test views. In
these OOD test views, 3DGS produces significant artifacts. To adapt our method to this OOD-NVS
setting, we constructed a training set with 4k MVImgNet scenes featuring flawed 3DGSs and multi-
view images, and trained SplatFormer accordingly. We also create a evaluation set consisting of
70 held-out scenes using the same front-side camera setup. For each evaluation scene, we use the
trained SplatFormer to refine the flawed 3DGS, trained only on the frontal/side input views, in a sin-
gle feed-forward pass. Then we render the refined 3DGS from the side/frontal deviated test views.
The evaluation metrics are reported in Tab. F.1, and visual results are shown in Fig. F.1. SplatFormer
can remove floaters in the empty space and achieves better metrics than 3DGS. However, it strug-
gles to refine the geometry and appearance of foreground objects. This limitation may stem from
the normalization and downpooling operations in the point transformer, which disproportionately
downscales foreground objects compared to the large-scale background point clouds, making it dif-
ficult for SplatFormer to capture foreground details. We hypothesize that designing a novel adaptive
downpooling mechanism within the point transformer may address this issue. Additionally, a divide-
and-conquer strategy—i.e., decomposing scenes into objects and background and processing each
component separately—could also be beneficial. We plan to explore these directions in future work.
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Figure F.2: Results on ShapeNet-OOD. We compare our method with baselines: SyncDreamer (Liu
et al., 2023b), LaRa (Chen et al., 2024a), SSDNeRF (Chen et al., 2023), 3DGS (Kerbl et al., 2023),
Nerfbusters (Warburg* et al., 2023), SplatFields (Mihajlovic et al., 2024), InstantSplat Fan et al.
(2024), 2DGS (Huang et al., 2024a), FSGS (Zhu et al., 2024), InstantNGP (Müller et al., 2022), and
MipNeRF360 (Barron et al., 2022).

G VISUAL RESULTS USED IN THE OPENREVIEW DISCUSSION.

During the OpenReview discussion, we provided the following figures for reviewers’ reference.

• Figure G.1 shows the comparison with diffusion-based and sparse-view baselines.
• Figure G.2 shows more results of our experiment on real-world unbounded scenes men-

tioned in Lines 1164-1187.
• Figure G.3 compares the geometry reconstruction between our method and 3DGS.

We will incorporate these results into our revised manuscript.
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Figure F.3: Results on Objaverse-OOD. We compare our method with baselines: Sync-
Dreamer (Liu et al., 2023b), LaRa (Chen et al., 2024a), SSDNeRF (Chen et al., 2023), 3DGS (Kerbl
et al., 2023), Nerfbusters (Warburg* et al., 2023), SplatFields (Mihajlovic et al., 2024), In-
stantSplat Fan et al. (2024), 2DGS (Huang et al., 2024a), FSGS (Zhu et al., 2024), Instant-
NGP (Müller et al., 2022), and MipNeRF360 (Barron et al., 2022).
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Four of Inputs Nerfbusters MipNeRF360 2DGS 3DGS Ours GT

Figure F.4: Results on GSO-OOD. We compare SplatFormer, trained on Objaverse scenes, with
Nerfbusters (Warburg* et al., 2023), 2DGS (Huang et al., 2024a) and MipNeRF360 (Barron et al.,
2022).

Camera Setup Nerfbusters MipNeRF360 2DGS 3DGS Ours GT

Figure F.5: Results on Real-World iPhone OOD. We compare SplatFormer trained on Objaverse
with Nerfbusters (Warburg* et al., 2023), MipNeRF360 (Barron et al., 2022), 2DGS (Huang et al.,
2024a), and 3DGS (Kerbl et al., 2023).
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Figure G.1: Comparison with diffusion-based and sparse-view baselines. EscherNet (Kong et al.,
2024), SyncDreamer (Liu et al., 2023b), and SV3D (Voleti et al., 2024) utilize 2D generative diffu-
sion priors; LaRa (Chen et al., 2024a) is a sparse-to-3DGS method. We show 4 out of 32 input views,
the first top-left image is used as the single input view to SV3D and SyncDreamer, the four shown
images are used as input to LaRa, and all the 32 views are used for EscherNet and our method. Esch-
erNet (0-shot) refers to EscherNet’s released pretrained checkpoint. EscherNet/SyncDreamer (fine-
tune) refers to the model finetuned using our objaverse-OOD training set. EscherNet/SV3D→3DGS
refers to the 3DGS (Kerbl et al., 2023) trained on the combination of input views and the pseudo
views generated by EscherNet (finetune)/SV3D. The results show that SyncDreamer and SV3D fail
to produce accurate renderings as they are constrained by the single input view, LaRa suffers from
blurriness, EscherNet generates incorrect hallucination which propagates to EscherNet→3DGS.
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Figure G.2: The potential of SplatFormer for processing in-the-wild unbounded scenes.
Through training on MVImgNet, SplatFormer learns to partially remove floaters in test scenes.
Please refer to Lines 1161 to 1185 for further discussion.
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Figure G.3: Geometry comparison. In addition to the improved appearance, our method can also
enhance the reconstructed geometry compared with 3DGS (Kerbl et al., 2023), showing more accu-
rate rendered depth maps.
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