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Abstract001

Recent advancements in tampered text detec-002
tion has attracted increasing attention due to its003
essential role in information security. Although004
existing methods can detect the tampered text005
region, the detection lacks convincing interpre-006
tation and clarity, making the prediction unreli-007
able. To address this problem, we propose to ex-008
plain the basis of tampered text detection with009
natural language via large multimodal models.010
To bridge the data gap, we propose a large-011
scale, comprehensive dataset, ETTD, which012
contains both pixel-level annotations for tam-013
pered text region and natural language annota-014
tions describing the anomaly of the tampered015
text. Multiple novel methods are employed016
to improve the quality of our dataset. To fur-017
ther improve explainable tampered text detec-018
tion, we propose a simple yet effective model019
called TextSleuth, which can detect tampered020
text with both visual and semantic clues, and021
shows strong generalization across unfamil-022
iar image styles and languages. Extensive023
experiments on both the ETTD dataset and the024
public dataset have verified the effectiveness of025
the proposed methods. Our dataset and code026
will be made publicly available.027

1 Introduction028

With the rapid development of image processing029

technologies, sensitive text information can be030

more easily manipulated for malicious purposes,031

such as fraud, posing serious risks to information032

security (Dong et al., 2024). Consequently, tam-033

pered text detection has become a major research034

topic in recent years (Qu et al., 2024b). Existing035

works model tampered text detection as semantic036

segmentation (Shao et al., 2023) or object detec-037

tion (Qu et al., 2024a). Despite the progress made038

in recent years, such fine-grained predictions are039

still black-box and lead to unreliable results.040

To provide more reliable predictions for tam-041

pered text detection, we propose to leverage mul-042

Existing works: Unexplainable

Tampered image Forgery localization

Ours: Explainable

Explain the basis for judgment

Tampered image

The tampered text reads "15".
Edge Artifacts: The number "15" in the tampered area displays noticeable edge 
artifacts. The edges here are slightly more pronounced and less smooth compared to the 
authentic text around it, suggesting an inconsistency with the background. The lines 
surrounding the tampered text do not blend seamlessly with the nearby paper texture.

Unnatural Texture Appearance: The texture of the "15" appears somewhat blurred 
and lacks the crispness seen in other parts of the image. This hints at manipulation, as 
the appearance of these numbers lacks the natural print clarity of the authentic text.

Inconsistent Font: There is a slight inconsistency in the thickness and color of the 
number "15" compared to the surrounding numbers. The font style appears subtly 
different, especially in brightness and thickness, making it stand out as altered.

Lack of Integration: The "15" appears unnaturally pasted and does not integrate 
smoothly with its surroundings. This lack of seamlessness makes it seem artificially 
overlaid, drawing attention to itself.

Forgery localization

Figure 1: We propose to both detect the tampered text
region and explain the basis for the detection in natural
language, making the prediction more reliable. We
construct the first dataset and propose a novel model for
the explainable tampered text detection task.

timodal large models to both detect tampered text 043

regions and explain the basis for their detection 044

in natural language. Given the absence of dataset 045

for interpretable tampered text detection, we con- 046

struct the Explainable Tampered Text Detection 047

(ETTD) dataset. To ensure the comprehensiveness 048

of the data, we collect multilingual card images, 049

document images and scene text images from the 050

Internet and the existing text-rich datasets. We 051

then perform text tampering on the collected data 052

with various methods, including traditional meth- 053

ods copy-move, splicing, and the deep generative 054

method DiffUTE (Chen et al., 2024a). Finally, 055

we create 13,500 tampered text images with accu- 056

rate pixel-level annotations of the tampered region 057

and 11,500 authentic text images. The large-scale 058

of our data notably alleviates the data hunger of 059

deep models. The images are divided into ETTD- 060

Train, ETTD-Test, ETTD-CD, and ETTD-ML. The 061

ETTD-Test is the common test set. The ETTD-CD 062

is a cross-domain test set with different distribu- 063

tion than the ETTD-Train. The ETTD-ML con- 064
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tains tampered text in Arabic, Bengali, Japanese,065

and Korean. This differs from the ETTD-Train,066

which contains text in English and Chinese. The067

ETTD-CD and ETTD-ML enable the evaluation068

of cross-domain the multilingual performance of069

models, which is crucial in real world application.070

With the obtained tampered text, we utilize GPT-071

4o to generate the description of both visual and072

linguistic anomalies caused by text tampering, and073

to generate the text recognition result for the tar-074

get tampered text. To achieve this, we prompt075

the GPT-4o with a novel elaborate query, the tam-076

pered image and its corresponding mask annotation077

indicating the tampered region. However, since078

text is mostly dense and has similar location and079

shape, directly inputting the binary mask, as exist-080

ing work (Xu et al., 2024) does will cause severe081

confusion to the GPT-4o, making it unclear which082

is the actual tampered text. To solve this problem,083

we propose to fuse the binary mask into the original084

tampered image with pixel-wise weighting. With085

the proposed fused mask prompt, the GPT-4o has086

a much better understanding of the location of the087

target region, which in turn significantly reduces088

the errors and obviously improves the annotation089

quality. In addition, the GPT-4o’s output is not090

always correct and manual verification is costly.091

Inspired by the fact that incorrect detection of ma-092

nipulated text leads to unclear perception and poor093

anomaly description, we further propose to address094

this issue by automatically filtering the annotation095

based on the OCR accuracy of the tampered text.096

The tiny area and visual consistency of tampered097

text (Wang et al., 2022) pose multiple challenges098

for explainable tampered text detection, making099

it difficult for existing methods to achieve good100

enough performance. For example, misidentifica-101

tion of tampered text leads to incorrect anomaly de-102

scription, difficulty in finding tampered text weak-103

ens the analysis quality, and increases the risk104

of overfitting to unrelated background styles. To105

this end, we propose a novel simple-yet-effective106

model termed as TextSleuth. Specifically, an ex-107

tra RCNN (Ren et al., 2015) based text detection108

module initially scans the image and predicts the109

location of the tampered text with cascaded RoI110

heads. The initial prediction of tampered region111

is converted into a grounding prompt and fed into112

the large language model along with the image113

tokens and the original question to obtain the fi-114

nal prediction. The proposed two-stage analysis115

paradigm and auxiliary prompt in TextSleuth ef-116

fectively minimizes errors, improves explanation 117

quality and cross-domain generalization by draw- 118

ing the model’s special attention to the anomaly 119

region and helping it to learn more general features. 120

In addition, since the reference grounding compre- 121

hension task is mostly involved in the pre-training 122

stage of large models (Chen et al., 2024b), the 123

proposed auxiliary grounding prompt can reduce 124

comprehension difficulty and alleviate forgetting. 125

Both our proposed ETTD dataset and TextSleuth 126

model are the first efforts in the field of inter- 127

pretable tampered text detection. Extensive experi- 128

ments have confirmed that the proposed TextSleuth 129

significantly improves upon the baseline model, 130

outperforming existing methods by a large margin 131

on both the proposed ETTD dataset and the pub- 132

lic Tampered IC-13 (Wang et al., 2022) dataset, 133

demonstrating strong in-domain and cross-domain 134

generalization capabilities. In-depth analysis is 135

also provided to inspire further work in the field of 136

interpretable tampered text detection. 137

In summary, our main contribution is fourfold: 138

• We propose a novel task, explainable tam- 139

pered text detection, which aims to provide re- 140

liable prediction by describing the anomalies 141

of tampered text in natural language, serving 142

as a pioneering effort in this field. 143

• We obtain the data annotation for this task 144

by prompting GPT-4o with elaborate queries. 145

We propose effective methods to improve the 146

quality of the annotations. Based on these, 147

we construct the ETTD dataset, which is the 148

first, large-scale and comprehensive dataset 149

for explainable tampered text detection. 150

• We propose a pioneering multimodal large 151

model TextSleuth for interpretable tampered 152

text detection, which achieves state-of-the- 153

art performance with a two-stage analysis 154

paradigm and a novel auxiliary prompt. 155

• Extensive experiments are conducted. Valu- 156

able inspiring conclusions and insights are 157

provided through in-depth analysis. 158

2 Related works 159

2.1 Tampered Text Detection 160

Early work on tampered text detection is achieved 161

by printer classification (Lampert et al., 2006) or 162

template matching (Ahmed and Shafait, 2014), 163

which is only applicable to scanned documents 164
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and does not work well for photographed docu-165

ments (Dong et al., 2024). DTD (Qu et al., 2023)166

is proposed to detect visually consistent tamper-167

ing in documents through examining the continuity168

of the block artifacts grids. CAFTB-Net (Song169

et al., 2024) benefits from noise-domain model-170

ing and cross-attention mechanism. DTL (Shao171

et al., 2025) improves model robustness with latent172

manifold adversarial training. Despite the progress173

made in recent years, existing work on tampered174

text detection can still only localize the tampered175

region in an unreliable black-box manner, unable176

to explain the judgement basis in natural language.177

2.2 Explainable Image Forgery Detection178

Recently, several works achieve explainable image179

forensics through multimodal large language mod-180

els. FFAA (Huang et al., 2024) utilizes GPT-4o181

to generate detailed basis description DeepFake182

artifacts. FakeShield (Xu et al., 2024) leverages183

GPT-4o to create anomaly description for natural184

style image forgery. ForgeryGPT (Li et al., 2024)185

improves interpretable natural image forensics with186

binary mask prompt. ForgerySleuth (Sun et al.,187

2024) obtains hierarchical forgery description an-188

notation with the proposed Chain-of-Clues. De-189

spite the progress made, none of the existing work190

achieves interpretable forensics on tampered text191

detection. Due to the tiny size and visual consis-192

tency of tampered text (Qu et al., 2023), natural193

image forgery detection methods struggle with tam-194

pered text detection (Luo et al., 2024). It is crucial195

to develop explainable tampered text detection tech-196

niques for reliable text image forensics.197

3 ETTD Dataset198

To fill in the data gap for explainable tampered199

text detection dataset, we construct a large-scale200

comprehensive dataset called ETTD.201

3.1 Text Tampering202

To ensure the comprehensiveness of our dataset,203

we collect multilingual document and card images204

from the Internet and scene text images from the205

existing datasets (listed in Table 1). We then forge206

some of the collected images with the widely-used207

methods, copy-move and splicing. Poisson Blend-208

ing (Pérez et al., 2023) is employed to reduce visual209

inconsistency. To further improve the data diver-210

sity, we manually edit the text with DiffUTE (Chen211

et al., 2024a), a latest diffusion model for realistic212

tampered text generation.213

3.2 Anomaly Description Generation 214

As shown in Figure 2, we leverage the GPT-4o 215

to generate the description of both visual and lin- 216

guistic anomalies caused by text tampering. Given 217

the different features between tampered text and 218

tampered natural objects (Wang et al., 2022), the 219

textual queries in existing works (Xu et al., 2024) 220

can not work well for tampered text (e.g. "unnatu- 221

ral depth" is usually observed in tampered natural 222

objects but not in tampered text). To address this 223

issue, we propose an elaborate query that inspires 224

the GPT-4o to analyze anomalies for tampered text 225

on six major perspectives, covering texture, inte- 226

gration, alignment, edge artifacts, text coherence, 227

font, as shown in Figure 2. The detailed query is 228

presented in the Appendix. 229

We then input this elaborate query along with 230

the tampered image and its corresponding mask 231

annotation into the GPT-4o. However, due to the 232

similarity in location and shape of the text instances 233

in an image, directly inputting the binary mask as 234

done in existing work (Xu et al., 2024) will cause 235

considerable confusion to the GPT-4o. As shown 236

in Fig. 3, the annotator model usually struggles to 237

identify the target text with the binary mask, often 238

mis-detecting a nearby authentic text as a fake text. 239

Analyzing anomaly on authentic text undoubtedly 240

produces incorrect anomaly descriptions. To ad- 241

dress this issue, we propose the fused mask prompt, 242

where the original image is fused with the binary 243

mask by pixel-wise weighting. Specifically, given 244

the input image I ∈ RH,W,3 and the binary mask 245

annotation M ∈ BH,W , B ∈ {0, 1}, the fused 246

mask prompt Mfused ∈ RH,W,3 can be formulated 247

as Mfused = I ∗ λ1 + M ∗ λ2. We set λ1 and 248

λ2 to 0.5 in practical. With the proposed fused 249

mask prompt, the annotator can clearly recognize 250

the tampered text on the target region and better un- 251

derstand where the target region is by referring to 252

the surrounding content. The proposed method sig- 253

nificantly reduces hallucination and errors caused 254

by frequent confusion. 255

Since the responses of GPT-4o are not always 256

correct, directly using the GPT-4o responses as an- 257

notations leads to poor data quality, while manually 258

verifying the annotation is costly. To this end, we 259

propose an automatic filtering method to discard 260

unsatisfactory responses. We empirically find that, 261

the anomaly description from the GPT-4o is also 262

mostly accurate when the GPT-4o can correctly 263

recognize the tampered text. This means that the 264
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Tampered image Fused mask prompt GPT4o
Image Query

You are an expert good at analyzing …
You will be provided with two images, …
Your task is to describe visible details caused by 
tampering..., consider following perspectives …

Filtering 

Text Query 

Generated Anomaly Descriptions 

Blurred and hazy texture

Inconsistent alignment

Broken text coherence

Edge artifacts

Lack integration

Font difference

Figure 2: The pipeline for obtaining the textual anomaly description for the tampered text.

Dataset Image types Image source Languages Tampering Types (# of samples) Real num. Forged Area

ETTD-Train Documents,
ID cards,

scene texts,
etc.

Internet,
ICDAR2013,
ICDAR2017,

LSVT

EN, CH Total (10400): DiffUTE (800),
Copy-move (4800), Splicing (4800) 9600 0.0268

ETTD-Test EN, CH Total (600): DiffUTE (200),
Copy-move (200), Splicing (200) 400 0.0202

ETTD-CD scene text ICDAR2013 EN Total (1000): Copy-move (500),
Splicing (500) 500 0.0608

ETTD-ML scene text ICDAR2017 ARA, BEN,
JAN, KOR

Total (1500): Copy-move (500),
Splicing (1000) 1000 0.0415

Table 1: A brief summary of the ETTD dataset statistics. ‘EN‘ denotes English, ‘CH‘ denotes Chinese, ‘ARA‘
denotes Arabic, ‘BEN‘ denotes Bengali, ‘JAN‘ denotes Japanese and ‘KOR‘ denotes Korean. ‘Real num.‘ denotes
the number of authentic images. ‘Forged Area‘ denotes the area ratio of tampered text.
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“NUT” or “WONT”?

“WONT”!

“her” or “grey”?

“her”!

“沐浴” or “青春”?

“沐浴!

“99” or “96”
or “S”?

“96”!

Figure 3: The binary mask prompt as in existing work
is confusing in text images. In contrast, our proposed
fused mask prompt clearly indicates the content and the
exact location of the tampered text.

GPT-4o is clear about the location of the tampered265

text and the visual details of it. Based on this ob-266

servation, we propose to automatically filter out267

the bad responses with tampered text OCR accu-268

racy (Zhang et al., 2019) lower than 0.8. The OCR269

ground-truth is obtained from dataset annotation270

or OCR engine, and is used to replace the GPT-4o271

OCR in the remaining samples to ensure accuracy.272

The proposed method effectively improves the qual-273

ity of anomaly description for tampered text in an274

automatic manner. For authentic text images, the275

textual description is set to "There is no tampered276

text in this image".277

3.3 Dataset Summary278

As shown in Tab. 1, there are 6,000 text images tam-279

pered by copy-move, 6,500 text images tampered280

by splicing and 1,000 text images tampered by Dif- 281

fUTE in our ETTD dataset. The large-scale and 282

comprehensiveness of our dataset can effectively 283

alleviate the data hunger for deep forensic mod- 284

els. Another 11,500 images without text tampering 285

serve as the authentic part. 20,000 images from the 286

ETTD dataset are split as the training set (ETTD- 287

Train), 1,000 images from the ETTD dataset are 288

split as the test set (ETTD-Test) and another 1,500 289

images from the ETTD dataset are split as the 290

cross-domain test set (ETTD-CD). The ETTD-CD 291

consists of copy-move forgeries, splicing forgeries 292

and authentic images from ICDAR2013, which 293

are not included in ETTD-Train. Therefore, the 294

ETTD-CD has a different data distribution from 295

ETTD-Train and can evaluate model performance 296

on unknown scenarios. 2500 text images with dif- 297

ferent languages from ETTD-Train are split as the 298

multi-lingual test set ETTD-ML, which can evalu- 299

ate model’s multi-lingual performance on unseen 300

languages. Accurate pixel-level annotations for 301

tampered regions are provided to facilitate fine- 302

grained analysis of the tampered text regions. 303

3.4 Dataset Highlights 304

The main highlights of our ETTD dataset include: 305

Diverse. As shown in Fig. 3 and Tab. 1, our dataset 306

contains text with diverse fonts, lighting, back- 307

grounds, and so on. The texts in our dataset include 308

handwritten, printed, and scene text. They are tam- 309

pered using both traditional and AIGC methods. 310

Comprehensive. Our ETTD-CD can evaluate 311

model performance across unfamiliar image styles 312

and our ETTD-ML can evaluate model perfor- 313
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mance across multiple unfamiliar languages. Our314

dataset ensures a comprehensive and thorough eval-315

uation of explainable tampered text detection.316

Large Scale. Our dataset contains 13,500 tam-317

pered text images and 11, 500 real text images,318

providing sufficient training and test samples.319

4 TextSleuth320

The tampered text is mostly small in size and the321

visual anomalies are often subtle (Luo et al., 2024).322

Consequently, two major challenges are emerged323

for interpretable tampered text detection: 1. The324

multimodal large models suffer from misidenti-325

fying the tampered text, resulting in incorrect326

anomaly description. 2. The models are more327

likely to be disturbed by the irrelevant background328

style, which weakens their generalization on un-329

seen tampering methods and scenarios. To this end,330

we propose a simple-yet-effective model termed as331

TextSleuth, which overcomes the above challenges332

through a two-stage analysis paradigm and a novel333

reference grounding auxiliary prompt.334

As shown in Figure 4, given an input image, the335

suspected tampered text region is initially detected336

by a Swin-Transformer based detector with337

cascaded RoI heads (Cai and Vasconcelos, 2018).338

The predicted coordinates are then normalized to339

0-1000 and are converted to the reference ground-340

ing auxiliary prompt "The suspected tampered text341

⟨box⟩[[xmin, ymin, xmax, ymax]]⟨/box⟩". Given342

that the reference grounding comprehension task343

is involved in the pre-training stage of most large344

models (Wang et al., 2024), the large language345

model can effortlessly comprehend the target346

location in the proposed auxiliary prompt. In347

the auxiliary prompt, the large language model348

naturally pays special attention to the region349

represented by the coordinates, as it has learned in350

its pre-training stage. This differs from existing351

work (Li et al., 2024) that forces the model to352

look at the suspected region with binary mask353

embeddings, which is confusing in indicating354

tampered text, violates the pre-training paradigm355

and causes more forgetting. The auxiliary prompt356

is fed into the large language model along with357

the image tokens and the original question, to358

obtain the recognition and describe the anomaly359

for tampered text.360

Despite its simplicity, the proposed method ef-361

fectively addresses the major challenges in explain-362

able tampered text detection: 1. The initial pre-363

diction of the suspect region significantly reduces364

the misidentification of the tampered region and 365

reduces hallucination. 2. By focusing on the tam- 366

pered region, the model gets rid of the interference 367

from unrelated background styles, learns more gen- 368

eral features during training, and thereby perform 369

better on unseen tampering methods and scenarios. 370

5 Experiments 371

We conduct experiments on both the proposed 372

ETTD dataset and the public Tampered IC-13 373

dataset (Wang et al., 2022) with multiple advanced 374

multimodal LLMs, including GPT-4o (OpenAI, 375

2024), Yi-VL-6B (AI et al., 2024), DeepSeekVL- 376

7B (Lu et al., 2024), MiniCPM-V2.5 (Hu et al., 377

2024), the 1B to 8B versions of Intern2-VL (Chen 378

et al., 2024b) and the 2B, 7B versions of Qwen2- 379

VL (Wang et al., 2024). We fine-tune all models 380

except GPT-4o on the ETTD-Train for 5 epochs 381

with the same settings. 382

5.1 Evaluation Metric 383

To evaluate the similarity between the predicted 384

anomaly description and the textual annotation, we 385

calculate the OCR accuracy (Zhang et al., 2019) 386

for tampered text recognition and the word-to- 387

vector-based (Mikolov et al., 2018) cosine sim- 388

ilarity, Rouge-L, BELU and BertScore for non- 389

OCR parts. For misclassified samples, the cosine 390

similarity, Rouge-L, BELU and BertScore are set 391

directly to 0 as the gist is opposite. Specifically, 392

we extract the content within the quotation marks 393

from the first predicted sentence and use it to calcu- 394

late the OCR accuracy AccOCR. We then remove 395

stop-words and the content within the quotation 396

marks from both prediction Ppred and ground-truth 397

paragraphs Pgt to calculate non-OCR scores. The 398

common accuracy metric (Guillaro et al., 2023) is 399

adopted for image forgery classification task. 400

5.2 Implement Details 401

The vision tower and projector of the large mul- 402

timodal model are full-parameter fine-tuned and 403

the large language model part is LoRA (Hu et al., 404

2021) fine-tuned with rank 8 and alpha 16. We 405

adopt AdamW (Loshchilov and Hutter, 2017) opti- 406

mizer with a learning rate decaying linearly from 407

1e-4 to 0. The batch-size is set to 16 for all mod- 408

els and the experiments are run on NVIDIA A100 409

80GB GPUs. We set the input area to 1344*896 410

for the Qwen2-VL and InternVL2 models. In the 411

proposed TextSleuth model, the Swin-Transformer 412

based detection model is trained for 30 epochs on 413
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Question:
What is the 
tampered 
text in this 

image, why?

Large Language Model

Vision Tower

Answer: The tampered text reads “甲". 
Unnatural Texture Appearance: The texture of the 
tampered text "甲" appears slightly hazy and lacks 
the crispness seen in the other text characters on 
the image. This distortion effect introduced during 
the tampering process makes it stand out from the 
more naturally integrated text.
Inconsistent Font: There is a noticeable difference 
in the brightness and slight color variation of the 
tampered text "甲" compared to the surrounding 
text. This difference in intensity and shade gives 
the character an inconsistent appearance against 
the original text, hinting at potential tampering.

Tampered region prediction:
The suspected tampered region: 
<box> [[211, 109, 363, 237]] </box>. 

Bounding box norm_1000

Swin Transformer

Final bbox pred

xmin: 135,
ymin: 100,
xmin: 232,
ymin: 218,

Input image

RPN

RH1 RH2 RH3

Figure 4: The overall pipeline of the TextSleuth. ‘RH‘ is Refine Head and ‘RPN‘ is Region Proposal Network.

the ETTD-Train, with a batch-size of 16 and an414

input resolution of 1344*896. The AdamW opti-415

mizer is employed with a learning rate that decays416

linearly from 6e-6 to 3e-6.417

For all the fine-tuned models, the input text query418

is "What is the tampered text in this image, why?",419

which matches the training data. The image clas-420

sification prediction is regarded as "tampered" if421

the edit distance between the model output and the422

string "There is no tampered text in this image."423

is greater than 3. For the GPT-4o and other pre-424

trained models, to output the most similar format425

with the annotation, the query is set to "Does this426

image have tampered text on it? Please start your427

answer with "Yes" or "No". If "Yes", then recog-428

nize the tampered text and describe the anomaly429

of the tampered region". The image classification430

prediction is regarded as "tampered" if the output431

starts with "Yes".432

5.3 Comparison Study433

Anomaly Description. The comparison results of434

anomaly description between different LLMs on435

the ETTD dataset are shown in Table 2. Three436

conclusions can be drawn through analysis:437

(1) The scaling law applies to the explainable438

tampered text detection task. Even within the439

same series (e.g. InternVL2 or Qwen2-VL) where440

the vision tower is the same and the pre-training441

data is similar, models with larger LLMs mostly442

perform better. For example, Qwen2-VL-7B443

achieves an average final score of 74.2, which is444

better than Qwen2-VL-2B of 71.6. This confirms445

that the scaling law behind our task.446

(2) The image artifacts of tampered text are447

shared across different languages. When evalu-448

ated on ETTD-ML, the accuracy of OCR for tam-449

pered text drops significantly for all models except450

GPT-4o, Qwen2-VL, and TextSleuth. This is be-451

cause most of the evaluated multimodal LLMs do 452

not naturally learn Arabic, Bengali, Japanese, or 453

Korean well. However, the anomaly description 454

scores have much less degradation compared to the 455

OCR accuracy scores. This is because image arti- 456

facts of tampered text are shared across languages, 457

so the models can correctly identify and describe 458

the artifacts in foreign languages. Additionally, our 459

TextSleuth demonstrates consistent performance 460

on both ETTD-ML and ETTD-Test, showing that 461

it can easily transfer its artifact detection ability to 462

most foreign languages. 463

(3) The proposed TextSleuth performs the best 464

on both ETTD-Test, ETTD-CD and ETTD- 465

ML, significantly outperforming other models 466

in both in-domain and cross-domain scenarios. 467

This verifies that the proposed auxiliary prompt im- 468

proves model’s fine-grained perception and helps 469

the model to produce high quality anomaly descrip- 470

tion by focusing its attention on the suspected tam- 471

pered region at start. 472

Image Forgery Classification. The comparison re- 473

sults of the image forgery classification are shown 474

in Tab. 4. The public Tampered IC-13 dataset used 475

in evaluation consists of texts tampered by SR- 476

Net (Wu et al., 2019) and can also evaluate model’s 477

cross domain performance on unknown tamper- 478

ing method. The proposed TextSleuth consider- 479

ably outperforms existing methods on all the three 480

benchmarks, and improves the Qwen2-VL-7B base- 481

line by +3.5 points, +7.9 points, +6.6 points and 482

+ 12.7 points on the four benchmarks respectively, 483

demonstrating strong effectiveness, the precision 484

and recall scores are shown in Table 7. Similar 485

conclusions can be drawn as analyzed above. 486

Auto-annotation. To verify the effectiveness of 487

the proposed fused mask prompt, we randomly 488

sample 100 tampered text images from the col- 489

lected data and manually obtain the OCR results 490
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of the tampered text. To evaluate the quality of491

the anomaly description, we further recruit volun-492

teers to score the anomaly descriptions from 0 to493

100, where 100 represents perfectly accurate and494

comprehensive and 0 is the opposite. We compare495

the average score of both tampered text OCR and496

anomaly description quality between the binary497

mask prompt as in existing work (Xu et al., 2024)498

and the proposed fused mask prompt, the results499

are shown in Table 5. The annotator GPT-4o has500

significantly higher OCR accuracy and anomaly501

description quality with the proposed prompt. This502

indicates that the GPT-4o with the proposed prompt503

can better understand the actual location of the tam-504

pered text, and therefore can produce more satis-505

factory anomaly descriptions.506

5.4 Ablation Study507

The ablation study of the proposed TextSleuth is508

shown in Table 3. We conduct experiments on509

three base multimodal LLMs, including InternVL2-510

2B, Qwen2-VL-2B and Qwen2-VL-7B. For each511

base MLLM, there are four ablation settings. Set-512

ting (1) is the official pre-trained model perfor-513

mance. Setting (2) is the official model fine-tuned514

on the ETTD-Train, which means an end-to-end so-515

lution. Setting (3) is the model with our two-stage516

TextSleuth method and fine-tuned on ETTD-Train.517

Setting (4) is the model with our TextSleuth method518

and with the perfect tampered text detector, which519

is achieved by replacing the predicted tampered520

text coordinates with the ground-truth coordinates.521

Three conclusions can be drawn through analysis:522

(1) The existing multimodal models do not have523

the ability to recognize tampered text and the524

anomaly. All three base models perform poorly525

in setting (1), but much better in setting (2). This526

confirms that the official open-source models are527

mostly incapable of detecting the tampered text in528

our dataset. Training the models on the ETTD data529

is essential for them to obtain explainable tampered530

text detection ability.531

(2) The proposed auxiliary prompt can signifi-532

cantly improve model performance across differ-533

ent base models. For each of the three base models,534

the model performance in setting (3) is significantly535

better than that in setting (2) (+11.2 points aver-536

age final score for InternVL2-2B, +7.6 for Qwen2-537

VL-2B and +5.4 for Qwen2-VL-7B). These im-538

provements are achieved by the proposed two-stage539

analysis paradigm and the auxiliary prompt in our540

TextSleuth. The proposed methods alleviate the dif-541

ficulty in detecting tampered region and make the 542

models better focused on analyzing the anomaly, 543

resulting in an improved anomaly description qual- 544

ity. Additionally, by focusing on the tampered text 545

with the proposed prompt, the models can learn 546

more general features by reducing the interference 547

from unrelated background styles. Consequently, 548

the model’s cross-domain generalization is con- 549

siderably improved. The huge improvements on 550

different basic multimodal LLMs also demonstrate 551

that our TextSleuth is widely applicable. 552

(3) The performance of our TextSleuth can be 553

further improved with better tampered region 554

detectors. For all of the three base models, model 555

performance in setting (4) is better than those in 556

setting (3). The improvement is achieved by elim- 557

inating the errors of the initial tampered text box 558

prediction. Therefore, our TextSleuth can easily be 559

improved in the future with an advanced tampered 560

text region detector. 561

Robustness Evaluation. We evaluate the robust- 562

ness of the TextSleuth under different JPEG com- 563

pression quality factors and different resize factors 564

(e.g. resize both image height and width to 0.25 565

times of the original ones and then resize them to 566

model input resolution) on ETTD-Test, ETTD-CD 567

and ETTD-ML. As shown in Table 6, the stable 568

average performance has verified the robustness 569

of our TextSleuth on low-quality images. 570

More discussions and visualization are presented 571

and analyzed in the Appendix. 572

6 Conclusion 573

This work pioneers explainable tampered text de- 574

tection through describing the anomalies of tam- 575

pered text images in natural language. We propose 576

ETTD, a large-scale comprehensive dataset that 577

consists of multilingual document and scene text 578

images tampered by various methods. We generate 579

anomaly descriptions for the tampered images by 580

prompting GPT-4o with an elaborate query, which 581

effectively instruct GPT-4o to generate comprehen- 582

sive analysis. Moreover, a fused mask prompt is 583

proposed to more clearly indicate the tampered re- 584

gion for GPT-4o, which significantly reduces con- 585

fusion and improves the annotation quality. We 586

also propose to filter out the responses with low 587

tampered text OCR accuracy, which can further 588

improve annotation quality in an automatic manner. 589

In addition, we propose a novel model TextSleuth 590

to improve explainable tampered text detection, 591

7



Methods ETTD-Test (in-domain) ETTD-CD (out-of-domain) ETTD-ML All
Avg.OCR C.S. BLEU R.L. B.S. Avg. OCR C.S. BLEU R.L. B.S. Avg. OCR A.D Avg.

GPT-4o (zero-shot) 48.3 66.1 12.4 21.3 59.3 41.5 74.6 78.0 17.1 27.3 70.6 53.5 62.8 48.0 51.0 48.7
Yi-VL-6B 49.9 76.5 44.0 50.2 73.0 58.7 64.3 81.4 34.7 43.7 76.4 60.1 32.3 58.1 52.9 57.3

DeepSeekVL-7B 66.6 86.9 49.3 56.7 83.1 68.5 37.9 64.7 2.5 10.4 55.8 34.3 43.1 69.1 63.9 55.6
MiniCPMV-2.5-8B 79.3 92.6 49.0 60.5 88.1 73.9 68.9 74.8 24.3 34.5 69.8 54.5 49.0 66.9 63.3 63.9

InternVL2-1B 77.8 89.1 48.1 56.4 85.0 71.3 79.2 84.0 33.8 43.8 79.0 64.0 48.7 59.5 57.3 64.2
InternVL2-2B 81.1 91.5 49.7 58.2 87.3 73.6 78.2 82.7 32.5 42.8 77.7 62.8 48.8 61.0 58.6 65.0
InternVL2-4B 75.8 82.4 46.4 55.0 81.6 68.2 91.4 94.0 42.3 51.5 87.8 73.4 48.5 61.9 59.2 67.0
InternVL2-8B 80.9 90.7 49.4 57.5 86.4 73.0 80.0 85.1 35.6 45.2 80.1 65.2 50.3 60.4 58.4 65.5
InternVL2-26B 85.9 93.4 50.6 59.6 89.8 75.9 86.8 87.1 36.3 46.4 82.0 67.7 52.2 62.8 60.7 68.1
Qwen2-VL-2B 84.8 93.7 50.5 59.4 89.4 75.6 82.1 85.0 34.8 44.7 80.1 65.3 75.0 73.6 73.9 71.6
Qwen2-VL-7B 87.1 94.8 50.8 59.8 90.4 76.6 87.1 89.9 39.5 49.6 84.9 70.2 85.6 73.2 75.7 74.2

TextSleuth-7B (Ours) 92.6 98.3 51.7 60.5 93.6 79.3 97.7 98.1 48.1 57.8 93.2 79.0 91.0 77.7 80.4 79.6

Table 2: Comparison study of the proposed method. ‘OCR‘ denotes OCR accuracy, ‘C.S.‘ denotes cosine similarity,
‘R.L‘ denotes Rouge-L, ‘B.S‘ denotes Bert score, ‘Avg.‘ denotes average score. ‘A.D‘ denotes the average score of
anomaly description, it is calculated by averaging the cosine similarity, BELU, Rouge-L and Bert scores.

Base
MLLM

Ablation Settings ETTD-Test ETTD-CD ETTD-ML All
Avg.Num SFT +Ours +Ours* OCR A.D. Avg. OCR A.D. Avg. OCR A.D. Avg.

InternVL2-2B

(1) × × × 14.1 29.9 26.7 34.3 33.4 33.6 5.8 26.9 22.7 27.7
(2) ✓ × × 81.1 71.7 73.6 78.2 58.9 62.8 48.8 61.0 58.6 65.0
(3) ✓ ✓ × 83.1 75.9 77.3 96.5 74.2 78.7 51.9 77.6 72.5 76.2
(4) ✓ ✓ ✓ 83.7 76.7 78.1 97.7 75.4 79.9 52.4 78.4 73.2 77.0

Qwen2-VL-2B

(1) × × × 18.5 29.3 27.1 29.8 32.9 32.3 19.7 29.7 27.7 29.0
(2) ✓ × × 84.8 73.3 75.6 82.1 61.2 65.4 75.0 73.6 73.9 71.6
(3) ✓ ✓ × 90.4 75.9 78.8 97.2 74.3 78.9 89.8 77.6 80.0 79.2
(4) ✓ ✓ ✓ 91.3 76.7 79.6 98.5 75.4 80.0 91.3 78.5 81.1 80.2

Qwen2-VL-7B

(1) × × × 14.0 23.6 21.7 36.4 28.8 30.3 16.9 29.5 27.0 26.3
(2) ✓ × × 87.1 74.0 76.6 87.1 66.0 70.2 85.6 73.2 75.7 74.2
(3) ✓ ✓ × 92.6 76.0 79.3 97.7 74.3 79.0 91.1 77.7 80.4 79.6
(4) ✓ ✓ ✓ 93.6 76.8 80.2 99.0 75.5 80.2 92.5 78.6 81.4 80.6

Table 3: Ablation study of the proposed method. "SFT" denotes surprised fine-tuning. "+Ours" denotes equipping
the model with our proposed TextSleuth method. "+Ours*" denotes using ground-truth tampered region boxes in the
TextSleuth’s auxiliary prompt. ‘A.D‘ denotes the average score of anomaly description, it is calculated by averaging
the cosine similarity, BELU, Rouge-L and Bert scores. ‘Avg.‘ denotes weighted average score.

Methods ETTD-
Test

ETTD-
CD

ETTD-
ML

Tamp-
IC13

Aver
age

GPT-4o (zero-shot) 67.3 79.3 73.7 82.8 75.8
Yi-VL-6B 76.9 81.9 74.0 45.9 69.7

DeepSeekVL-7B 87.4 66.7 86.5 76.4 79.3
MiniCPMV-2.5-8B 93.2 75.5 83.7 56.7 77.3

InternVL2-1B 89.7 84.6 71.3 59.2 76.2
InternVL2-2B 92.1 83.3 73.6 58.8 77.0
InternVL2-4B 82.8 94.5 75.4 36.1 72.2
InternVL2-8B 91.2 85.7 72.4 60.5 77.5

InternVL2-26B 92.4 86.1 76.7 63.2 79.6
Qwen2-VL-2B 94.3 85.7 93.3 73.8 86.8
Qwen2-VL-7B 95.4 90.5 92.3 75.1 88.3

TextSleuth-7B (Ours) 98.9 98.6 98.9 88.4 96.2

Table 4: Accuracy performance of different large multi-
modal models on image forgery classification task.

Method OCR
Accuracy

Perfect
Match

Quality
Score

Binary mask prompt 47.3 30.4 63.2
Fused mask prompt (Ours) 84.2 73.0 85.7

Table 5: Comparison for the fused mask prompt.

All
avg.
score

Ori.
JPEG

compress
quality75

JPEG
compress
quality50

Image
resize

factor0.75

Image
resize

factor0.25
Qwen2-VL 74.2 73.0 71.8 73.6 72.7
TextSleuth 79.6 78.8 78.1 79.3 78.7

Table 6: Robustness evaluation.

Models ETTD-Test ETTD-CD ETTD-ML T-IC13
P R P R P R P R

Qwen2-VL-7B .996 .927 .881 .992 .989 .878 .885 .775
Ours-7B .997 .985 .985 .994 .992 .986 .975 .893

Table 7: Precision (P) and recall (R) scores on image
forgery classification task.

which overcomes several major challenges in the 592

field with a two-stage analysis paradigm and an 593

auxiliary prompt. Experiments have confirmed that 594

the proposed method considerably improves upon 595

different baseline models, and that our TextSleuth 596

notably outperforms existing multimodal large lan- 597

guage models in both in-domain and cross-domain 598

evaluation on both the ETTD and public datasets. 599

We believe that our valuable ETTD dataset and our 600

first-of-its-kind, simple-yet-effective methods can 601

shed light on the further research in this field. 602

Limitations. Despite the fact that our TextSleuth 603

brings significant improvements to different base 604

multimodal LLMs. Our two-stage paradigm may 605

introduce error accumulation in a very small num- 606

ber of samples. Additionally, the first stage’s tam- 607

pered region prediction may be inconsistent with 608

the second stage’s textual prediction. 609
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Abstract001

In this supplementary material, we show our002
detailed textual prompt that is elaborately de-003
signed to guide the GPT-4o to describe the004
anomaly of the manipulated text. Moreover,005
we present more discussions about this work.006
In addition, we show the prediction of GPT-007
4o, Qwen2VL-7B and our TextSleuth for vi-008
sual comparison. Finally, we present more ex-009
amples and their annotations in the proposed010
ETTD dataset.011

1 The Proposed Textual Prompt012

Due to the different characteristics of tampered text,013

existing textual prompts designed for natural ob-014

jects or deepfakes cannot be directly used to gener-015

ate high-quality anomaly descriptions for tampered016

text. To this end, we redesign the textual prompt017

by summarizing the possible anomalies caused by018

text tampering into six major perspectives and pro-019

viding a detailed explanation for each of them.020

The full version of our textual prompt is:021

You are an expert good at analyzing tampered text022

images. You will be provided with two images,023

the first is the tampered text image A and the024

second is the reference image B, with the tam-025

pered areas highlighted and the authentic areas026

darkened.027

Your task is to: First, recognize the tampered028

text and output its OCR result. Second, De-029

scribe visible details in the image that have been030

tampered with. Please consider the visible details031

caused by tampering from these perspectives.032

1. Edge artifacts. The background of the tampered033

text may be inconsistent with the authentic regions.034

Therefore, the edges around the tampered text re-035

gion may be discontinuous and inconsistent with036

the background.037

2. Unnatural texture appearance. The texture038

appearance of the tampered text may be slightly039

blurred, hazy, jagged, have a distortion effect, or 040

have an unnatural clarity. 041

3. Inconsistent font. The font of the tampered text 042

may be slightly different in color, size, thickness, 043

brightness, or style from the surrounding real text. 044

4. Inconsistent alignment. The tampered text may 045

have inconsistent spacing with the surrounding text 046

or a small offset to the text line. 047

5. Text incoherence. Tampered text may break the 048

coherence of the sentence. 049

6. Lack of integration. The tampered text may ap- 050

pear unnaturally placed and not integrated with its 051

surroundings, or it may not blend seamlessly with 052

its surroundings, appearing artificially overlaid or 053

unnaturally pasted. Don’t mention the image B 054

in your answer, always assume that you are only 055

observing the input image A. 056

As shown in Figure 1, our proposed prompt can 057

help GPT-4o output comprehensive and accurate 058

anomaly descriptions. 059

2 Discussions 060

1. Why use a two-stage paradigm instead of 061

end-to-end MLLM for tampered text detec- 062

tion. MLLM are well known to perform poorly 063

in predicting coordinates. For example, Swin-large 064

achieves 57.7 AP on COCO but Qwen2-VL 7B 065

merely achieves 43.9. We fine-tune Intern2VL-2B 066

and Qwen2VL-7B with their official pipelines on 067

our dataset, their poor detection performance in the 068

table below again confirms this conclusion. This 069

is the reason why we adopts a two-stage paradigm 070

instead of an end-to-end MLLM for detection. 071

2. Is it possible for GPT-4o to generate mislead- 072

ing descriptions? If so, how to avoid this? Our 073

annotation process was rigorously designed and it- 074

eratively optimized to minimize discrepancies. The 075

GPT-4o anomaly description for each instance is 076

mostly within 6 perspectives (Figure 1 of the Ap- 077

pendix). Since the annotations of the test data are 078

1



manually washed, we evaluate the discrepancy by079

calculating the proportion of description elements080

that are deleted, added or significantly revised. The081

result is 5.87%, which means that the discrepancy082

between GPT-4o and human annotations is small.083

Although our method effectively reduces error de-084

scriptions, some occasional errors are unavoidable.085

To tackle this, we manually check and correct the086

wrong descriptions for the test data. But washing087

the training data is costly, and a tiny proportion088

of noisy data (merely 5.87% imperfect) is com-089

mon in real-world scenarios. So we just keep them,090

and thus our dataset can better reflect the model091

robustness in the real world.092

3. Why not use traditional multimodal meth-093

ods such as BLIP? BLIP and LLaVA are only094

for English and have too small fixed input shapes095

(224x224 and 336x336), resizing images to such a096

small size will make most of the artifacts invisible,097

so they are not suitable for this task.098

4. Semantic analysis and reasoning. Both our099

dataset and our method have already incorporated100

semantic analysis as a core component. For ex-101

ample, in the upper middle of Figure 1 in the Ap-102

pendix, we prompt the annotator model to pay spe-103

cial attention to semantic analysis (titled "5. Text104

incoherence" in our proposed prompt). Accord-105

ingly, in the lower middle of Figure 1 in the ap-106

pendix, the model successfully analyzes the seman-107

tic error (should be "BREAK GLASS" instead of108

"BREAK GRASS" in safety instructions). With109

such sufficient training data for semantic analysis,110

our trained model naturally incorporates semantic111

analysis and reasoning as a core component in its112

prediction.113

5. The source images in our ETTD dataset are114

not based on outdated datasets. First, we do115

not rely entirely on the existing datasets. To fur-116

ther increase the diversity and challenge of our117

dataset, we have utilized thousands of recent chal-118

lenging text images from the Internet, as shown in119

the 3rd column of Table 1 in paper. This ensures120

that our dataset is both up-to-date and challeng-121

ing. Second, the ICDAR2013, ICDAR2017-MLT122

and LSVT2019 datasets remain highly relevant and123

valuable resources. They are widely recognized in124

current research as qualified datasets for creating125

high-quality tampered text (Wang et al., 2022; Qu126

et al., 2025; Shu et al., 2024, 2025), making them127

appropriate choices for our work.128

6. ICDAR has multiple datasets and com-129

petition benchmarks, specify which task130

and dataset are being referred to. Although 131

different tasks in an ICDAR dataset have dif- 132

ferent annotations, they share the same dataset 133

images. We specify the task and url as follow- 134

ing: ICDAR2013: Task 2.1: Text Localization 135

(https://rrc.cvc.uab.es/?ch=2&com=downloads). 136

ICDAR2017: Task 1: Multi-script text detection 137

(https://rrc.cvc.uab.es/?ch=8&com=downloads). 138

LSVT: The training set with fully annotated images. 139

(https://rrc.cvc.uab.es/?ch=16&com=downloads) 140

7. Lower image quality affects model perfor- 141

mance? Lower image quality will undoubtedly 142

cause performance degradation to all of the foren- 143

sic models (no exception) (Guillaro et al., 2023; 144

Liu et al., 2022; Qu et al., 2025). However, as ana- 145

lyzed in Lines 562 to 570 of the paper, our model 146

has minimized performance degradation under var- 147

ious distortions and shows strong robustness to 148

lower image quality. For small size images, we can 149

simply resize them to our model input resolution 150

(1344*896) and they are just more blurry compared 151

to high-quality images. Our model is almost unaf- 152

fected by this process (Table 6 of paper). 153

8. How does this work benefit the ACL com- 154

munity? This research directly aligns with ACL’s 155

interest in multimodal language understanding and 156

vision-language integration, which are growing ar- 157

eas of focus within computational linguistics. This 158

work focuses on improving model ability to lin- 159

guistically explain text forgery, which is funda- 160

mentally a language-based task requiring sophis- 161

ticated natural language generation and reasoning. 162

This work is the first work on explainable tampered 163

text detection, proposes novel, practical methods 164

and valuable dataset, successfully extending the 165

capability boundaries of language models. 166

Table 1: The detection performance of the detector in
the proposed TextSleuth. The IoU threshold is 0.5.

Dataset Intern2VL-2B Qwen2VL-7B Ours
ETTD-Test 0.705 0.743 0.990
ETTD-CD 0.665 0.692 0.989

3 Visualization 167

The prediction visualization of GPT-4o, Qwen2- 168

VL-7B and our TextSleuth is shown in Figures 2 169

and 3. Evidently, the proposed method can produce 170

more accurate results. More samples of the ETTD 171

dataset are shown in Figures 4 and 5, demonstrating 172

the variety of the proposed dataset. 173
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Language OCR Cosine Rouge-L BELU BertScore
Arabic 90.8 98.1 67.0 59.2 93.8
Bangla 84.7 98.5 63.0 54.3 93.5

Japanese 96.0 98.2 62.9 53.9 93.7
Korean 92.6 97.7 62.7 53.4 93.1

Table 2: The detailed performance of our TextSleuth on ETTD-ML.

You are an expert good at analyzing tampered text images. You will be provided with two images, the first is the tampered text image 
A and the second is the reference image B, with the tampered areas highlighted and the authentic areas darkened. 
Your task is to: First, recognize the tampered text and output its OCR result. Second, Describe visible details in the image that have 
been tampered with.  Please consider the visible details caused by tampering from these perspectives:

1. Edge artifacts. The background of the tampered text may be inconsistent with the authentic regions. Therefore, the edges around 
the tampered text region may be discontinuous and inconsistent with the background. 
2. Unnatural texture appearance. The texture appearance of the tampered text may be slightly blurred, hazy, jagged, have a distortion 
effect, or have an unnatural clarity. 
3. Inconsistent font. The font of the tampered text may be slightly different in color, size, thickness, brightness, or style from the 
surrounding authentic text. 
4. Inconsistent alignment. The tampered text may have inconsistent spacing with the surrounding text or a small offset to the text line. 
5. Text incoherence. Tampered text may break the coherence of the sentence. 
6. Lack of integration. The tampered text may appear unnaturally placed and not integrated with its surroundings, or it may not blend 
seamlessly with its surroundings, appearing artificially overlaid or unnaturally pasted. 

Don't mention the image B in your answer, always assume that you are only observing the input image A.

User

User

GPT4o

The tampered text reads "GRASS". 
Edge Artifacts: The edges around the tampered text "GRASS" appear to be discontinuous with the surrounding background. 
There is a noticeable boundary around the letters that does not seamlessly blend with the text's immediate environment, 
suggesting a cut-and-paste effect commonly found in image tampering. 
Unnatural Texture Appearance: The texture of the tampered text "GRASS" appears slightly blurred compared to the sharper 
appearance of the other texts. This distortion effect, where the edges of the letters do not have the same crispness or definition 
as the authentic text, makes it stand out unnaturally. 
Inconsistent Alignment: The spacing between the tampered text "GRASS" and the preceding text "BREAK" appears irregular or 
has a slight offset when compared to the consistency seen in the other lines of text. This misalignment disrupts the uniformity 
typically expected in such signage. 
Text Incoherence: The text "BREAK GRASS" does not create a coherent or meaningful message within the context of safety 
instructions, which typically involve actions like "BREAK GLASS." This incoherence adds to the suspicion of tampering, as the
revised phrasing results in linguistic nonsense. 
Lack of Integration: The tampered text "GRASS" appears as though it has been overlaid or pasted onto the image rather than 
being a naturally integrated part of the scene. This artificial placement makes the text appear as a foreign element within the 
image, lacking the integration seen in genuine, unaltered text regions.

Figure 1: Our proposed textual prompt are specially designed for tampered text can can guide GPT-4o to generate
high-quality anomaly descriptions for tampered text.
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What is the tampered text in this image? Why?

User

GPT4o

Yes, the image has tampered text. The anomaly is in the area where the text "劳务人发包" seems to be manipulated. The space 
between the two Chinese characters "劳务" and "人发包" is unusually large and inconsistent with the rest of the document's 
textual formatting, indicating potential tampering. (Partly correct answer)

Qwen2VL

The tampered text reads "人".
Edge artifacts: The edges around the tampered text "人" appear slightly discontinuous and inconsistent with the surrounding 
background. This suggests that the text may have been artificially inserted, as the transition between the text and the 
background is not as smooth as in the authentic regions.
Unnatural texture appearance: The texture of the tampered text "人" appears slightly different from the surrounding text. It 
may have an unnatural clarity or sharpness that does not match the rest of the document, indicating tampering.
Lack of integration: The tampered text "人" appears unnaturally placed and does not blend seamlessly with its surroundings. It 
looks as if it has been overlaid or pasted onto the document, rather than being an original part of the text.“. (Partly correct)

The tampered text reads "人".
Unnatural texture appearance: The texture of the tampered text "人" appears slightly blurred and hazy compared to the 
surrounding authentic text. This lack of clarity and the presence of jagged edges contribute to the unnatural appearance of the 
tampered text.
Inconsistent font: The tampered text "人" exhibits inconsistencies in font thickness and brightness compared to the surrounding 
text. The character appears slightly bolder and brighter, indicating a difference in the font style used for the tampered text.
Inconsistent alignment: The tampered text "人" has inconsistent spacing with the surrounding text, the spacing around the text 
"人" is unnaturally large. 
Lack of integration: The tampered text "人" does not blend seamlessly with its surroundings. It appears artificially overlaid, as if 
it was pasted onto the image rather than being part of the original text. This lack of integration is evident in the way the 
character stands out from the rest of the text.“. (Correct answer)

TextSleuth
(Ours)

The tampered text localization                        
prediction of our TextSleuth
model. (Correct)

Figure 2: Our proposed TextSleuth can accurately detect the tampered text and better explain the anomalies of the
tampered text.
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What is the tampered text in this image? Why?

User

GPT4o

Yes, the text appears to have been tampered with. The manipulated area is the percentage figure next to "FINE GAEL" under the 
"65+ %" category in the Age section. The abnormality is in the appearance of the number "62" which seems larger, bolder, and 
slightly misaligned compared to the other numbers in the grid, indicating it might have been digitally altered or superimposed. 
Additionally, visually it looks out of place and indicates it has been tampered with. (Incorrect answer)

Qwen2VL

The tampered text reads "22".
Edge artifacts: The edges around the tampered text "22" appear slightly discontinuous and inconsistent with the surrounding 
background. This suggests that the text may have been inserted or altered, as the transition between the text and the 
background is not seamless.
Unnatural texture appearance: The texture of the tampered text "22" seems slightly different from the authentic text. It appears
slightly blurred or hazy compared to the sharper, more defined text around it, indicating potential tampering.
Lack of integration: The tampered text "22" appears unnaturally placed and does not blend seamlessly with its surroundings. It 
looks artificially overlaid, as if it was pasted onto the image rather than being part of the original design. (Incorrect answer)

The tampered text reads "33".
Edge artifacts: The edges around the tampered text "33" appear slightly inconsistent with the background. There are noticeable 
discontinuities or a change in texture in the immediate vicinity of the text, suggesting the insertion of new text.
Unnatural texture appearance: The texture of the number "33" seems to have a slightly different appearance compared to 
neighboring text. It indicates alterations.
Inconsistent font: The font style, thickness, or color of "33" differs subtly from the surrounding numbers. This inconsistency can 
serve as an indicator of tampering, suggesting that the font does not match the original style used in the rest of the document.
Lack of integration: The "33" does not blend seamlessly with its surrounding text and grid lines, making it appear artificially 
overlaid or pasted. It lacks the natural integration seen in untouched sections of the document, enhancing the perception of 
tampering. (Correct answer)

TextSleuth
(Ours)

Our model’s localization prediction of tampered text.

Figure 3: Our proposed TextSleuth can accurately detect the tampered text and better explain the anomalies of the
tampered text.
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The tampered text reads "PR".
Edge Artifacts: The tampered text "PR" shows visible discontinuities at the edges compared to the surrounding areas. The edges around the "PR"
text show a break or discontinuity against the background, indicating it was not part of the original image.
Unnatural Texture Appearance: The texture of the tampered "PR" text appears somewhat hazy and less sharp than the surrounding authentic 
texts. This indicates manipulation, as the integrated texture should normally appear consistent.
Inconsistent Font: There is a noticeable inconsistency in size and color with the text just before it and the authentic "STOP" text below. The
tampered text "PR" appears slightly more faded and not as bold as the surrounding text.
Inconsistent Alignment: The "PR" does not line up properly with the preceding text "DON," appearing offset both horizontally and vertically. This 
inconsistent alignment makes the text look less natural and more likely tampered with.
Text Incoherence: The inclusion of the letters "PR" within the context of the image does not form a coherent or expected phrase within the 
setting of a traffic sign, suggesting tampering in terms of intended message.
Lack of Integration: The tampered "PR" text does not smoothly integrate with the color and shading nuances of the stop sign's red background or 
the adjacent legitimate text, making it appear as an artificially placed element.

The tampered text reads "JAMES".
Edge artifacts: The edges around the tampered text "JAMES" appear to be inconsistent with the background, indicating discontinuity. This is
evident where the boundary between the tampered region and the surrounding area is not as smooth or consistent as the original regions.
Unnatural texture appearance: The tampered text "JAMES" exhibits a slightly unnatural texture, where the clarity of the letters seems detached 
from the rest of the image. This could manifest as either an overly sharp appearance compared to the slightly blurred background or an 
inconsistent texture.
Inconsistent font: There is a noticeable difference in the font style or thickness of the tampered text "JAMES" compared to the surrounding 
authentic text. This can include variations in color, size, or brightness, which makes the tampered text stand out unnaturally from the rest.
Lack of integration: The tampered text "JAMES" appears unnaturally placed, as if overlaid on the image without seamlessly blending with its 
surroundings. This lack of integration points to an artificial addition which has a contrasting appearance compared to the authentic text.

The tampered text reads "7890".
Edge Artifacts: The edges around the tampered text "7890" appear to be slightly discontinuous and inconsistent with the background texture,
which results in an unnatural demarcation between the tampered text and the surrounding authentic text. This discontinuity suggests tampering.
Unnatural Texture Appearance: The tampered text "7890" has a slightly different texture compared to the surrounding numbers. It appears 
somewhat blurred or artificially smoothened, which results in an unnatural clarity that is distinct from the rest of the text, indicating a potential 
tampering effect.
Lack of Integration: The tampered text "7890" does not blend seamlessly with the surrounding characters and the background. It appears 
somewhat as if it is placed on top of the card's design rather than integrated into it, giving an impression of being unnaturally overlaid or pasted 
into the image.

Figure 4: More data samples in the proposed ETTD dataset. The left image in each row is the original image and
the tampered text region is highlighted in the right image.
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The tampered text reads "B".
Unnatural Texture Appearance: The letter "B" displays an unnatural texture. This is evident through slight blurriness, jagged edges, or a distortion 
effect making it stand out against the surrounding authentic text.
Inconsistent Font: The character "B" differs in font size, thickness, brightness, and color compared to the surrounding text. This variance makes it 
appear distinct and separate from the rest of the text elements in the label.

The tampered text reads "67".
Edge Artifacts: The number "67" has visible edge artifacts, indicating tampering. The boundaries around these characters appear more prominent
or sharper than the surrounding text, suggesting they were added separately.
Inconsistent Font: The font used for "67" shows slight variances in thickness or brightness compared to the authentic text, indicating that it was 
not originally part of the document.
Unnatural Texture Appearance: The "67" appears slightly blurred or hazy compared to nearby numbers. This effect might result from editing that 
failed to seamlessly integrate the new text with the texture of the paper.

The tampered text reads "8X".
Edge Artifacts: The edges around the "8X" tampered text appear slightly inconsistent with the smooth and continuous background typically seen 
in authentic regions. This manifests in subtle edge discontinuities or abrupt transitions that do not blend seamlessly with the surrounding area.
Unnatural Texture Appearance: The "8X" text shows signs of unnatural texture compared to its original appearance. This includes potential 
blurriness, haziness, or jagged contours which are not naturally found on the finely rendered elements typical of this user interface.

Figure 5: More data samples in the proposed ETTD dataset. The left image in each row is the original image and
the tampered text region is highlighted in the right image.
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