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Abstract

Recent years have witnessed substantial progress on monocular depth estimation,
particularly as measured by the success of large models on standard benchmarks.
However, performance on standard benchmarks does not offer a complete as-
sessment, because most evaluate accuracy but not robustness. In this work, we
introduce PDE (Procedural Depth Evaluation), a new benchmark which enables
systematic evaluation of robustness to changes in 3D scene content. PDE uses
procedural generation to create 3D scenes that test robustness to various controlled
perturbations, including object, camera, material and lighting changes. Our analysis
yields interesting findings on what perturbations are challenging for state-of-the-art
depth models, which we hope will inform further research. Code and data are
available at https://github. com/princeton-vl/proc-depth-eval,

1 Introduction

The need for robustness evaluation. Monocular depth estimation refers to the task of producing a
per-pixel depth map from a single image. It is a key task in 3D vision. It is especially important when
only a single image is available, or multiple images are available but parts of the scene are motionless
relative to the camera.

In recent years, monocular depth estimation has seen significant advancements. Most notable is
the success of large models geared toward general monocular depth estimation. These models
are designed and trained with the goal of performing well on arbitrary scenes. Accuracy on stan-
dard benchmarks such as KITTI[10], NYU-D[33]], ETH3D[32] and DIODE[37] have seen large
improvements.

However, standard benchmarks do not offer a complete assessment of performance, as most only
evaluate accuracy, not robustness. They do not tell us whether the predictions would remain reliable
under perturbations of the scene content. Would the estimated depth change significantly if the light
comes from below instead of above? What if the material is more specular? What if the object
has a slightly different shape? What if the camera moves slightly away? Existing depth robustness
evaluations [18] do not address these changes, instead focusing only on 2D image corruptions.
Assessing robustness to camera, object, lighting and material changes is important because they
are prevalent in downstream applications such as robotics and view-synthesis. A model that is
insufficiently robust is prone to unpredictable performance degradation, is vulnerable to adversarial
attacks, and cannot be deployed in mission-critical applications.

In other domains such as natural language reasoning and visual question answering [39, (38| 147, [12],
it has been revealed through targeted evaluation that many leading foundation models can struggle
under small perturbations of the input questions. Such evaluations have provided valuable insights
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Figure 1: Perturbation Types We use procedural generation to construct controlled perturbations
which vary one aspect of a scene while keeping others constant. We show a single example for each
perturbation type, with the object of interest highlighted by red boxes.

for further research. Our work aims to provide similar insights for the development of robust depth
estimation models.

Robustness evaluation with procedural perturbations. Our work leverages synthetic data to
systematically evaluate the robustness of monocular depth estimation models. We use procedural
generation to create many diverse scene perturbations. Each perturbation type changes one aspect of
the scene while keeping all others constant. The types of perturbations include moving the camera
slightly, changing the camera intrinsics, changing lighting, changing the material, deforming the
shape through articulation, among many others. A full list of perturbations can be found in TableT]
and examples of such perturbations are shown in Fig. [T}

We evaluate using synthetic indoor and outdoor scenes generated by Infinigen 28]}, a photore-
alistic open-source procedural generator. We implement our perturbations as additional procedural
generation code on top of this system. Infinigen scenes are computer rendered, and thus have some
domain gap, but are suitable for robustness evaluation as humans can still easily perceive their depth.
Infinigen scenes are also ideal for our purpose because they have high quality ground truth and are not
used as a source of training data by any of the models we evaluate, facilitating precise and unbiased
evaluation. In addition, the procedural nature of Infinigen virtually guarantees that the test scenes are
novel and thus suitable for assessment of generalization and robustness. Finally, Infinigen objects
are fully procedural, enabling non-rigid and semantically meaningful deformation of shapes (e.g.
elongating the legs of a chair) that would be otherwise cumbersome to achieve.

We evaluate 11 state-of-the-art monocular depth models: MiDaS[2], DepthAnything[44]], DepthAny-
thing V2[45]], ZoeDepth[1]], UniDepthV2[23], Metric3D V2[14], Marigold[16], DepthPro[3]],
MoGe[41]], GeoWizard[8], and VGGT[40]. We test each model on a set of 3D scenes plus their
associated procedural perturbations. For each scene, we observe how the predicted depth changes
under the perturbations, in particular, how much the predictions would differ from each other as well
as how much the error metrics against ground truth would change. We have released open source
code to allow our evaluation to be reproduced and repeated for new depth estimation models.

Accuracy Stability versus Self-Consistency. We consider two related but different notions of
robustness: accuracy stability and self-consistency. Accuracy stability is the variance of the difference
between a model’s prediction under perturbation against the ground truth, reflecting the degree to
which the accuracy remains stable. Self-consistency is measured as the average (squared) difference
between a model’s prediction under perturbation and the original prediction, reflecting how well the
predictions remain stable as compared to its own original prediction, regardless of ground truth.

Self-consistency is generally stricter than accuracy stability. As long as the perturbations do not
change the ground truth geometry, perfect self-consistency implies perfect accuracy stability, but
not vice versa: it is possible for the model to make a set of predictions under perturbation that differ
from the original prediction (thus not self-consistent) but all have the same numeric accuracy against



ground truth (thus perfectly accuracy stable). On the other hand, accuracy stability is more broadly
applicable: self-consistency is ill-defined when perturbations such as non-rigid deformations alter the
ground truth geometry, meaning that the depth predictions of an accurate model necessarily differ
from each other.

Main Findings. Our evaluation yields several interesting findings. We observe that state of the
art depth estimation models are relatively robust to perturbations in lighting and 3D object pose,
but are less robust to occlusion and material changes. Surprisingly, camera perturbations were also
among the most challenging: camera rotation and focal length change are among the most difficult
perturbations, much more difficult than perturbations to the 3D object pose. We report results for
all listed models and perturbation types, including many qualitative examples, which we hope will
inform further development of robust depth estimation models.

2 Related Work

Monocular Depth Estimation. Recent years have seen a large number of monocular depth esti-
mation models [2} 144, 45) 11,241 25, [14} |16 3, 41]] that have achieved impressive results on existing
benchmarks. This large selection of models provides rich choices for downstream applications, but
their robustness remains unclear because benchmark performance alone does not offer targeted and
controlled evaluation of robustness. Our work provides this evaluation.

Monocular Depth Benchmarks. Most monocular depth benchmarks begin with collecting a large
dataset of real-world image captures[10} 33} 132, 137]]. Others, such as [4]], are made from human-
crafted synthetic data. In either case, standard benchmarks lack paired evaluation scenes with
controlled perturbations, and thus cannot evaluate robustness metrics such as accuracy stability and
self-consistency.

Closest to our work is RoboDepth[18]], which evalutes the robustness of monocular depth models to
image-level corruptions such as sensor noise, blur, color and added particles. These are orthogonal to
our procedural perturbations of scene content such as object, camera, material and lighting changes.
Robustness to these perturbations is important for downstream tasks and to our knowledge has not
seen targeted evaluation in any prior work.

Synthetic Data for 3D Vision. Synthetic data rendered through computer graphics has seen
growing adoption in computer vision and Al research, driven by its ability to be generated in
unlimited quantities while providing high-quality 3D ground truth. In 3D vision, synthetic data has
been widely used to create diverse environments, including natural landscapes|[4}, 142} 23]], indoor
settings[5} 46, [7 30], and city-scale scenes[6, 43|, [17], enabling large-scale training of computer
vision models and embodied agents. Notably, many state-of-the-art 3D vision and robotic systems
trained purely in simulation have demonstrated remarkable zero-shot performance in real-world
scenarios[35} 136, [15 21]]. Our benchmark is built on Infinigen[27, 28], a recent synthetic data
generation system that enables procedural generation with fine-grained control.

Robustness Evaluation. Since the introduction of adversarial examples[34], researchers have
sought to understand and leverage their power in computer vision. In the field of 2D vision, stud-
ies have explored why adversarial examples would arise, either from the internal structures of
neural networks[11], or from signals in the physical world[19]]. In other domains, such as Visual
Language Models (VLMs), adversial examples can lead to incorrect object groundings in visual
understanding[9]], or to jailbreak an aligned LLM, resulting in harmful instructions[26]. Additionally,
efforts have been made to compile adversarial examples into benchmarks to assess model robustness
in both 2D vision[13]] and VLMs][47].

3 Method

We construct our PDE (Procedural Depth Evaluation) dataset using scenes generated by both Infinigen
Nature[27] and Infinigen Indoors[28]]. Each scene is generated from scratch using procedural
generation (randomized python code), which allows complete control and customization of every
aspect of the scene. We generate scenes containing an object of interest from one of the following
categories: chairs, desks, cabinets, fish, and cacti. We chose these categories to encompass a diverse
range of both natural and artificial objects, each with distinct geometric characteristics. We ensure



Properties changed in the Perturbed Scene

Camera  Camera 2D Object Background

Perturbation Type Intrinsics Pose Depth Image Light Material Depth Image
‘ Modulo (SE(2)) P &

Cam Dolly Zoom Y Y Y Y
Cam Roll Y Y
Cam Pan/Tilt Y Y (homography) Y
Obj Material Swap Y
Scene Material Swap Y
Lighting Y
Obj Rotation Y Y (minor)
Obj Resizing Y Y
Obj Translation Y Y (minor)
Obj Occlusion Y Y (minor)
Non-rigid Obj Deform Y Y (minor)
OOD Background Swap Y

Table 1: An overview of our procedural perturbations. We introduce 12 distinct scene perturbations,
each causing varying degrees of modification to the scene. Examples of individual perturbations can
be found in Fig. [T}

the object of interest is salient in the scene, but it may have different appearance or be occluded when
we apply perturbations. In total, the PDE dataset comprises 5 object categories and 38 distinct scenes,
with each object category appearing in 8 scenes. In the next section, we will introduce 12 possible
procedural perturbations, each with up to 60 different parameter settings. This results in a total of
13684 unique scene variations, offering a diverse and comprehensive evaluation of model robustness.

3.1 Procedural Perturbations

Perturbations Types. We implemented a diverse set of perturbations, covering many aspects of
scene content and image formation, including camera intrinsics, camera pose, material, lighting,
and 3D geometry. In each scene, we select an object of interest which we ensure is affected by
the perturbation but remains salient and within the camera frustum. This object of interest enables
finer-grained object-level assessment of robustness as opposed only on the full image. The rest of
scene is considered the background.

e Camera Dolly Zoom: We change the focal length of the camera (i.e. zoom in or out) and move
the camera forward or backward such that the object remains roughly the same size in 2D.

* Camera Roll: We rotate the camera around its optical axis, keeping the camera center fixed. This
is equivalent to rotating the image around the principal point.

e Camera Pan/Tilt: We rotate the camera around the Y-axis (panning) or the X-axis (tilting), while
keeping the camera center fixed. In other words, the camera looks up or down, left or right with
pure rotation.

* Object Material Swap: We randomly switch the material of the object of interest to a new one,
for example, from wood to metal.

* Scene Material Swap: We randomly switch the material of every object in the scene.

* Lighting: We include several variations for lighting including adding or removing light sources,
changing strength and temperature, and changing the type of light (i.e., point and spot lights).

¢ Object Rotation: We rotate the object around the origin of its local reference frame.
* Object Translation: We move the object without changing its rotation.

* Object Resizing: We scale the object to make it larger or smaller relative to the rest of the scene.
At the same time, we move the camera center such that the 2D projection of the object consists of
exactly the same pixels in the image.

* Occlusion: We add a cage-shaped object around the object of interest. We vary the number of
lines and the thickness to produce a random 10-40% of occlusion of the object.



* Non-rigid Object Deformation: We deform the object of interest in non-rigid ways. Some
are commonly occurring, such as opening the doors of a cabinet. Some are unusual and out of
distribution, such as a cabinet with a twisted shape.

* Out-of-distribution (OOD) Background Swap: We place the object in an unusual background
scene, such as a chair underwater. The object pose is identical relative to the camera.

Effects of perturbation on ground truth depth. Different perturbations affect ground truth depth
differently. Some perturbations, such as lighting change or material swap, do not change the ground
truth. A robust model should then predict the same depth. In such cases, the perturbation can be
made drastic to stress test the robustness of models. Other perturbations, such as object rotation or
translation, do change the ground truth depth. In such cases, we limit the perturbations to a small
neighborhood so that the changes to ground truth depth are not so drastic that the model is effectively
estimating depth for an unrelated object.

Note that when a perturbation changes the ground truth depth of the object of interest, it changes the
object’s depth image, consisting of the 2D mask of the object plus the depth values. For example,
camera pan/tilt changes both the 2D mask (by a homography) and the depth values within the mask.

For perturbations that change ground truth, we can evaluate accuracy stability (how much the error
against ground truth varies). But self-consistency (how much the prediction varies as compared to
the unperturbed scene independent of ground truth) is ill-defined because the prediction is supposed
to vary under such perturbations. So we only evaluate self-consistency on perturbations that do not
change the ground truth, except for the two following special cases: (1) Camera Roll: It induces
a SE(2) transform on the depth image of the object, i.e. the depth image is changed but only up to
rotation and translation. We evaluate self-consistency by accounting for this rotation and translation.
(2) Object Resizing: Though the object is made larger or smaller compared to its background
geometry, the camera center is moved such that 2D projection of the object remains the same, so does
its depth image (up to scaling of depth values).

Table [[| summarizes the effects of each perturbation, including whether each perturbation changes
the depth image of the object of interest modulo SE(2) transforms. Perturbations that do not change
the ground truth depth image (object, background, or scene) are suitable for the evaluation of
self-consistency.

3.2 Evaluation Metrics

Our evaluation of robustness builds upon standard depth error metrics already in use in existing
literature: AbsRel, Logi1o[31]], and 91, 62, d3 scores[20]].

Let A(z1,z2) be a depth error metric that computes the difference between two depth maps 1
and x». Given a base scene and N perturbations, let xy be the depth prediction of a model on
the base scene, and let z;,2 = 1,..., N be the depth predictions on the perturbed scenes, and let
Z;,1 = 0,..., N be the corresponding ground truth depth maps. We compute three metrics:

* Average Error p:: the depth prediction error against the ground truth averaged over the perturbed

scenes plus the base scene. N
1 .
B= N+l ;A(xmxi)

* Accuracy (in)stability o: the sample variance of the depth errors over the perturbations and the

base scene. | X

0= D (Alwi &) — p)?
i=0
* Self-(in)consistency «: the average squared difference between a prediction under perturbation
and the prediction on the base scene.

L
_ . 2
K= N ig:l A(z,x0)

Each of the three above metrics can be evaluated on the object of interest or the full scene. By default,
we evaluate on the object of interest unless otherwise noted.



Perturbation Type Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3ADV2 Marigold DepthPro MoGe GeoWizard VGGT Avg

Cam Avg. Err. (J) 241 204 184 274 147 1.84 2.44 118 1.47 231 199 197
Dolly Zoom  Acc. (In)Stab. ()  0.63 053 050 079 044 0.48 0.76 0.35 0.44 0.72 0.57 056
Cam Avg. Err. () 244 215 189 262 171 1.81 2.40 1.70 1.84 2.25 200 207
Roll Acc. Im)Stab. ({) 047 044 047 041 032 0.37 0.44 0.50 0.34 0.41 033 041
Cam Avg. Err. () 220 180 161 242 128 1.61 2.09 111 1.33 2.00 174 174
Pan/Tilt Acc. ImStab. (4) 048 031 032 045 025 0.32 0.41 0.30 0.27 0.37 030 034
Obj Avg. Err. () 229 184 164 241 132 1.69 2.11 1.16 1.42 2.00 176 1.79
Material Swap ~ Acc. (In)Stab. (1) 040 032 024 040 024 0.23 0.32 0.25 0.34 0.33 034 031
Scene Avg. Err. () 228 185 162 242 131 1.64 2.11 1.29 1.46 2.06 178 1.80
Material Swap ~ Acc. (In)Stab. (1) 045 041 031 044 035 0.32 0.38 0.45 0.43 0.38 042 039
Lighting Avg. Err. (J) 219 183 160 234 135 1.69 2.05 1.10 1.35 1.98 168 174
'gating Acc. Im)Stab. () 025 0.5 0.3 023 013 0.16 0.22 0.19 0.17 0.24 0.18  0.19
Obj Avg. Err. (1) 218 181 165 235 136 1.66 2.10 1.16 1.40 2.03 178 177
Rotation Acc. Im)Stab. () 036 030 029 035 028 0.28 0.36 0.26 0.33 0.36 030 032
Obj Avg. Err. (]) 219 1.82  1.64 231 1.32 1.67 2.03 1.07 1.39 2.01 178 175
Resizing Acc. ImStab. () 020  0.16 013 024  0.15 0.17 0.24 0.13 0.19 0.26 0.19  0.19
Obj Avg. Err. () 224 186 164 236 135 1.68 2.11 1.14 1.39 2,01 178 178
Translation  Acc. (Im)Stab. (4) 032 024 021 033 020 0.21 0.35 0.23 0.25 0.32 028 027
Obj Aveg. Err. () 234 203 192 242 164 1.87 2.44 1.54 1.57 2.26 197 2.00
Occlusion Acc. ImStab. (4) 038 029 030 036 033 0.31 0.46 0.36 0.36 0.38 038 036
Non-Rigid Avg. Err. (1) 213 179 163 234 132 1.65 2.05 1.18 1.38 1.97 176 175
Obj Deformation ~ Acc. (In)Stab. (1) 044 034 030 048 030 0.31 0.43 0.32 0.34 0.41 037 037
Averas Avg. Err. () 226 189 170 243 140 171 2.18 1.24 1.45 2.08 182 1.83
verage Acc. (In)Stab. (1) 040 032 029 041 027 0.29 0.40 030 031 0.38 033 034

Table 2: Performance of depth estimation models across different perturbations, measured in the error
and stability of the AbsRel metric. Best results are highlighted in bold.

Perturbation Type =~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Roll Self Con. ({) 3.78 1.84 2.33 2.12 2,04 317 255

Obj Material Swap ~ Self Con. ({) 3.26 1.45 1.80 1.45 142 231 195
Scene Material Swap Self Con. (]) 3.22 1.66 1.91 1.75 1.62 257 212
Lighting Self Con. (1) 2.25 1.19 1.43 1.26 1.08 1.81 1.50

Obj Resizing Self Con. (1) 1.79 0.86 1.16 0.93 0.87 1.69 122
Average Self Con. (]) 2.86 1.40 1.73 1.50 140 231 1.87

Table 3: Self-consistency of the AbsRel metric across depth estimation models and perturbations.
Best results are highlighted in bold.

Self-consistency and affine-invariant depth: We do not compute the self-consistency metric for
methods that predict affine-invariant depth, i.e. depth ambiguous up to an unknown scale and shift.
This is because for self-consistency, we need to compare a prediction under perturbation against the
base prediction, independent of ground truth. But, it is unclear how to choose the proper scale and
shift for the base prediction without referencing the ground truth, unless the error metric itself is
invariant to such choices, which unfortunately is not the case for the standard metrics we evaluate.

3.3 Evaluation Methods

We evaluate all models on our dataset consisting of 1280 x 720 images. We use the default inference
procedure of each model (which may include image resizing) to output a depth map of the same reso-
lution. We follow standard procedures for computing the scale and shift alignment as in Marigold[[16]
and MiDaS[29]]. When evaluating on an object of interest, we compute alignment using only the
depth values for the object. Additional details can be found in the section[A]of the appendix.

4 Analysis

Tables 2] and 3] present our main results of average error, accuracy (in)stability, and self-(in)consistency
of absolute relative error metric. Results for other metrics closely match the AbsRel metric and are
provided in the appendix.
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Figure 2: Depth estimation models ranked by Average Error, Accuracy (In)Stability and Self-
(In)Consistency on the object of interest, and by AbsRel on the full scene including background.
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Figure 3: Variations ranked by Average Error, Accuracy (In)Stability, Self-(In)Consistency on the
object of interest. Top models shows relative perturbation difficulty averaged over DepthPro and
UniDepthV2, the two best performing models by AbsRel Error.

4.1 Overall Robustness of Models

Figure [2] ranks the models by our main metrics: average error, accuracy (in)stability, and self-
inconsistency, computed only on the object of interest and aggregated over all perturbations. We find
that DepthPro has the lowest error against the ground truth by a margin of about 13% and achieves
the lowest error on every variation type. However, UniDepthV2 and Metric3DV2 display the best
stability results. Among scale-invariant models for which self-consistency applies, UniDepthV?2
achieves the best score, followed closely by MoGe. Hence, though DepthPro can best predict the
detailed depth maps of the objects, it is less robust to perturbations than other MDE models. In the
following section we see that no model is able to achieve precise depth predictions while maintaining
robustness. This section focuses on evaluation on individual objects; in section [B] of the appendix we
provide more details on models’ performance on the entire scene.

4.2 Robustness by Perturbation Type

Figure [3|ranks the perturbation types by the difficulty they present to the models. Surprisingly, we
see that camera dolly zoom (focal length change) and camera roll (image rotation) are quite difficult.
Conversely, the models are very robust to lighting changes, even though there are strong shadows in
our lighting perturbation.

Camera Changes We observe that camera changes often induce strong distortions in the predicted
depth even though the visual information in the scene is unchanged. These often take the form of
“warping” from an accurate depth map to something physically implausible. Figure ] displays two
such instances. For camera roll, Depth Pro performed best with an average error of 1.70, but its
instability score of 0.50 is considerably worse than UniDepthV2’s score of 0.32. Scene “A” follows
this trend, with DepthPro providing better estimations than UniDepthV2 for small angles and worse
estimations for large angles. The distortions of the fish are severe, as DepthPro predicts that the
center of the fish is the closest to the camera when the head of the fish is actually the closest. For
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(a) Camera Roll: Predictions from DepthPro and (b) Dolly Zoom: the top row displays the ground truth
UniDepthV2 on fish scene “A.” The depth maps for point cloud and MoGe predictions on images (1) and
the fish are cropped from a rotated image (top) and the (2). The bottom row displays images (1) and (2), and
standard image (bottom) DepthPro predictions on images (1) and (2)

Figure 4: Camera Pose Robustness

the camera dolly zoom variation, Depth Pro achieves the best error and stability scores, but is still
far from perfect. In the desk example, we see how a different focal length induces warping in Depth
Pro’s prediction for the shape of the desk. In this instance MoGe does not display the same fault,
though its overall accuracy and stability scores are each about 25% worse than DepthPro for the focal
length variation.

Lighting Our findings indicate that depth estimation models exhibit strong robustness to lighting
perturbations, as lighting had low error and the second-best stability and self-consistency scores
among all models.

Material We find that models are not able to generalize to novel combinations of materials and
shapes, with many models reporting high error and instability for the “scene material swap” and
“object material swap” variations. Though these swaps may create implausible combinations (e.g. a
floor tiles material applied to a chair), this should not impair depth perception. The DepthAnythingV2
model exhibits strong robustness to these variations, perhaps indicating a success of their large scale
training dataset of “pseudo-labeled” real images [45].

Non-rigid Object Deformation In contrast to material
alterations, the non-rigid object deformation variation cre-
ates scenes that differ in semantically meaningful but com-
plex manners. Depth Pro performs the best overall, but
we see in figure [3] that the trend differs by object type.
Depth Pro has the best error and stability for chairs, which
requires predicting the fine structure of curved chair arms chairs desksicabinets '~ chairs desks/cabinets
or the precise angle of the chair back. However, Depth DepthPro WS MoGe = UniDepth

Pro has worse stability and slightly worse error on desks
and cabinets, where the main challenge is predicting the
precise location of corners and 90-degree angles.

Error by Object Category  Stability by Object Category

N)
o
>

-
o
N

AbsRel Error (%)
AbsRel Stability (%)

Figure 5: Non-Rigid deformation perfor-
mance by object category.

Object Rotation, Translating, Scaling These models are fairly robust to small Euclidean trans-
formations of the object. Object resizing was nearly the easiest variation by error stability and
self-consistency. The (in)stability scores of translation and rotation variations are likewise relatively
low.

Occlusion Another challenging variation for models is occlusion, which has the second-highest
overall error. Moreover, the top models are not able to improve on the error stability of occlusion
predictions, indicating that it remains an unsolved problem. Occlusion poses a unique challenge, since
it requires understanding the object behind the thin wires. One failure case of DepthAnythingV?2 is
displayed in figure[§] Although it correctly understands the shape of the chair in the bottom instance
with few occluding bars, in the top instance it predicts that the chair seat is nearly vertical. This is
physically implausible since the chair seat is connected to the chair’s front legs — something humans
understand implicitly.
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I I Figure 7: OOD Deformation Robustness —
We visualize point clouds from DepthPro and
UniDepthV2 for a desk with an unusual added
bump. DepthPro attempts to reconstruct it
whereas UniDepth predicts a mostly flat surface.

Figure 6: Occlusion Robustness — We visual-
ize point cloud comparisons between DepthAny-
thingV2 and ground truth depth for a chair oc-
cluded by thin structures.

OOD Deformations In addition to the procedurally generated variations described above, we
manually create objects with intentionally odd geometry that would not appear in the real-world. We
show one such example in figure[7] Here, the subtle but human-perceptible change is a bump added
to the desk. DepthPro perceives the bump but does not predict precisely the right scale. UniDepthV2,
however, predicts the desk to be completely flat, aligning more closely to the expected distribution of
real-world objects. This follows a similar trend to the non-rigid object deformations, where DepthPro
performs better at recognizing the fine details in the structure of chairs.
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Figure 8: Model performance by FLOPs. Lines indicate a “family” of models (e.g. UniDepthV2-
S,M,L). Marigold (477 TFLOPs, 2.18 Error, 0.40 Stability) and GeoWizard (941 TFLOPs, 2.08 Error,
0.38 Stability) are excluded for visualization clarity.

4.3 Model Characteristics

Among modern depth estimation models, there is no single architecture or approach that dominates.
Though many works including MiDaS, DepthAnything, and DepthAnythingV2 rely on affine-invariant
depth as part of their training and output, we find that top-performing models Depth Pro and UniDepth
directly predict metric depth. As shown in figure[8] these best performing models are unsurprisingly
the largest. For smaller models, however, we find that DepthAnythingV2 variants are quite strong,
and their stability exceeds similarly sized variants of UniDepthV2. However, the best model under 1
TFLOP (DepthAnythingV2-Base) still has a 52% higher error than DepthPro, highlighting the need
for accurate and efficient depth estimation models.

5 Limitations

Our evaluation could be expanded to include additional categories of 3D objects, to improve coverage,
or add more categories of scenes such as urban or driving scenes. We focus primarily on changes to



the 3D content of the scene which is rendered with a near-ideal camera; future work could further
explore how different forms of camera sensor noise impact performance. Lastly, our evaluation
utilizes photorealistic synthetic data for evaluation and our results may not directly translate into
the real world. In this sense, our work is best utilized as a method for identifying weaknesses in
monocular depth estimation models. Other evaluations would be necessary to certify a model’s
robustness in the real world. We further discuss this in section [C]of the appendix.

6 Conclusion
We use procedural generation to perform depth robustness evaluation with controlled perturbations
in object pose, cameras, materials and lighting. Our findings reveal which models are most robust

to these perturbations, and which perturbations are broadly most challenging, both of which inform
further research.
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A Evaluation Details

For each depth prediction, we have three different choices for our evaluation procedure

* Alignment: we either compute a scale factor for the predicted depth or a scale and shift factor.

* Depth for comparison: we compare with the ground truth depth for the error and error instability,
or the model’s prediction on the base scene for the self-inconsistency score.

» Evaluation mask: we either evaluate on the object of interest or the entire scene excluding the
background.

In all cases, the pixels identified by the evaluation mask are the same as the pixels used for calculating
the alignment.

Depth Alignment: For models which produce a depth estimate as the output, we calculate the
alignment parameters using least squares error with the ground truth. We then update the model’s
prediction d as d* = ad + b for the scale and shift alignment setting or d* = ad for the scale
alignment setting. We calculate the absolute relative error or another metric using d*. The error and
alignment are calculated on pixels in the object mask for the “object” setting or on all pixels not in
the background for the “full scene” setting. We also clip d* to the dataset range of a minimum depth
of 10 centimeters to a maximum depth of 1000 meters.

Disparity Alignment: For models which produce a disparity estimate as the output, we calculate the
alignment parameters with reference to the ground truth disparity. Then, for a disparity prediction p
we compute d* = 1/(ap + b). All other details are identical to depth alignment.

Self-Consistency Alignment: When computing self-consistency, the scale of the depth prediction
on the base image can vary between models. This does not affect the AbsRel calculation, but does
impact other metrics. We normalize the prediction on the base image to have a median depth of 1
meter. Then we calculate the alignment parameters relative to this normalized depth. We do not apply
a minimum or maximum threshold for depth, as the depth no longer corresponds to metric distances.

Object Masks: We use the object masks provided by Infinigen. However, for pixels on the boundary
of an object, it may be unclear whether they belong to the object or the background. This ambiguity
may result in improper alignment, since a depth prediction for the background image will differ
substantially from a depth prediction for the object. In order to avoid this, we erode the object masks
by one pixel.

Background Masks: We define the background as anything at infinite distance (e.g. the sky). For
underwater scenes, there are some objects at finite distance which are significantly obscured by the
water. For these scenes, we manually select a distance threshold such that all objects in the foreground
are suitably visible.

VGGT Upsampling: Many MDE models have an internal operating resolution which is different
than the input image resolution of 1280 x 720. With the exception of VGGT, each model specifies
a procedure to resize its predicted depth map. For VGGT, which outputs the depth map at a lower
resolution, we follow the upsampling procedure used by DepthAnything. Specifically, we apply
bilinear upsampling with corner alignment.

A.1 Computational Resources

We evaluate all models using jobs with 20GB of memory and either one NVIDIA RTX 3090 GPU or
one NVIDIA RTX 2080 GPU. Most models take under 1 second to run for each image on the 3090
GPU, with the exceptions of Marigold and GeoWizard.

B Full Scene Analysis

In Tables 4 and [5| we provide detailed results when evaluating models on the full scene. In this setting,
MoGe performs the best, followed by UniDepthV2 and DepthPro. As when evaluating on individual
objects, UniDepthV2 achieves the lowest accuracy instability. When comparing between variations,
we would expect the accuracy instability to be correlated with the pixel-level change. For example,
the errors on variations which exclusively affect the object of interest (e.g. object material swap,
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object translation, non-rigid object deformation) should be stable when evaluated on the full scene.
We observe this to be the case. Notably, the lighting variation also has a low error and instability,
giving further evidence that many frontier MDE models are robust to lighting changes.

When computing self-consistency, we restrict ourselves to variations that preserve the geometry at
every pixel. This excludes Camera Roll and Object Resizing. Unlike the case of a single object,
UniDepthV2 is not very consistent compared to other models. Instead, ZoeDepth and DepthPro
produce the most self-consistent full scene predictions.

Perturbation Type Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3DV2 Marigold DepthPro MoGe GeoWizard VGGT Avg
Cam Avg. Err. (1) 7.78 712 629 1184  7.05 8.23 11.16 7.75 5.80 9.85 8.78 833
Dolly Zoom Acc. (In)Stab. (1) 5.14 582 446 6.14 3.66 4.97 5.69 3.14 2.59 4.65 379 455
Cam Avg. Err. (1) 1692 1517 1321 2242  10.06 12.38 17.55 11.89 9.94 17.85 12.83  14.56
Roll Acc. (In)Stab. ({)  9.04 841 698 721 3.96 4.79 7.23 4.52 4.04 7.17 479 619
Cam Avg. Err. (1) 9.35 816 7.85 1150 5.79 6.77 11.89 7.18 9.10 19.38 759  9.51
Pan/Tilt Acc. (In)Stab. ({)  4.14 373 382 545 2.26 2.56 6.40 3.40 12.21 24.87 3.11 6.54
Obj Avg. Err. (1) 8.62 791 749 1035 6.62 7.17 10.74 7.02 523 9.88 844 813
Material Swap ~ Acc. (In)Stab. ({)  0.44 031 023 040 0.27 0.33 0.68 0.31 0.25 0.52 0.41 0.38
Scene Avg. Err. (1) 9.78 829 792 1175 6.75 7.69 12.34 8.35 5.38 10.55 8.91 8.88
Material Swap  Acc. (In)Stab. ({)  1.79 098 091 191 1.22 1.78 3.14 2.89 1.23 1.77 1.38 1.73
Lichtine Avg. Err. (1) 8.72 788 748 1035 6.50 7.06 10.97 7.81 5.03 9.71 8.06  8.14
shting Acc. (In)Stab. (1)  0.81 056 049 092 0.68 0.69 2.52 343 0.88 1.06 0.93 1.18

Obj Avg. Err. (1) 8.57 797 750 1336  9.76 10.20 13.82 10.22 8.37 13.21 1136 10.39
Rotation Acc. (In)Stab. (1) 038 025 023 193 1.77 1.75 220 1.98 1.81 2.38 1.83 1.50
Obj Avg. Err. (1) 9.55 784 7.18 11.83 6.99 7.34 11.01 7.07 5.99 10.00 856  8.49
Resizing Acc. (In)Stab. (1)  6.04 380 328 395 2.63 1.26 2.65 1.16 2.37 3.79 3.09  3.09
Obj Avg. Err. (1) 8.56 794 1750 1034  6.69 722 10.62 6.77 5.40 9.76 855 812
Translation Acc. (In)Stab. ({)  0.61 042 033 057 0.35 0.42 0.74 0.47 0.45 0.80 053 052
Obj Avg. Err. (1) 9.38 850 8.06 11.49 737 7.46 11.75 7.35 5.58 10.60 9.15 879
Occlusion Acc. (In)Stab. ({)  0.63 041 034 0.66 0.43 0.53 0.97 0.47 0.44 0.76 055 056
Non-Rigid Avg. Err. (1) 8.68 794 745 10.29 6.70 7.20 10.70 7.01 5.27 9.79 826 8.12
Obj Deformation ~ Acc. (In)Stab. ({)  0.36 025 021 040 0.25 0.30 0.63 0.37 0.25 0.56 032 035
Average Avg. Err. (1) 9.63 861 799 1232 730 8.06 12.05 8.04 6.46 11.87 9.13 922

< Acc. (In)Stab. (1)  2.67 227 193 2.69 1.59 1.76 2.99 2.01 241 4.39 1.89 242

Table 4: Performance of depth estimation models across different perturbations, measured in the error
and stability of the AbsRel metric. Full scene evaluation. Best results are highlighted in bold.

Perturbation Type ~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Obj Material Swap ~ Self Con. (J) 1.58 2.73 3.84 1.72 116 235 223
Scene Material Swap Self Con. (J) 6.24  10.86 14.64 5.58 6.11 6.70  8.35
Lighting Self Con. (J) 4.06 12.33 10.72 4.82 592 561 724
Average Self Con. ({) 3.96 8.64 9.73 4.04 440 488 594

Table 5: Self-consistency of the AbsRel metric across depth estimation models and perturbations.
Full scene evaluation. Best results are highlighted in bold.

C Real World Validation Experiment

As discussed previously, synthetic data uniquely allows us to precisely evaluate robustness across
many scenes and perturbation types. Since humans can accurately judge the depth of synthetic data,
it functions well as a diagonstic probe — we can identify the manners in which existing models lack
robustness. However, we hope that good performance on our dataset correlates with robustness in
real-world scenarios.

To better understand this, we collect a small dataset using a mug as the object to which we apply the
perturbations of Camera Pan/Tilt, Camera Roll, Lighting, Occlusion, and Object Rotation. We collect
at least 15 images for each perturbation. To ensure we obtain the highly accurate ground truth depth
needed for object evaluation, we calculate the depth by scanning the 3D shape of the object using an
Einscan SP structured light 3D scanner. For each image, we manually annotate the 3D pose of the
mug and the object mask so that the depth can be calculated using the 3D model and a calibrated
camera. Figure[9]shows example images and depth maps.
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(a) Example images. Top: base, Camera Pan/Tilt, Camera Roll. Bottom: (b) Depth maps overlaid on
Lighting, Occlusion, Object Rotation images

Figure 9: Real World Experiment

s

We display the results in Table[6] We find similar though not identical trends in terms of models
average performance, with UniDepthV2, DepthAnythingV2, and DepthPro remaining as 3 of the top
4 models by average error. We find that occlusion remains a difficult task and many models remain
fairly robust to changes in lighting. The largest difference compared to our main experiment is that
the camera roll variation does not pose as significant a challenge. This may be explained by the fact
that limited setting of a small desktop scene is significantly different from a larger indoor or outdoor
scene.

Perturbation Type ~Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3ADV2 Marigold DepthPro MoGe GeoWizard VGGT Avg
Cam Avg. Err. () 196 192 123 205 116 1.16 2.11 1.43 1.80 1.70 1.03  1.60
Roll Acc. ImStab. () 038 040 034 054 031 0.27 0.42 0.39 0.42 0.34 016 036
Cam Aveg. Err. () 230 202 155 233 126 1.66 2.26 1.58 1.72 2.18 179 1.88

Pan/Tilt Acc. ImStab. (4) 018 020 031 021 027 0.28 0.15 0.36 0.33 0.21 030 026
Lightin Avg. Err. () 263 233 162 260 122 1.62 2.45 1.66 1.81 2.15 170 1.98
ghting Acc. (In)Stab. (1) 020 025 026 029 045 0.34 0.30 025 037 0.34 031 031
Obj Avg. Err. (]) 238 215 173 236 1.65 1.82 2.49 1.76 2.00 2.36 200 206
Rotation Acc. (In)Stab. (1)  0.60 052 041 054 037 0.38 0.55 0.36 0.46 0.49 042 046
Obj Avg. Err. (1) 244 228 1.68 258 1.64 1.86 2.54 1.70 1.99 248 213 212
Occlusion Acc. (Im)Stab. (1) 046 035 041 042 044 0.39 0.32 0.26 0.34 0.36 049 038
Average Avg. Err. (1) 234 214 156 238 138 1.63 2.37 1.63 1.86 2.17 173 1.93
8 Acc. (Im)Stab. (1) 036 034 035 040 037 0.33 0.35 0.32 0.39 0.35 034 035

Table 6: Performance of depth estimation models across different perturbations, measured in the error
and stability of the AbsRel metric. Best results are highlighted in bold.

D Additional Analyses

D.1 Out of Distribution Scenes

00D Deformation 0OO0D Background
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%
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(b) Out of Distribution Performance of Top Performing Models. OOD
(a) Example OOD Background Deformation is shown for desks and cabinets; OOD Background Swap
Swap (top) and OOD Deforma- is shown for chairs. Points above the blue line have higher error on the
tion (bottom) perturbed scene than the base scene.
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Metric ZoeDepth MiDaS Marigold DAv2 DAv1 MoGe

Internal Resolution 512 x 384 512 x 512 768 x 432 920 x 518 920 x 518 530 x 942
% Original Pixels 21% 28% 36% 52% 52% 54%

Metric UniDV2  Metric3ADV2  DepthPro  GeoWizard ~ VGGT

Internal Resolution 588 x 1036 1064 x 616 1536 x 1536 768 x 432 518 x 294
% Original Pixels 66% 71% 256% 36% 17%

Table 7: Internal resolution used by each depth estimation model and the percentage of original pixels
retained (original size: 1280 x 720).

‘We manually create out of distribution scenes of two kinds: deforming the object’s geometry in an
unexpected manner (“OOD Deformation”) and placing the object in an unrelated location (“OOD
Background Swap”). In figure [T0b] we select top performing models DepthPro, UniDepthV2, and
MoGe to compare their performance on the base scene and the OOD scene. We observe that geometry
deformations have a proportionally larger impact on the error than background swaps. However, in
the examples we tested the models remain decently robust to even these extreme perturbations.

D.2 The Importance of Edge Predictions

AbsRel Error AbsRel Stability AbsRel Self-Consistency
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Figure 11: Impact of object mask erosion on model performance.

One factor with a significant impact on model performance is the precision of the model’s edge
predictions. Many models exhibit “bleeding edges” behavior where the depth prediction interpolates
between the foreground and background object. This creates 3D point predictions at locations which
are implausible. For objects such as certain chairs or a desk with thin legs, these edge prediction errors
can account for a substantial portion of the total error. Moreover, this can lead to poor alignment
when computing the scale and shift with least squares minimization. In figure[TT} we perform the
same evaluation while ignoring pixels close to the boundary of the object mask. The “erosion level”
refers to the size of the radius (in pixels) we use to shrink the object mask. Notably, we observe
that as we increase the erosion level, MoGe and UniDepthV?2 approach the error score of DepthPro.
While self-consistency improves as the erosion level increases, the trend is weaker for error stability.
This suggests that improving edge prediction accuracy is important for average error, but may not
impact the robustness of a model.

D.3 Object Size Analysis

Closely related to predicting sharp edges is the internal resolution used by the model. Models which
operate at a lower resolution may have difficulties perceiving the detail necessary to predict sharp
edges and small objects. Here, we analyze whether the error on small objects explains the average
error gap between DepthPro and other methods. We classify object size using the pixel thresholds
from the COCO [22]] small, medium, and large categories appropriately scaled to our image resolution.
Our dataset consists of 32 large objects, 8 medium objects, and 0 small objects. In table[§]we compare
the models’ scores on the full dataset and the subset of the dataset with “large” objects. We display
the internal operating resolution of each model in table[7} Notably, many of the models which operate
at fairly low resolutions (e.g. VGGT, ZoeDepth, GeoWizard) display a performance degradation
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when removing the small objects. That is, these models performed better on smaller objects than
larger objects. Thus, the gap in performance cannot be explained by small objects lacking detail
when the image is downsampled.

Metric MiDaS DAvl DAv2 ZoeDepth UniDV2 Metric3DV2 Marigold DepthPro MoGe GeoWizard VGGT
Original Avg. Error 226 1.89 1.70 243 1.40 1.71 218 1.24 1.45 2.08 1.82
Large Objects Avg. Error 2.44 1.99 1.78 2.61 1.39 1.76 2.28 1.27 1.44 2.15 1.88
% Degradation 770% 522% 5.13%  1.31% -0.76% 3.10% 4.90% 237%  -0.76% 3.22% 3.20%
Original Acc. (In)Stability 0.40 032 029 0.41 0.27 0.29 0.40 0.30 0.31 0.38 0.33
Large Objects Acc. (In)Stability ~ 0.43 034 031 0.44 0.28 0.29 0.43 0.32 0.31 0.40 0.35
% Degradation 7.271% 1.13% 6.56%  6.84% 3.62% -0.71% 7.32% 4.79%  -0.02% 4.17% 5.14%

Table 8: Comparison of model performance on original data vs. large objects only (excluding small
objects). Degradation shows the percentage increase in error/instability when excluding small objects.

D.4 Combined Variations

Average Error Across Combined Perturbations A ility Across C i Perturbations

== Combined == Combined
=== Component 1
= Component 2

== Component 1
=== Component 2
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AbsRel Error
AbsRel (In)Stability (%)

Cam Roll + Cam Pan/Tilt + Obj Translation + Cam Roll + Cam Pan/Tilt + Obj Translation +
Obj Material Swap Obj Translation Scene Material Swap Obj Material Swap Obj Translation Scene Material Swap
Perturbation Combination Perturbation Combination

Figure 12: Combined variations: each group of bars displays statistics for the combined perturbation
and its two subcomponents. For example, the leftmost red bar displays the error for the combined
Camera Roll and Object Material Swap perturbation, the blue bar shows the Camera Roll perturbation,
and the green bar shows the object material swap perturbation

The majority of our variations alter the scene such that the perturbed version is also a physically
plausible scene. Moreover, estimating the depth of the perturbed scene should be equally easy
as estimating the depth of the base scene. Therefore, we expect that combining in-distribution
perturbations should not have a large impact on the error. To test this, we generate combined
perturbations for the chairs and desks objects consisting of (1) Camera Roll and Object Material Swap
(2) Camera Pan/Tilt and Object Translation (3) Object Translation and Scene Material Swap. We
display the results in figure[T2] For these latter two perturbations, the average error of the combined
perturbation was similar to each of the individual perturbations as expected. For the Camera Roll and
Object Material Swap combination, the average error did increase. This may be due to the fact that
models are not robust to the Camera Roll perturbation, and combining this with the material swap
perturbation produces images which are further from the models’ training distribution.

E Additional Results

We provide additional results for the §g.125, RMSE, and relative depth metrics. These metrics follow
standard definitions, except d¢.125 is stricter than the 6; metric. This is appropriate since we are
aligning the predictions to a single object.

Ai 7 1 ~
So.125 = % of ; s.t. max <y Z{) <1255 RMSE= /=" |lyi — il
Yi Yi n

The relative depth metric describes the agreement in the depth ordering between the ground truth and
predicted depth. For 10 million randomly selected pairs of pixels ¢ and j, we measure the percent
such that y; < y; agrees with ¢; < §J;. Notably, this does not require performing alignment and thus
allows us to compute the self-consistency for all models including the affine-invariant DepthAnything
and MiDaS.
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E.1 Results for the Relative Depth Metric

Perturbation Type Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3DV2 Marigold DepthPro MoGe GeoWizard VGGT  Avg
Cam Avg. Err. (1) 7829 84.09 84.13 74.57 87.04 83.27 71.53 87.54  87.50 77.28 83.06 8221
Dolly Zoom  Acc. (In)Stab. (L) 3.72 247 177 406 180 2.58 3.88 2.66 222 3.96 228 286
Cam Avg. Err. (1) 7025 7638 7831 6595  80.08 78.63 68.70 7859  79.53 70.00 76.16 7478
Roll Acc. (In)Stab. (1) 793 648 633 872 556 5.87 7.95 8.36 5.47 7.69 538 688
Cam Avg. Err. (1) 77.19  83.12 8335 7501 87.07 82.19 76.64 87.29  86.36 77.26 8337 8171
Pan/Tilt Acc. (In)Stab. ({) 546 449 483 6389  3.50 4.36 5.62 4.85 4.49 542 411 491
Obj Avg. Err. (1) 7524 8327 8279 72.62 85.51 82.36 75.78 85.66  86.33 76.40 8274  80.79
Material Swap ~ Acc. (In)Stab. (1) 542 384 3.06 587 322 3.70 5.29 3.45 3.80 5.37 483 435
Scene Avg. Err. (1) 7576 8277 8270 7470  85.44 82.04 75.91 84.05 8521 76.51 82.35  80.68
Material Swap ~ Acc. (In)Stab. (1) 563 478 403 662 421 4.46 5.64 6.12 5.04 5.46 549 523
Lichtin Avg. Err. (1) 7594 8231 8228 7324 8550 82.17 75.85 86.16 8525 75.96 82.57  80.66
ghiing Acc. (In)Stab. ({)  3.60 272 2.05 465 242 2.75 4.48 3.13 2.98 3.94 334 328

Obj Avg. Err. (1) 77.10 8323 83.12 7554 85.88 82.24 76.02 8649 8595 76.04 82.11 81.25
Rotation Acc. (In)Stab. (1) 440  3.60 372 558 3.9 3.86 495 3.73 4.23 5.13 422 424
Obj Avg. Err. (1) 77.87 83.14 83.12 75.14  86.58 81.91 71.37 8721  86.63 76.89 83.10 81.72
Resizing Acc. (ImStab. (1) 274 221 160 358 174 1.98 3.80 2.00 2.04 3.57 255 253
Obj Avg. Err. (1) 77.01 83.65 8336 74.14 85.87 81.97 76.31 86.85  86.16 76.17 82.52  81.27
Translation Acc. (In)Stab. () 428  3.16 3.18 576 279 3.22 4.67 3.26 3.45 4.89 3.00  3.79
Obj Avg. Err. (1) 73.67 7991 80.09 72.50 82.31 79.52 71.80 8231  83.09 74.29 79.49  78.09
Occlusion Acc. (In)Stab. () 583 452 372 650 456 437 6.14 4.55 4.95 5.21 547 508
Non-Rigid Avg. Err. (1) 7826 84.12 83.84 7530 86.59 82.94 77.38 86.82  87.23 77.35 83.71 82.14
Obj Deformation  Acc. (In)Stab. (1) 503 374 363 662 321 3.88 5.01 3.73 3.48 5.07 419 433
Average Avg. Err. (1) 76.05 8236 8246 73.52 85.26 81.75 75.39 8536 85.39 75.83 81.93  80.48

& Acc. (In)Stab. () 491 382 345 590 329 3.73 5.22 4.17 3.83 5.06 408 431

Table 9: Performance of depth estimation models across different perturbations, measured in the error
and stability of the Rel Depth metric. Best results are highlighted in bold.

Perturbation Type ~ Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3DV2 Marigold DepthPro MoGe VGGT Avg
Cam Roll Self Con. ({) 2334 19.54 17.97 2586 17.13 21.72 26.79 21.57 16.58 17.65 20.82

Obj Material Swap ~ Self Con. ({) 15.63 10.79 7.56 18.65 9.30 13.24 17.88 10.38 932 1342 1262
Scene Material Swap Self Con. ({) 1631 12.62 9.26 1920 11.19 15.30 18.53 14.83 1130 14.05 14.26
Lighting Self Con. ({) 1076 7.86 5.87 13.56  7.66 10.45 14.81 9.20 8.69 9.88 9.87

Obj Resizing Self Con. () 798 6.09 4.69 1032 533 7.85 14.28 6.77 548 739 7.62
Average Self Con. (J) 14.81 11.38 9.07 17.52 10.12 13.71 18.46 12.55 1027 1248 13.04

Table 10: Self-consistency of the Rel Depth metric across depth estimation models and perturbations.
Best results are highlighted in bold.
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E.2 Results for metrics ¢y 125 and RMSE for Scale and Shift Alignment

Perturbation Type Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3DV2 Marigold DepthPro MoGe GeoWizard VGGT  Avg
Cam Avg. Err. (1) 7239 7738 80.15 68.67 85.40 79.84 71.52 89.93 8552 73.90 78.87 78.51
Dolly Zoom  Acc. (In)Stab. (1) 843 778 779 898  5.66 6.94 9.98 4.96 6.09 10.09 5.68 749
Cam Avg. Err. (1) 69.20 7438 7835 6593 81.01 79.41 69.42 8114  79.08 71.79 76.68  75.12
Roll Acc. (InStab. (}) 778 773 818 695 549 6.36 7.69 8.94 5.69 7.59 584 7.1
Cam Avg. Err. (1) 74.66 80.08 82.87 71.20  87.59 82.88 75.16 90.81  87.10 77.46 80.80  80.96
Pan/Tilt Acc. (In)Stab. () 7.81 561 594 809  4.05 5.44 7.31 5.06 4.08 6.28 441 582
Obj Avg. Err. (1) 7291 80.02 8274 7114 87.16 81.24 75.55 90.05 8538 77.04 80.61  80.35
Material Swap ~ Acc. (In)Stab. (1)  6.53 573 453 649  4.03 4.00 5.25 3.97 5.53 5.34 517 5.14
Scene Avg. Err. (1) 7337 80.09 8358 71.63 87.74 82.52 75.92 88.33  85.50 76.73 80.54  80.54
Material Swap ~ Acc. (In)Stab. (})  7.14 670 510 7.09  5.05 4.98 5.92 6.75 6.25 5.80 6.01  6.07
Lightin Avg. Err. (1) 7419 7978 83.50 7246  86.47 81.60 76.57 91.11 8635 77.61 81.81 81.04
ghiing Acc. (In)Stab. ()  3.85 279 279 416 193 2.78 3.49 2.81 2.61 3.92 292 3.09

Obj Avg. Err. (1) 7472 7995 8240 71.68  86.36 81.80 75.23 89.84 8591 76.84 80.39  80.47
Rotation Acc. (In)Stab. (1) 555 512 552 561 434 4.42 5.70 4.08 532 5.70 443 5.07
Obj Avg. Err. (1) 7485 79.83 8273 72.55 86.85 81.24 76.72 9120  86.08 77.05 80.19  80.84
Resizing Acc. (ImStab. (1) 291  3.02 260 4.18 240 2.87 3.78 1.93 2.93 4.42 279 3.08
Obj Avg. Err. (1) 7444 7946 82.69 72.11  86.26 81.46 75.71 89.71  86.23 77.44 80.31 80.53
Translation Acc. (In)Stab. () 496 422 420 555 3.8 3.67 5.18 3.69 4.08 5.10 378 433
Obj Avg. Err. (1) 7238 76.04 7779 71.04  81.98 78.95 71.67 83.97  83.08 74.30 7839 77.24
Occlusion Acc. (In)Stab. () 6.55 513 486 639 501 5.11 7.39 5.95 5.54 6.28 514 576
Non-Rigid Avg. Err. (1) 7570 80.95 8342 7230 87.30 82.65 76.50 89.75  86.44 78.32 81.26 81.33
Obj Deformation ~ Acc. (In)Stab. (1)~ 7.14  6.16 548 8.12 458 5.32 6.81 4.84 4.89 6.47 486 588
Average Avg. Err. (1) 7353 7891 81.84 7097 85.83 81.24 74.54 8871  85.15 76.23 79.99  79.72

& Acc. (In)Stab. () 624 545 518 651  4.16 4.72 6.23 4.82 4.82 6.09 464 535

Table 11: Performance of depth estimation models across different perturbations, measured in the
error and stability of the d( 125 metric. Best results are highlighted in bold.

Perturbation Type ~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Roll Self Con. ({) 41.35 19.79 27.31 2483  21.15 2936 27.30

Obj Material Swap ~ Self Con. ({) 32.99 14.43 19.17 12.97 1323 2319 19.33
Scene Material Swap Self Con. ({) 34.94 16.79 20.81 18.19 1591 2442 21.84
Lighting Self Con. ({) 23.10 9.86 13.41 9.97 816 17.07 13.59

Obj Resizing Self Con. ({) 16.52  6.55 9.55 6.40 6.61 14.86 10.08
Average Self Con. ({) 29.78 13.48 18.05 1447  13.01 21.78 1843

Table 12: Self-consistency of the ¢ 125 metric across depth estimation models and perturbations.
Best results are highlighted in bold.
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Perturbation Type Metric MiDaS DAvl DAv2 ZoeD UniDV2 Metric3DV2 Marigold DepthPro MoGe GeoWizard VGGT  Avg

Cam Avg. Err. (1) 1310 1262 1147 1381 1100 1164 1437 869 1110 1351 1292 1220
DollyZoom  Acc. (ImStab. () 164 120 108 179  LI12 157 151 157 126 170 125 143
Cam Avg. Er. (1) 1729 1619 1403 1849 1396 1436 1821 1334 1454 1743 1556 1576
Roll Acc. (I)Swb. (}) 288 243 280 268 187 2.59 2.65 303 209 247 211 251
Cam Avg. Er. (1) 1357 1281 1154 1454 1086 11.65 1474 903 1112 1394 1260 1240
Pan/Tilt Acc. (Im)Swb. (}) 265 189 198 288 193 234 2.57 229 203 254 227 231
Obj Avg. Err. (1) 1450 1307 1215 1465 1148 1278 1497 932 1210 1403 1353 1296
Material Swap ~ Acc. (I)Stab. (1) 219 176 143 221 138 1.54 1.62 156 184 168 169 172
Scene Avg. Brr. (1) 1357 1264 1135 1397  10.89 1169 1403 9.56 1159 1365 1288 1235
Material Swap ~ Acc. (InStab. (1) 225 208 181 241 169 1.94 1.94 236 223 206 216 2.09
Lichting  AVEEm (1) 1372 1323 1174 1431 1155 12.06 1451 940 1149 1399 1301 1264
EHE Acc. mSwb. (J) 143 088 098 156 081 113 1.20 144 114 140 123 120

Obj Avg. Err. (1) 1356 1290 1194 1451 1159 1221 1468 926 1169 1395 1343 1270
Rotation ~ Acc. (IWSwb. (1) 225 197 192 228 182 1.94 221 183 2271 237 207 209
Obj Avg. Err. (1) 1329 1267 1175 1367 1121 1191 1420 890 1159 1351 1301 1234
Resizing  Ace. ImStb. (J) 211 194 180 235 197 195 2.40 163 199 246 207 206
Obj Avg. Er. (1) 1391 1324 1209 1463 1185 12.67 1484 941 1211 1410 1360 1295
Translation  Acc. (ImStab. () 181 139 132 202 121 144 163 153 169 1.83 147 158
Obj Avg. Err. (1) 1404 1355 1287 1467 1284 13.32 1583 1140 1172 1502 1352 1353
Occlusion  Acc. (I)Stab. (}) 255 204 185 266 194 1.96 2.54 205 235 226 252 225
NonRigid  Avg. Emr. ({) 1368 13.02 1197 1440 1155 1221 1460 920 1160 1382 1332 1267
Obj Deformation  Acc. (I)Stab. (1)~ 3.54  2.82 244 330 253 240 3.07 255 268 314 294 2586
Average Avg. Brr. (1) 1402 1327 1208 1469 1171 12.41 1500 977 1188 1427 1340 1295
verag Acc. ImStab. (1) 230 185 177 238 166 189 2.12 19 196 217 198 201

Table 13: Performance of depth estimation models across different perturbations, measured in the
error and stability of the RMSE metric (in cm). Best results are highlighted in bold.

Perturbation Type ~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Roll Self Con. (J) 5.68 4.11 4.40 3.06 371 593 448

Obj Material Swap ~ Self Con. () 4.23 4.30 4.02 1.88 310 395 358
Scene Material Swap Self Con. (]) 4.04 3.78 3.44 2.29 338 443 356
Lighting Self Con. (J) 2.94 3.93 3.74 1.70 257 351 3.07

Obj Resizing Self Con. (J) 2.52 3.03 3.15 1.46 219  3.08 257
Average Self Con. (J) 3.88 3.83 3.75 2.08 299 418 345

Table 14: Self-consistency of the RMSE metric (in cm) across depth estimation models and perturba-
tions. Best results are highlighted in bold.
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E.3 Results for metrics AbsRel,d; 125 and RMSE for Scale-Only Alignment

Perturbation Type Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Avg. Err. () 553 3.46 3.99 221 246 364 355
Dolly Zoom  Acc. (In)Stab. (}) 1.70  1.26 1.33 0.79 075 139 120
Cam Avg. Err. (1) 534 334 3.95 3.48 353 549 419
Roll Acc. (In)Stab. () 2.07  1.54 1.55 1.56 148 227 175
Cam Avg. Err. (1) 548 236 3.07 2.07 259 378 323
Pan/Tilt Acc. (In)Stab. (}) 1.77  0.88 1.31 0.70 075 137 1.13
Obj Avg. Err. ({) 565 259 2.83 1.91 233 380 3.18
Material Swap ~ Acc. (In)Stab. (}) 221 114 0.85 0.71 0.85 232 135
Scene Avg. Err. (1) 6.23  2.34 2.56 2.57 286 3.87 3.40
Material Swap ~ Acc. (In)Stab. () 240  1.38 1.04 1.57 177 291 185
Lighti Avg. Err. ({) 558 239 3.09 1.93 245 342 3.14
1ghting Acc. (In)Stab. (1) 144 091 0.87 069  0.66 142 1.00
Obj Avg. Err. (1) 544 299 3.65 2.21 253 348 338
Rotation Acc. (In)Stab. () 142 0.65 0.90 0.68 073 134 0095
Obj Avg. Err. ({) 558  3.05 3.45 2.19 248 363 3.40
Resizing Acc. (In)Stab. ({) 101  0.57 0.64 0.61 040 128 0.75
Obj Avg. Err. (1) 504 323 3.91 2.20 250 346 3.39
Translation  Acc. (In)Stab. () 135  1.07 1.55 0.68 0.68 123 1.09
Obj Avg. Err. (1) 513 250 2.86 2.19 232 347 3.08
Occlusion Acc. (In)Stab. ({) 146  0.84 0.83 0.69 0.82 133 1.00
Non-Rigid Avg. Err. ({) 491 276 3.46 2.08 233 330 3.14
Obj Deformation  Acc. (In)Stab. (}) 1.51  1.01 1.02 0.72 072 123 1.03
Average Avg. Err. (1) 545 282 3.35 2.28 258 376 337

g Acc. (In)Stab. ({) 1.67  1.02 1.08 0.85 087 165 1.19

Table 15: Performance of depth estimation models across different perturbations, measured in the
error and stability of the AbsRel metric. The scale of each prediction was aligned for evaluation. Best
results are highlighted in bold.

Perturbation Type ~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Roll Self Con. (1) 4.95 2.69 3.48 3.35 317 491 376

Obj Material Swap ~ Self Con. ({) 4.48 2.09 2.12 1.81 172 371 2.66
Scene Material Swap Self Con. (]) 4.75 2.51 2.52 2.66 280 445 328
Lighting Self Con. (J) 2.90 1.48 1.72 1.54 1.52 253 195

Obj Resizing Self Con. (}) 2.14 1.07 1.48 1.16 099 236 1.53
Average Self Con. ({) 3.84 1.97 2.26 2.11 204 359 264

Table 16: Self-consistency of the AbsRel metric across depth estimation models and perturbations.
The scale of each prediction was aligned for evaluation. Best results are highlighted in bold.
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Perturbation Type Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg

Cam Avg. Err. (1) 4711 7346 65.17 7737 7588 69.26 68.04
Dolly Zoom  Acc. (In)Stab. (}) 1240  8.89 9.99 939 1217 833 1020
Cam Avg. Err. (1) 4278 66.29 60.13 5977 6597 5848 5890
Roll Acc. (I)Stab. (1) 1479  14.68 13.58 18.09 1450 1231 14.66
Cam Avg. Err. (1) 4680  76.99 69.41 7925 7446 7044 69.56
Pan/Tilt Acc. (In)Stab. () 13.04  7.84 1037 976 1026 8.60 9.98
Obj Avg. Err. (1) 4378 7695 7135 80.72 7637 69.52 69.78
Material Swap ~ Acc. (In)Stab. ({) 13.10  9.09 9.48 949 1114 1332 10.94
Scene Avg. Err. (1) 4325 8115 72.68 7735 7330 6950 69.54
Material Swap ~ Acc. (In)Stab. ({) 13.86 11.83 11.33 1449 1463 1482 1349
Liehtin Avg. Err. (1) 4607  77.08 68.35 8033 7561 7201 69.91
ghting Acc. (In)Stab. (}) 9.74  8.42 7.84 840 795 931 86l

Obj Avg. Err. (1) 4699  74.69 66.66 7723 7486 6951 6832
Rotation Acc. (In)Stab. (}) 875  6.80 7.67 895 871 809 816
Obj Avg. Err. (1) 4595 7697 67.77 7999 7497 7022 6931
Resizing Acc. (In)Stab. (}) 7.05  4.50 5.76 635 559 754 613
Obj Avg. Err. (1) 4755  73.53 65.95 7721 7601 69.64 6832
Translation  Acc. (In)Stab. (1) 10.61  7.20 9.05 890 817 9.00 882
Obj Avg. Err. (1) 4858  74.52 68.05 7594 7599  68.67 68.62
Occlusion  Acc. (In)Stab. (1) 10.87  8.99 9.67 1047 1098 10.52 10.25
Non-Rigid  Avg. Err. (1) 4726 77.02 70.13 7769 7728 7172 7018
Obj Deformation  Acc. (In)Stab. (1) 1228  8.12 9.19 1016 920 972 978
Average Avg. Err. (1) 4601  75.33 67.79 76.62 7461 69.00 6823
g Acc. (In)Stab. (1) 11.50  8.76 9.45 1040 1030 10.14 10.09

Table 17: Performance of depth estimation models across different perturbations, measured in the
error and stability of the dg 125 metric. The scale of each prediction was aligned for evaluation. Best
results are highlighted in bold.

Perturbation Type ~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Roll Self Con. ({) 5324 30.78 40.16 40.54 3255 40.02 39.55

Obj Material Swap ~ Self Con. (1) 43.20 18.63 23.79 1728  16.18 29.48 24.76
Scene Material Swap Self Con. (]) 45.89 21.72 25.76 2491 2345 31.55 28.88
Lighting Self Con. ({) 30.28 12.90 16.66 14.18  12.60 2290 18.25

Obj Resizing Self Con. ({) 21.58 741 12.32 8.84 727 1793 1256
Average Self Con. ({) 38.84 18.29 23.74 21.15 18.41 28.38 24.80

Table 18: Self-consistency of the dy 105 metric across depth estimation models and perturbations.
The scale of each prediction was aligned for evaluation. Best results are highlighted in bold.
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Perturbation Type Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg

Cam Avg. Err. ({) 3824  47.84 48.51 24.60 36.09 40.81 39.35
Dolly Zoom  Acc. (In)Stab. (}) 17.44 14.20 20.26 10.14 1050 14.06 14.43
Cam Avg. Err. ({) 4474 43.00 45.01 37.64 4079 54.63 44.30
Roll Acc. (In)Stab. () 17.29  16.84 15.57 1391 1432 2022 1636
Cam Avg. Err. ({) 4242 36.88 36.51 2333 3646 4141 36.17
Pan/Tilt Acc. (In)Stab. (1) 16.18  12.53 13.35 6.90 9.07 1201 11.67
Obj Avg. Err. ({) 4183 4522 36.65 21.63  33.61 47.00 37.66
Material Swap ~ Acc. (In)Stab. () 17.91  16.51 10.61 7.23 12.53 2634 15.19
Scene Avg. Err. () 46.94  34.04 27.59 2469 3594 45.18 35.73
Material Swap ~ Acc. (In)Stab. () 19.41  16.02 9.94 1224 18.09 2929 17.50
Lichtin Avg. Err. ({) 41.17 3930 36.48 21.85 3439 40.74 35.66
ghting Acc. (In)Stab. (}) 1223 1216 11.56 7.83 9.62 1473 11.35

Obj Avg. Err. (}) 38.67  44.99 46.17 2408 3510 3892 37.99
Rotation Acc. (In)Stab. () 11.49  8.49 11.04 6.68 891 10.64 9.54
Obj Avg. Err. ({) 39.00 47.76 42.49 24.02 38.18 41.07 3875
Resizing Acc. (In)Stab. () 934  9.64 11.34 591 8.03 11.66 9.32
Obj Avg. Err. (1) 3590 51.99 55.82 26.18 3720 42.61 41.62
Translation Acc. (In)Stab. (}) 11.83  16.19 23.69 7.23 9.95 1270 13.60
Obj Avg. Err. ({) 31.92  31.77 31.30 2142 2480 3055 28.63
Occlusion Acc. (In)Stab. (]) 1141 1223 11.18 6.39 11.07 1262 10.82
Non-Rigid Avg. Err. ({) 3598  43.52 46.43 2313 3252 37.09 3645
Obj Deformation  Acc. (In)Stab. ({) 14.27 1273 14.87 6.85 9.02 11.11 11.48
Average Avg. Err. ({) 3971 42.39 41.18 2478 3501 41.82 3748

8 Acc. (In)Stab. ({) 14.44 13.41 13.95 8.30 11.01 1594 12.84

Table 19: Performance of depth estimation models across different perturbations, measured in the
error and stability of the RMSE metric (in cm). The scale of each prediction was aligned for evaluation.
Best results are highlighted in bold.

Perturbation Type =~ Metric ZoeD UniDV2 Metric3DV2 DepthPro MoGe VGGT Avg
Cam Roll Self Con. (1) 7.07 5.03 6.04 4.67 489 808 596

Obj Material Swap ~ Self Con. ({) 5.50 5.50 4.59 2.29 371 537 449
Scene Material Swap Self Con. (]) 5.52 4.70 4.11 3.07 450 625 4.69
Lighting Self Con. ({) 3.58 4.41 4.11 2.07 312 445 3.62

Obj Resizing Self Con. (1) 2.86 3.40 3.69 1.71 254 381 3.00
Average Self Con. (L) 4.90  4.61 4.51 2.76 375 559 435

Table 20: Self-consistency of the RMSE metric (in cm) across depth estimation models and perturba-
tions. The scale of each prediction was aligned for evaluation. Best results are highlighted in bold.

F Broader Impacts

Robust depth estimation is a critical component in robots, self-driving cars, and other autonomous
Al systems that interact with humans and objects in the world. Premature deployment of systems
which are not suitably robust could pose dangers to humans as well as public or private property. Our
evaluation reveals some of the manners in which current systems are not sufficiently robust. In this
sense, we hope to further the development of safe and robust models. However, we do not intend for
our evaluation to act as a sufficient guarantor of robustness, and individuals deploying systems in the
real-world must consider many additional factors.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We discuss our methods for evaluating robustness in section [3|and our findings
and their implications in section 4]

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations in section 3]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We do not give any theoretical results in this work.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We release our dataset and code. Precise experimental details are also given in
the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We release the dataset and code as mentioned above.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The method for aligning the predictions to the object mask are described in
section [3} more precise details are given in the appendix and the exact masks and additional
parameters are in the dataset.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Figure |2 represents an aggregation over 5 objects, 8 scenes per object, and
15-30 variations per scene. Figure [3]similarly represents an aggregation over objects, scenes,
and models. We directly use the variance of these measurements, aggregated over all scenes,
in our robustness metrics. However, we do not report these variances as error bars.

Guidelines:

» The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: This information is given in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: All research in this paper has been performed with the highest ethical standards,
meeting that of the NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: These are discussed in the appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The dataset released does not have a high risk of misuse. It consists of
generated synthetic scenes of indoor and outdoor environments, of which many superficially
similar images and scenes are already freely available.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all papers from which we use code and other assets. We use code

primarily from the models mentioned in [I] and Infinigen [27], [28]. Infinigen is BSD-3
licensed and does not depend on any external 3D assets.

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We introduce a dataset and code for performing robustness evaluation. Both
have accompanying documentation.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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