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ABSTRACT

In high-stakes domains, small task-specific models are crucial due to their low
computational requirements and the availability of numerous methods to explain
their results. However, these explanations often reveal that the models do not
align well with human domain knowledge, relying instead on spurious correla-
tions. This might result into brittle behaviour once deployed in the real-world.
To address this issue, we introduce a novel and efficient method for aligning
small task-specific vision models with human domain knowledge by leveraging
the generalization capabilities of a Large Vision Language Model (LVLM). Our
LVLM-Aided Visual Alignment (LVLM-VA) method provides a bidirectional in-
terface that translates model behavior into natural language and human class-level
instructions into image-level critiques, enabling effective interaction between do-
main experts and the model. We show that our method improves model perfor-
mance whilst drastically reducing the need for extensive fine-grained feedback.

1 INTRODUCTION

Figure 1: LVLM-Aided Visual Alignment (LVLM-
VA) of a small task-specific vision model with human
knowledge, using Explanable AI (XAI) in conjunction
with a Large Vision Language Model (LVLM) Critic &
Judge pair. The knowledge is induced into the system
via human defined class-level specifications contained
in prompts.

In an era of increasingly large general-purpose
models, reliable small task-specific vision mod-
els are still of vital importance. This is espe-
cially true in many high-stakes domains where
interpretability and trustworthiness demands
are rigorous. For these non-functional require-
ments, current Large Vision Language Models
(LVLMs) fall short (Guan et al., 2024; Yang
et al., 2021). However, ensuring the continuous
reliability of small task-specific models also re-
mains a challenge (Decker et al., 2023). In this
work, we introduce a synergetic approach lever-
aging the benefits of both paradigms.
Spurious correlations in the training data set
can cause a model to learn shortcuts, resulting
in brittle behaviour when used in the real world
(Lapuschkin et al., 2019; Rueckel et al., 2020).
One way to tackle this issue and increase the
reliability of models is to explicitly incorporate human domain knowledge into the model training
pipeline (Von Rueden et al., 2021). Recent works have addressed this challenge by fine-tuning the
model with human critique based on explanations of the current model behaviour (Teso & Kerst-
ing, 2019; Ross et al., 2017). Thereby, these methods improve the alignment of the model with
human reasoning. However, they often require extensive fine-grained feedback for each image
(Schramowski et al., 2020). Furthermore, explanations of the current model behaviour and feed-
back on potential errors must be provided directly in the image space (Ross et al., 2017). This
results in inefficient and non-human-centered interaction with the model. Gu et al. (2024) introduce
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an approach to use an LVLM to provide explanations of the model’s decision in natural language.
They do not consider the natural language interface to inject human feedback back into the model.
However, the bidirectional process of adapting an ML model is not only important to consider for
incorporating human knowledge and values but also for increasing user trust (Shen et al., 2024). In
this work, we propose a novel LVLM-aided approach to align small task-specific vision models with
human domain knowledge. The LVLM acts as a translator in both directions: First, it transforms
explanations of current model behaviour from image space into natural language, highlighting spu-
rious correlations. Second, it translates human domain knowledge about the vision task, represented
in natural language, into instance-wise critiques in image space. Thus, the LVLM provides a more
intuitive interface for domain experts to actively steer the model and critically evaluate its reasoning.
We show that our approach can drastically reduce the amount of fine-grained feedback required for
debugging vision models while effectively increasing their performance.

2 DETECTING SPURIOUS CORRELATIONS

In the initial step, a combination of Explainable AI (XAI) and an LVLM is used to steer the be-
haviour of the vision model f and reduce spurious correlations. This combination generates an
instance-wise corrective signal based on class-level human specifications. First, explanation maps
M(f, x) in image space are generated on a set of alignment samples x that may deviate from the
training distribution. The explanations represent a proxy of the current model behaviour to the
LVLM. This step is agnostic to the specific XAI approach. Thus, a variety of methods can be
considered that highlight the model’s attention in the image (Lundberg & Lee, 2017; Binder et al.,
2016; Ribeiro et al., 2016; Zhou et al., 2016). Since Yang et al. (2023) show that pre-segmentation
of images improves the performance of LVLMs on vision tasks, we introduce a subsequent seg-
mentation step. Note that, as we later want to identify which part of the explanation should be
adapted, we segment the explanation map as shown in Figure 2 instead of the original input image.

Figure 2: Verdict generation by Critic & Judge pair
based on clustered explanations for an MLP trained on
digit classification with artificial decoys. The example
image shows a confounder in the top right corner.

Subsequently, the segmented explanation map
C, together with the original image x and the
ground truth label y, are provided to the LVLM-
based Critic g. To facilitate g in detecting if the
vision model f relies on spurious features, it is
instructed to utilize a chain-of-thought process.
The introduced prompt guides the model to ex-
amine the original image and identify which ar-
eas belong to the ground truth class y, deter-
mine for each segmented cluster which parts of
the original image are included, combine both insights, and describe if a cluster covers a relevant
region, and lastly provide a verdict whether a cluster is relevant based on the previous insights. To
further steer the LVLM in this process and emphasize what important concepts define a particular
class, class-specific prompts include human-defined descriptions about how to accurately recognize
the class. Those prompts are selected on the basis of the label of the alignment sample. As these
descriptions allow scaling class-level human feedback to instance-wise critique, they drastically de-
crease human effort for aligning the model. To subsequently utilize the LVLM assessment and
reduce task complexity, an LLM Judge h, which can be the same model as g, is used to derive a final
binary verdict R for x from the free-form output of g. It classifies whether a cluster represents a spu-
rious feature yielding a single binary value Rj per cluster j in C. The class-independent prompt to
the judge h is further used to steer the final verdict by including example pairs of Critic assessments
and corresponding binary human verdicts. Besides aligning the final verdict with human knowl-
edge, literature shows that such few-shot examples can also drastically increase the performance of
an LLM on specified tasks (Brown et al., 2020). We refer to the Appendix for more details about the
prompts as well as example outputs.

3 LVLM-AIDED VISUAL ALIGNMENT (LVLM-VA)

Different previous works have focused on correcting model explanations (Ross et al., 2017; Slany
et al., 2022) by aligning them with fine-grained human feedback (Schramowski et al., 2020) in the
form of instance-wise corrections in image space. In our novel LVLM-VA approach, we utilize the
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Right for the Right Reasons (RRR) loss function introduced by Ross et al. (2017) for the alignment:
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Here, N is the number of used alignment samples, K refers to the number of classes, and D is the
dimensionality of the input x. The first term ”right answers” corresponds to the cross-entropy loss,
optimizing the model to make correct classification predictions. The second term ”right reasons”
ensures that the model’s decisions are based on relevant features by reducing the gradient in areas
deemed irrelevant by experts via a binary mask A, steering the model to focus on important features
and avoid spurious correlations. Additionally, an optional term ”regularization” on the model param-
eters θ can be added to prevent overfitting. We automatically transfer the binary verdicts generated
via the Critic & Judge pair into the correctory maps A:

A =

J∑
j=1

Rj · 1 [C = j] ,

where the cluster verdict Rj is applied to the corresponding cluster j in the segmented explanation
map C such that A only features clusters considered to be spurious. By this, we render the
previously required tedious per-instance interaction to generate the expert maps obsolete.

4 EXPERIMENTS

Experimental Setup We evaluate our work on a digit classification dataset with artificial decoys,
which is used in literature to study model debugging (Ross et al., 2017). Each image in the dataset
contains a grey patch in a random corner. While the shade of grey for the samples in the training set
depends on the digit k (255 − 25 · k), it is chosen randomly in the test set. With this, these patches
represent simple shortcut candidates for the model in the training set, but harmful confounders in
the test set. This is also represented by an accuracy on the training set of 99% and an accuracy
on the test set of 54% for the initially trained Multi-Layer-Perceptron (MLP). For debugging, we
draw B = 256 samples xa from the alignment set, which in turn is a distinct subset drawn from
the test distribution and thus not subject to the spurious correlations contained in the training data.
As a sampling strategy, we have drawn the B samples where the original model f has the highest
output entropy. We then use DeepLiftSHAP (Lundberg & Lee, 2017) to generate the explanation
maps M(xa, f). They are segmented into clusters using a Gaussian mixture model (Dempster et al.,
1977). The segmented explanations C, in combination with the input image xa and the ground truth
label ya, are fed to the Critic, which is represented by a GPT-4 Vision model. The final verdict is
generated by a GPT-4 model (Achiam et al., 2023). For the alignment step using the RRR loss, the
alignment samples xa are mixed with the training samples xs in each batch of size I with a ratio of
Ixa

Ixs
= 1

8 . Given that an epoch for NTrain training samples consists of NTrain

Ixs
train iterations which

is usually greater than B
Ixa

, the alignment samples are oversampled. With this procedure, we aim to
avoid catastrophic forgetting of previously learned correct features while steering the model towards
neglecting spurious correlations.
Throughout our evaluation, we assess the benefit of the different components of LVLM-VA. Thus,
we report results when excluding the ”right answer” term (λ1 = 0) and solely providing (xa, ya)-
pairs during fine-tuning. Additionally, we evaluate the effect of removing the introduced segmenta-
tion step. For this purpose, we directly use image-level verdicts to generate the correctory maps A
as

A = R · I (M(x, f), c) with I(M, c) =

{
1 if M ≥ c

0 if M < c
,

where the optimal binarization threshold c is determined to be 0.68. As baselines for our method, we
use the intuitive lower and upper bounds for human involvement given by not tuning the model at all
and using instance-wise human-generated expert masks A, respectively. We refer to the Appendix
for more details to the experimental setup.

3



Published at the ICLR 2025 Workshop on Bidirectional Human-AI Alignment (BiAlign)

Figure 3: t-SNE plot of the embeddings of the MLP before and after the alignment step using LVLM-VA.

Results As a prerequisite, we initially evaluate the alignment of the verdicts generated by the
Critic&Judge pair with human generated ground truth assessments. When directly asking if the
shown explanation map M(xa, f) includes any spurious features, we observe a significant increase
in the accuracy of the verdicts from 59% to 78% when providing examples to the Judge via few-shot
learning. Our proposed segmentation of the explanations achieves another considerable improve-
ment. It simplifies the task for the Critic into only answering if the specific cluster includes spurious
features. With this approach, a verdict accuracy of 89% can be reached. Figure 3 highlights that
using the generated verdicts in the alignment reduces the model’s reliance on simple shortcuts. This
leads to a less distinct clustering of the embeddings on the training set but better class discrimination
on the test set. In order to also quantitatively evaluate the increased alignment of the model and the
success of the debugging step, we introduce an alignment metric adapted from (Kohlbrenner et al.,
2020; Koebler et al., 2024) between the ground truth masks A(GT ), i.e., the artificial decoys in the
corner, and the explanation masks after alignment M(x, f) for N samples as

µAlign = 1−
∑N

n=1

∑D
d=1 A

(GT )
n,d Md(xn, f)∑N

n=1

∑D
d=1 A

(GT )
n,d

.

Setup Accuracy Alignment
Initial Model 0.5449 0.5605

Only Labels (λ1 = 0) 0.7544 0.6076
LVLM-VA (no clustering) 0.9744 0.9805

LVLM-VA 0.9806 0.9967

Human Verdicts 0.9833 0.9999

Table 1: Comparison of LVLM-VA with the initial
model, the model fine-tuned without ”right reason” term,
and the model aligned with human defined masks.

As shown in Table 1, our novel LVLM-VA
approach can drastically increase the model’s
performance on the test set, clearly outper-
forming the baseline solely relying on seman-
tic labels. Further, our approach is on-par
with utilizing fine-grained instance-wise hu-
man feedback whilst drastically reducing the
required human effort. The approach with-
out segmentation presents some challenges,
which are reflected in the lower accuracy and
alignment. In some cases, the Critic struggles
to correctly interpret the different degrees of
importance from the complex color-shaded explanation map. Furthermore, in many cases, the model
f might focus on spurious and non-spurious features, in which case reducing to a single verdict is
insufficient.

Figure 4: Change of the test accuracy and alignment
for LVLM-VA using different budgets B with and with-
out clustering of the explanation maps.

We conducted an ablation study on budget size
B, to further investigate the need for fine-
grained human involvement required to provide
ground truth labels. Figure 4 shows that even
significantly smaller budget sizes greatly im-
prove model performance. In addition, seg-
menting the explanations provides increased
benefits in the low-budget regime.

5 CONCLUSION

We proposed LVLM-Aided Visual Alignment
(LVLM-VA) as a novel approach to correct spu-
rious correlations and thus increase the performance of small task-specific vision models. LVLM-VA
translates model behavior into natural language and incorporates human class-level descriptions via
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instance-wise critique into the model. By this, we provide an efficient human-centered interface to
align the model with domain knowledge without the need for extensive fine-grained feedback. An
interesting avenue for future research is to scale the method to high-dimensional datasets, potentially
using concept-based explanation methods to further increase the fidelity of the alignment between
the human and the ML model.
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A APPENDIX

The following sections provide further details about the training procedure and the used prompts.

A.1 TRAINING PROCEDURE

In this section we would like to provide further details on the training procedure of the used two
layer Multi-Layer Perceptron (MLP) with a width of 256.

Initial Model In the initial phase, the model is trained for a maximum of 100 epochs with early
stopping using an Adam optimizer, a learning rate of 0.001, and a batch size of 64.

Alignment The explanations for the current behaviour of the model f are generated using
DeepLiftSHAP (Lundberg & Lee, 2017) implemented by (Kokhlikyan et al., 2020). To remove
noise from the explanations and produce a more coherent clustering, a threshold for the model’s at-
tention is applied to the explanation maps. They are then clustered using a Gaussian Mixture Model
implemented in (Pedregosa et al., 2011). In the fine-tuning step using the RRR loss, the learning
rate is reduced to 10e−4 and the training time is extended to 800 epochs. Every batch is augmented
by 8 samples from the budget B yielding a new batch size of 64 + 8 = 72. The samples in the
budget B are sampled from a distinct alignment set of size 2000 split from the original validation
set to prevent leakage.

A.2 PROMPTING THE CRITIC & JUDGE

In this section we document the prompts, including few-shot examples, used for the Critic and Judge
in Figure 5 and Figure 6 respectively. We further provide the class-level descriptions in Table 2 used
to steer the model’s alignment and finally we present a detailed example output of the models in
Figure 7.

Class Description
0 A closed, continuous loop with no starting or ending point, representing a circle or

oval shape.
1 A single, straight vertical line, typically with a small base or serif at the bottom.
2 A curved line starting from the top, forming an open loop to the right, and then

descending in a diagonal line toward the left.
3 Two small, open, curved loops stacked vertically, each curving to the right,

connected in the middle.
4 A vertical line with an angled horizontal line starting from its midpoint, and a

diagonal line connecting the top of the vertical line to the bottom of the
horizontal line.

5 A horizontal line at the top connected to a vertical line descending downward,
which then curves sharply to the left and forms an open loop.

6 A vertical line starting from the top, curving downward to the left, and forming a
closed loop at the bottom.

7 A horizontal line at the top connected to a diagonal line that descends toward the
left, with no curves or loops.

8 Two distinct loops one on the top and one on the bottom connected in the middle.
9 A small loop at the top with a vertical line descending downward from the

loop’s right side.
Table 2: A summary of all classes and the corresponding descriptions used in the Critic prompt.
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Figure 5: Prompts for the Crtic model to generate free-form judgments about the model’s reliance on spurious
features. The prompts are provided with the ground truth label, a class-level description, and the number of
clusters if applicable.

Figure 6: Prompts for the Judge model to generate binary verdicts if the model is predominantly focused
on areas relevant with respect to the actual class. The model is provided with few-shot examples, including
human-defined input-output pairs.

Figure 7: Example output of the Critic & Judge pair for an input where the model f focuses on the confounder
in the top right corner. The models correctly identify this failure and assign the correct binary verdict to the
corresponding cluster.
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