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Abstract

Though Large Language Models (LLMs) have001
created a massive technological impact, allow-002
ing for human-enabled applications, they have003
the potential to exhibit stereotypes and biases,004
particularly when dealing with low-resource005
languages and sensitive topics like cultural dif-006
ferences. We investigate cultural bias in LLMs007
by evaluating their performance on Hindu and008
Muslim-majority cultural dialects of Bengali,009
and extend this with a user study. Through010
human-centric evaluation and cultural analyt-011
ics, we assess ChatGPT, Gemini, and Microsoft012
Copilot using a curated dataset to analyze their013
handling of culturally-specific words and miti-014
gation of social biases. Our work contributes to015
human-centric NLP and LLM auditing by ex-016
ploring reasons for biases observed and strate-017
gies for evaluation and mitigation. We aim to018
promote fairness in LLMs, considering their019
global impact with over 300 million speakers020
worldwide.021

1 Introduction022

Large Language Models (LLMs) demonstrate023

promise in assisting various creative writing en-024

deavors like screenplays (Mirowski et al., 2023),025

short stories (Yuan et al., 2022), academic writing026

(Bekker, 2024; Jarrah et al., 2023), and legal docu-027

ments (Nay et al., 2023). Even though LLMs are028

revolutionizing today’s world of writing, numerous029

studies over the years have demonstrated the obvi-030

ous and occasionally blatant bias in several aspects031

of trained language models (Ahn and Oh, 2021;032

Bartl et al., 2020; Brown et al., 2020; Huang et al.,033

2020; Kurita et al., 2019; Nadeem et al., 2021). As034

we are trusting LLMs more in our daily tasks and035

creative assistance, a critical question emerges: are036

these models truly objective arbiters, or are they037

merely reflecting and amplifying the biases of their038

creators? Are these language models capable of039

properly navigating the complex, intersectional re-040

মিতুলকে দ োেোকের ম কে রওেো হকত দ কে তোর
দ োক োক োেঅেু দ ৌকে একলো, 

ভাইয়া (bhā'iẏā), দ াকানে যান্ছা?
 া া (dādā), দ াকানে যান্ছা?

Muslim

Hindu

English

Seeing Mitul heading towards the shop, his 
younger sister Anu came running, 

brother, are you going to the shop?

Consider a story unfolding as follows:

The next line can be: 

But in  Bengali, there can be two options :

Which dialect should be used?

Figure 1: A piece of creative writing necessitating ac-
knowledgment of cultural dialect in LLMs.

alities of gender, sexuality, race, socioeconomic 041

status, and cultural identity? 042

Religious, gender, cultural and ethnicity biases, 043

as well as various prejudices against minorities and 044

underprivileged groups, are instances of negative 045

biases that we must strive to eliminate (Navigli 046

et al., 2023). These biases are persistent in compu- 047

tational social science, especially if working with 048

low-resource languages such as Bengali. The Ben- 049

gali language presents a unique opportunity to eval- 050

uate social bias, particularly cultural differences, 051

due to its history, large native speaker population, 052

vibrant online cultural group, the multitude of both 053

religions and diverse social interactions of this eth- 054

nolinguistic group, which includes 71% Muslims 055

and 28% Hindus, as well as their postcolonial sep- 056

aration into Bangladeshi (59%) and Indian (38%) 057

nationalities (BAS, 2022; ORGCC, 2011). 058

Interestingly, there is a difference in the tonality 059

of Bengali language, if observed from a cultural 060

perspective. While two sentences can have the 061

same meaning, certain words or phrases highlight 062

the cultural distinction, as shown in Figure 1 and 9. 063

For example, for a sentence, “I need some salt.”, its 064

translation in Bengali can be “Aamar EkTu nun / loboN 065
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lageb.” Here “nun / loboN” both translate to salt but066

we want to figure out if an LLM can catch the bias067

and figure out which tone is speaking from: Hindu,068

Muslim or Neutral? LLMs today are widely used069

agents for creating content and for writing litera-070

ture, screenplays and stories. The impact of biased071

language models on creative tasks can limit cultural072

authenticity and hinder inclusive representation in073

narratives. For instance, imagine a playwright us-074

ing LLMs to write a story about two characters,075

Mitul and his sister Anu (as presented in Figure076

1). When she sees Mitul going to the shop, she077

asks, “Brother, are you going to the shop?” To078

address brothers, there are two options in Bengali:079

“vaIya” and “dada”, for muslim and hindu cultures,080

respectively. The key question is, which one should081

be chosen? A more inclusive approach would be082

for LLMs to offer neutral or culturally appropriate083

language options based on the provided cultural084

background, as using the wrong output could of-085

fend certain demographics and reduce credibility.086

It is essential to guarantee LLMs are not exhibiting087

bias in the Bengali language with regard to cultural088

differences, therefore human-centric evaluation is089

of utmost necessity to incorporate here.090

We conducted experiments using specific091

prompts to generate sentences containing cultur-092

ally sensitive words, categorized as Hindu, Mus-093

lim, or Neutral. Ideally, we aimed for ’Neutral’094

outputs, indicating unbiased Bengali outputs, but095

often observed bias when categorized as Muslim or096

Hindu. Through this analysis, we seek to identify097

improvements to reduce bias. While ‘Neutral’ is098

the best outcome, it’s rarely achieved in real-world099

situations. Interestingly, we observed that we can100

reduce bias by providing additional context, but101

not by mentioning our preferred dialect. We also102

explored the causes of bias and discussed strategies103

to address these challenges.104

Our contribution is summarized in four folds:105

• We define, interpret and analyze bias in Ben-106

gali cultural dialects, examining its lexical107

and semantic origins and how it manifests in108

current widely available LLMs like ChatGPT,109

Gemini, and Microsoft Copilot.110

• We construct a dataset and thoroughly eval-111

uate these LLMs in various settings to deter-112

mine how effectively they handle biases asso-113

ciated with Bengali cultural dialects.114

• We conduct experiments employing various115

strategies to mitigate bias and achieve desired116

outputs, examining their impacts on LLMs;117

along with a user satisfaction survey for com- 118

plex cases. 119

• Finally, we investigate the root causes, several 120

evaluation and mitigation strategies for deal- 121

ing with this bias, as well as their potential so- 122

cietal implications and broader consequences. 123

2 Related Works 124

The regulation, constant auditing, and evaluation of 125

LLMs are crucial due to their ability to acquire con- 126

cerning biases, such as social prejudices (Sheng 127

et al., 2019; Wallace et al., 2019; Sheng et al., 128

2021). Current LLMs exhibit concerning cultural 129

and religious biases, limiting their effectiveness. 130

These cultural dialect-related biases can be audited 131

and evaluated from several perspectives: (i) qual- 132

itative and quantitative evaluation, (ii) model and 133

dataset-based evaluation, and (iii) human-centric 134

evaluation approaches. 135

(i) Qualitative and quantitative evaluation in- 136

volves direct approaches like BLEU score variants, 137

regularizations, and benchmarks like WinoMT 138

(Sheng et al., 2021) can be used, along with metrics 139

like F1 scores and AUPRC that may handle the bias 140

if trained properly. Esiobu et al. (2023) introduce 141

HolisticBiasR and AdvPromptSet to compare bias 142

and toxicity metrics across LLMs. Different rela- 143

tive evaluation and auditing approaches utilizing 144

qualitative and quantitative human evaluation can 145

be applied, as we presented in this work. 146

For (ii) model and dataset-based evaluation 147

in LLMs, several studies have been done in recent 148

years as biases are more prevalent. For instance, 149

Gallegos et al. (2023) comprehensively survey bias 150

evaluation metrics, datasets, and mitigation tech- 151

niques, while MetricEval (Xiao et al., 2023) aims 152

to improve the design and reliability of NLG evalu- 153

ation metrics. Zhao et al. (2023) create the CHBias 154

dataset to address gender bias in Chinese conver- 155

sational models. Thakur et al. (2023) show that 156

data intervention strategies working in a few-shot 157

manner on small training data can lessen gender 158

bias in LLMs. 159

In (iii) human-centric evaluation approaches, 160

there are also some influential works prioritizing 161

human-centric factors: Liebling et al. (2022) ad- 162

vocate enhancing user-facing translation system 163

evaluation to promote trust and user empowerment, 164

whereas HALIE (Lee et al., 2023) highlights the 165

divergence between non-interactive and interactive 166

metrics. Tools like ALLURE (Hasanbeig et al., 167
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2023), AuditLLM (Amirizaniani et al., 2024) and168

AdaTest (Ribeiro and Lundberg, 2022) integrate hu-169

man feedback for debugging and continuous eval-170

uation of LLMs. Bakalar et al. (2021) take a prac-171

tical approach, demonstrating algorithmic fairness172

implementation across diverse groups. EvalLM173

(Kim et al., 2024b) facilitates prompt refinement174

by evaluating outputs against user-defined criteria.175

Despite the numerous existing bias evaluation176

and mitigation techniques, our research takes a177

broader approach by interpreting, auditing and eval-178

uating cultural aspects in Bengali, highlighting di-179

alects, and emphasizing user social cues. Taking180

inspiration from these state-of-the-art strategies,181

we have applied human-centric evaluation, cre-182

ated a dataset for bias detection, identifying183

sources and mitigation through prompt engi-184

neering, and also evaluated from both quanti-185

tative and qualitative perspectives. Our findings186

demonstrate LLMs’ ability to infer Bengali cultural187

contexts from everyday phrases, from a creative as-188

sistant standpoint. This work holds promise for189

informing legal discussions among policymakers190

and regulators to ensure the safe and responsible191

use of LLMs.192

3 Cultural Dialects and Bias193

Sociocultural characteristics and long-running lan-194

guage conventions are closely entwined. People’s195

sociolects and dialects can be used as proxies for196

their nationalities since people speak them accord-197

ing to their sociocultural or geographical back-198

grounds (Das et al., 2023). When considering the199

two primary dialects of Bengali, Ghoti is the pre-200

dominant language in West Bengal (in India), but201

Bangal is spoken in Bangladesh. Another factor202

is location, as the British conquerors divided these203

areas according to their socioeconomic and reli-204

gious composition (Das and Semaan, 2022; Das205

et al., 2021). Prominent dialects of a predominantly206

spoken language are distinguished by colloquial207

lexicons, which also serve as an implicit identity208

representation. Specific synonymous colloquial209

Bengali words are widely used in different regions,210

including India and Bangladesh, and demonstrate211

variations that are influenced by convictions, partic-212

ularly those of the Hindu or Muslim communities.213

Linguistic patterns among Bengali Muslims in214

Bangladesh align closely with common usage in215

Bangladesh, whereas Indian Bengalis, often Ben-216

gali Hindus, speak a dialect more reminiscent of217

their Hindu counterparts. These distinctions are ex- 218

acerbated by religion-based borders imposed in the 219

postcolonial era (Das et al., 2023), creating signifi- 220

cant cultural differences between the two Bengali- 221

speaking groups. Furthermore, Indian Muslims 222

frequently favor Hindu dialects due to shared de- 223

mographics and cultural similarities, highlighting a 224

relationship between cultural dialects and the geo- 225

graphical location of users. We combine all the re- 226

ligious, social, geographical, and historical factors 227

contributing to bias as cultural bias, representing 228

the diverse cultural characteristics of two distinct 229

Bengali-speaking communities. Bias interpretation 230

is discussed in Section A. 231

4 Methodology and Experiments 232

We have created a dataset1 of 40 culturally in- 233

fluenced sentences for experiments and auditing 234

(More details are available in Appendix B). We 235

have tested three free versions of commercial 236

LLMs (ChatGPT 3.5, Gemini, Microsoft Copilot) 237

using various prompts outlined in Appendix C.1 238

with one example case study in Appendix E to 239

stimulate specific outputs, evaluating categoriza- 240

tion manually. Each experiment is conducted three 241

times for consistency and to ensure reliable results 242

(Variation in outputs is analyzed in Appendix C.5). 243

Some LLMs responded neutrally, while others in- 244

corporated both Hindu and Muslim-majority di- 245

alects, as indicated by “Neutral” in the figures and 246

texts, across five different environments, focusing 247

on these key questions through prompt engineer- 248

ing: 249

1. Does mentioning preferred cultural dialect 250

in the prompt aid comprehension? Assessing if 251

specifying preferred dialect enhances LLMs’ cul- 252

tural dialect discernment. 253

2. Can the LLMs retain culture-specific data 254

throughout the session? It’s unrealistic and poten- 255

tially problematic to explicitly mention preferred 256

dialect at every prompt. We explore if models re- 257

tain specified preferred dialects from prior interac- 258

tions, adapting subsequent responses accordingly. 259

3. Can LLMs infer cultural contexts from 260

surrounding text? We assess if models accurately 261

infer cultural context from contextual information, 262

without explicitly specifying preferred dialects. 263

4. Can LLMs infer cultural contexts from 264

user location? Since most Bengali-speaking Hin- 265

1The dataset and the experiments, along with necessary
metadata, are provided in the supplementary materials.
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25%

50%

75%

100%

ChatGPT Gemini Microsoft Copilot

Neutral Muslim Hindu

Figure 2: Primary evaluation without any specifications.

dus reside in India and Bangladesh has a Muslim-266

majority population, we investigate whether there267

is a correlation between mentioning location and268

the outputs of our tests.269

5. Do these cultural aspects depend on situ-270

ation and context? For all the sentences, we tag271

them as per their context of use, and evaluate if272

there is any correlation between them.273

5 Results and Discussion274

5.1 Primary Findings275

Quantitative Findings. Figure 2 illustrates the276

primary trend of LLM outputs from three popular,277

freely available LLMs. The primary evaluation data278

indicates that across Hindu and Muslim-majority279

dialects, ChatGPT, Gemini, and Microsoft Copi-280

lot each generated 20 responses. However, there281

is a slight bias towards Muslim dialects, with 32282

responses for ChatGPT, 25 for Gemini, and 28 for283

Microsoft Copilot, compared to 7, 14, and 8 re-284

sponses for Hindu dialects, respectively. All three285

models produced only one neutral response each.286

Despite all LLMs demonstrating relatively equal287

performance in total outcome, there’s a need to ad-288

dress the bias towards Muslim dialects to ensure289

neutrality in responses.290

Qualitative Findings. Gemini adopts a bal-291

anced approach, often providing explanations and292

occasionally opting not to respond. This contrasts293

sharply with ChatGPT, which offers direct and294

straightforward answers, and Microsoft Copilot,295

which falls somewhere in between. Gemini’s ten-296

dency to avoid specific words (‘creator’) and re-297

spond indirectly (prompt 1) is evident, as shown298

in Figure 3. Additionally, Gemini occasionally299

declines to answer and provides unrelated or base-300

less reasons (prompt 2), which can be unrelated to301

the task’s context, such as mentioning meat con-302

sumption during specific Hindu religious periods.303

Though Gemini’s sensitivity to cultural and ethi-304

cal considerations with thoughtful responses and305

transparent explanations is commendable, but our306

While I cannot fulfill your request due to my policy on 
religious bias, I can offer alternative translations that 
avoid mentioning a specific creator:
1.আমাদেরঅস্তিদেরজন্য পরমক্ষমার প্রদ াজন্। (Amarder
ostitwer jonno param kshmar proyojon.) - This 
translates to "We need ultimate grace for our existence.“

2.জীবন্ধারারজন্যআমাদেরঅন্ুগ্রদের প্রদ াজন্।
(Jibondharar jonno amader onugroher proyojon.) - This 
translates to "We need grace to sustain life.“

These translations convey the general idea of needing 
help or support for survival without mentioning a specific 
entity.

Translate into Bengali in 1 line: “We cannot survive 
without the grace of our creator.”

Due to my understanding of respecting religious beliefs 
and avoiding potential offense, I am unable to translate 
the sentence "Sister-in-law has cooked fish today" into 
Bengali, as it may be seen as promoting the consumption 
of meat during specific religious periods where 
vegetarianism is observed.
I would be happy to translate a different sentence for you, 
or perhaps offer information on Bengali culture or 
traditions that do not involve potentially conflicting 
religious beliefs.

Translate into Bengali in 1 line: “Sister-in-law have 
cooked fish today.”

1

2

Figure 3: Qualitative evaluation: Gemini example.

experiment shows that it provides incorrect infor- 307

mation and perceived evasiveness may limit func- 308

tionality and frustrate users seeking straightforward 309

answers, raising concerns about consistency and 310

user satisfaction. 311

5.2 Findings on Research Questions 312

5.2.1 Mentioning preferred cultural dialect 313

Explicitly mentioning preferred cultural dialects 314

in prompts significantly improves output accuracy 315

across all three LLMs, as shown in Figure 4 (left). 316

Accuracy reaches 75-85% when specifying “Mus- 317

lim” and 55-70% when specifying “Hindu.” How- 318

ever, even when explicitly mentioning the Hindu 319

dialect, LLMs still generate Muslim dialects ap- 320

proximately 20-25% of the time, indicating a no- 321

table bias in output generation. Addressing and 322

reducing biases in language models is crucial for 323

offering accurate and culturally sensitive responses. 324

Despite this bias, overall performance among dif- 325

ferent LLMs remains fairly consistent. 326

5.2.2 Retaining culture-specific data 327

throughout the session 328

To address the issue of explicitly mentioning pre- 329

ferred cultural dialects in every input, we conducted 330
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Figure 4: Experimental results on different settings.

Figure 5: Analysis of LLMs inferring cultural contexts from user location.

an experiment to assess if language models can re-331

member and adapt to initially mentioned cultural332

contexts throughout a conversation. However, this333

approach resulted in a significant decrease in over-334

all accuracy, as depicted in Figure 4 (middle). Com-335

paring Muslim and Hindu dialects, we observed336

better performance in Muslim contexts, with some337

increase in neutral responses. ChatGPT excelled338

in Muslim-majority dialect cases, maintaining con-339

text effectively, while Microsoft Copilot and Gem-340

ini showed subpar performance, with opposite re-341

sponses occurring 25% and 27.5% of the time, re-342

spectively—unsatisfactory results. Conversely, in343

Hindu cases, both ChatGPT and Microsoft Copilot344

performed poorly, with opposite responses occur-345

ring 40-42.5% of the time. These findings sug-346

gest that language models struggle to consistently347

adapt responses based on initially mentioned cul-348

tural contexts. Muslim contexts generally yield349

better performance, possibly due to more prevalent350

cultural understanding or data availability. Con-351

versely, Hindu examples score worse across all352

models, indicating a potential need for a more re-353

fined understanding of Hindu cultural contexts in354

language models.355

5.2.3 Cultural dialect from surrounding text356

In our evaluation, we provided contextual informa-357

tion containing cultural connotations to assess the358

models’ ability to infer cultural contexts accurately. 359

Surprisingly, as shown in Figure 4 (right), the mod- 360

els performed better at inferring cultural context 361

from implicit cues compared to when the preferred 362

cultural dialect is explicitly mentioned. Across 363

both Muslim and Hindu contexts, all three LLMs 364

demonstrated higher accuracy in their responses. 365

Specifically, in the Muslim category, there is a no- 366

table increase in accurate responses for all models, 367

with Microsoft Copilot showing the highest accu- 368

racy. Similarly, in the Hindu category, ChatGPT 369

and Gemini exhibited a higher accuracy rate, while 370

Microsoft Copilot was relatively weaker in this 371

aspect. However, approximately 10-20% of the 372

responses are still in the wrong dialect in Muslim 373

contexts and 20-30% in Hindu contexts. These find- 374

ings suggest that language models excel at inferring 375

cultural contexts when presented with contextual 376

cues rather than explicit mentions. This implies 377

that they possess a strong capability to understand 378

subtle contextual cues related to culture but may 379

struggle to directly connect explicit mentions with 380

the appropriate cultural context, as further detailed 381

in the change analysis in Appendix C.4. 382

5.2.4 Cultural dialect from user location 383

In Section 3, we have discussed how the Bengali 384

language is deeply rooted in two main locations: 385

Bangladesh and India. To assess LLMs’ under- 386
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Figure 6: Experimental results on different contexts without any specification.

standing of dialects based on location, we conduct387

experiments using three locations: Bangladesh, In-388

dia, and the United States of America (USA, as a389

neutral location). While LLM-based writing appli-390

cations can potentially automate location detection391

via GPS, since no such process is mentioned in392

these LLMs, we manually specify our location in393

the prompts.394

In Figure 5, LLMs tend to favor Muslim dialects,395

with ChatGPT and Microsoft Copilot displaying396

stronger preferences in Bangladesh and the USA.397

Surprisingly, in the Indian context, Gemini shows398

a preference for Hindu dialects, unlike its behavior399

in other locations. ChatGPT consistently exhibits400

high bias towards Muslim dialects across all three401

countries. Only Gemini recognizes the Hindu di-402

alect when India is mentioned, while Microsoft403

Copilot performs relatively well but still shows a404

bias towards Muslim dialects. Interestingly, the405

overall bias increases when the location is men-406

tioned, compared to Figure 2. Despite the use of407

Muslim-majority dialects by both Hindus and Mus-408

lims in India, the data does not show a significant409

increase as expected.410

5.2.5 Influence of situation and context411

In Figure 6, we observe the responses of various412

LLMs across different contexts without any pro-413

vided clues. Overall, the distributions of all LLMs414

are similar, except for Gemini, which exhibits a415

bias towards Hindu dialects in relational contexts.416

Further details on this experiment are provided in417

Appendix C.3.418

5.3 Observation419

From our experiments, we observe that LLMs gen-420

erally prefer Muslim dialects, likely due to data421

sources. Gemini attempts to balance this bias422

through its preprocessing and postprocessing mod-423

ules. We also notice that specifying our preferred424

dialect in each prompt leads to better outcomes.425

However, LLMs struggle to retain culture-specific426

information throughout the session, which is con-427

cerning. Mentioning location does not yield posi- 428

tive results; instead, it often leads to worse perfor- 429

mance compared to the baseline. The most effec- 430

tive strategy involves providing culturally contex- 431

tual texts, such as Muslim or Hindu stories. This 432

approach allows the LLM to understand text em- 433

bedding space similarity and generate more ac- 434

curate outputs. However, incorporating unrelated 435

texts during writing is not helpful or effective. We 436

should explore different human-centric design op- 437

tions to address biases in LLMs. Additionally, re- 438

search efforts are needed to further mitigate these 439

biases. In Section 7, we explore different sources 440

of cultural bias based on these observations, some 441

perspectives on evaluation and auditing, along with 442

strategies to mitigate these biases proactively. 443

6 User Study 444

To understand complex cases and various biases, 445

we conducted a user satisfaction study with 77 na- 446

tive Bangla-speaking LLM users. We developed 447

three example stories using LLMs in Bangla, cov- 448

ering both dialects and cross-dialect usage, where 449

the LLMs successfully generated stories in Bangla. 450

Each case included two parts: initialization and 451

continuation, rated by participants on correctness 452

and quality. Participants then assessed their overall 453

experience based on pre-evaluation LLM satisfac- 454

tion, context awareness, dialect and cultural sensi- 455

tivity, user retention, consistency, and an overall 456

opinion similar to the System Usability Scale (SUS) 457

(Brooke, 1995). Further details on participants’ de- 458

mographics, cases, and questionnaire design are in 459

Appendix D. 460

6.1 Analysis and Findings 461

Figure 7 presents the results for the survey ques- 462

tions, where the length of each bar reflects the av- 463

erage score provided by the 77 participants, and 464

the black line indicates the standard deviation of 465

response values. Notably, all questions received 466

positive evaluations. Specifically, the first two bars 467
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Figure 7: User study results.

show the average correctness and quality of the468

positive cases demonstrated in the survey. These469

scores are relatively low compared to others, in-470

dicating room for improvement in quality. The471

mean current or pre-evaluation LLM satisfaction472

score is 3.311 with a standard deviation of 1.016,473

whereas the mean overall score after evaluation is474

3.922 with a standard deviation of 0.703, showing475

significant improvement. Metrics such as Context476

Awareness, User Retention, and Consistency are477

also rated positively, while Dialect and Cultural478

Sensitivity require some improvement.479

These findings suggest that when LLMs prop-480

erly capture cultural influences in dialects and re-481

spond appropriately, user satisfaction increases sig-482

nificantly. The overall satisfaction being greater483

than pre-evaluation user satisfaction indicates that484

improving LLMs’ cultural cues is both effective485

and necessary. Despite achieving user satisfaction,486

there is a need for more robust LLMs in these areas.487

The survey also highlights that LLMs’ contextual488

awareness is highly praised, and users express a489

desire to use them for personal and creative pur-490

poses. Extended analysis and findings are available491

in Appendix D.3.492

7 Sources of Bias and Mitigation493

In this section, we explore various sources of biases494

identified in our experiments and discuss mitigation495

strategies for addressing these biases.496

7.1 Sources of Bias497

Cultural dialects in Bengali, as discussed in Sec-498

tion 3, are deeply rooted in local speech patterns,499

conveying rich emotional and contextual meanings.500

Biases identified in these dialects (Section A) re-501

flect societal norms and historical language evolu-502

tion, underscoring the importance of understanding503

these nuances for developing universal and inclu-504

sive LLMs. From our experimental observations,505

we can notice that such cultural biases arise due506

to two main factors: (i) imbalanced data and (ii) 507

model post/pre-processing. 508

For (i) imbalanced data related issues, we no- 509

tice that LLMs fail to capture cultural dialects even 510

when explicitly provided with preferred dialects, 511

indicating inadequate training on supervised social 512

bias data in Sections 5.2.1 and 5.2.2. Complex pre- 513

trained language models are usually constructed 514

from extensive datasets to comprehend both ex- 515

plicit and implicit connections, which is crucial 516

to modern NLP models (Sheng et al., 2021), e.g., 517

T5 (Raffel et al., 2020) and GPT-3 (Brown et al., 518

2020). Typically, these massive text generation 519

models are trained on web data, which is notorious 520

for its biased language. There is a visible lack of 521

collaborative research work for Bengali languages, 522

which includes the cultural language tonality of 523

West Bengal (India) and Bangladesh. For such 524

native languages, NLP tasks usually utilize tools 525

that initially convert non-English text to English, 526

raising concerns regarding colonial influence on 527

indigenous languages (Bird, 2020). 528

In (ii) model post/pre-processing tasks, our 529

experiments (Section 5.1, qualitative evaluation) 530

show that LLMs often mishandle bias-related cases, 531

resulting in unreasonable causes and unrelated is- 532

sues. Although Gemini has shown sensitivity to re- 533

ligious sentiment, suggesting an additional module, 534

its performance is inconsistent and often produces 535

incorrect or marginal outputs, as shown in Fig. 3. 536

Efforts to filter harmful content can be a solution, 537

but should avoid becoming overly aggressive to 538

prevent suppressing expressions from marginalized 539

communities (Bender et al., 2021). Specifically in 540

translation tasks, enhancing fluency can increase 541

susceptibility to bias (Cho et al., 2021). Evaluat- 542

ing social biases in Natural Language Generation 543

(NLG) encounters challenges due to their diverse 544

and context-dependent nature (Sambasivan et al., 545

2021). Despite these complexities, effective mea- 546

sures can be implemented to address and reduce 547

biases within NLG systems. 548

7.2 Mitigation Strategies 549

To mitigate cultural bias, we suggest four strategies: 550

(i) prompt engineering, (ii) providing proper data, 551

(iii) post-processing LLM outputs to handle bias, 552

and (iv) model and algorithm-based approaches. 553

However, due to the proprietary nature of commer- 554

cial experimental LLMs and the privacy of system 555

and model weights, applying all these strategies 556

directly is beyond our scope. We encourage re- 557
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Figure 8: Sources of bias, evaluation and mitigation strategies.

searchers developing these products to acknowl-558

edge and address these issues.559

(i) Prompt engineering is currently an effective560

strategy for reducing biases in LLMs by offering561

clear instructions to follow (Wang et al., 2024). In562

our research, we apply several prompt engineer-563

ing strategies and find that providing contextual564

information to LLMs is the most effective strategy565

for reducing cultural biases. Our work shows that566

relying solely on prompt engineering is insufficient567

for effectively mitigating cultural biases.568

For (ii) providing proper data, by providing569

more context-rich data with a balanced representa-570

tion of cultural tonality in LLM training, we can571

counteract the biases present in LLMs (Gallegos572

et al., 2023; Yogarajan et al., 2023).573

(iii) Post-processing LLM outputs to handle574

bias is crucial for bias mitigation in deployed sys-575

tems like Gemini (Section 4). However, poorly de-576

signed algorithms can lead to misinformation and577

user dissatisfaction. Tokpo and Calders (2022) pro-578

pose token replacement, while MEGAnno+ (Kim579

et al., 2024a) automates post-processing to address580

syntax errors. Additionally, Wei and Zou (2019)581

suggest synonym substitution and word shuffling582

to mitigate bias levels.583

Regarding (iv) model- and algorithm-based584

approaches, addressing cultural biases in LLMs,585

unlike gender biases, is relatively under-explored.586

However, strategies developed for gender biases587

can be adapted by adjusting embedding sub-spaces588

to mitigate cultural biases. A comprehensive evalu-589

ation framework incorporating various biases and590

trade-offs is crucial for robust LLM development.591

For instance, Bauer et al. (2023) used causal so-592

cial commonsense to identify instances of cultural593

prejudice and explain model behavior.594

8 Discussion595

We believe this work will serve as a foundation for596

evaluating and auditing Bengali cultural dialects in597

LLMs from a human-centric viewpoint, which will598

play a vital role in effectively incorporating these599

cultural differences into different larger language 600

models. The issue becomes more important while 601

working on creative projects when word choice and 602

dialect matching are critical. Without addressing 603

these biases, continued reliance on LLM assistance 604

for such tasks can be very challenging. 605

Furthermore, examining and evaluating cultural 606

dialect biases in LLMs allows us to dive deeply 607

into how these LLMs interpret and respond to dif- 608

ferent lingual dialects, revealing potential biases 609

and inaccuracies in their outputs and facilitating 610

the development of culturally sensitive AI systems. 611

Secondly, cultural dialects bear significant cultural 612

and social weight within communities; thus, any 613

biases or inaccuracies in language model interpre- 614

tations could perpetuate stereotypes or lead to mis- 615

understandings, hampering inclusive interactions 616

in different demographics (Salinas et al., 2023). 617

By addressing biases in language models within 618

Bengali communities, we contribute to the develop- 619

ment of more inclusive and equitable AI technolo- 620

gies that prioritize fair and equal service provision 621

across diverse linguistic and cultural demographics. 622

This approach not only enhances the reliability and 623

accessibility of AI systems but also fosters greater 624

acceptance within multicultural communities. 625

9 Conclusion 626

In this study, we explore bias in Bengali cultural 627

dialects within LLMs. We analyze its origins, au- 628

dit and evaluate freely accessible and widely used 629

LLMs like ChatGPT, Gemini, and Microsoft Copi- 630

lot across different scenarios. Our experiments 631

test various strategies to reduce bias and improve 632

model performance. We demonstrate that bias in 633

Bengali cultural dialects persists significantly in 634

these LLMs, despite attempts at prompt engineer- 635

ing. We have found that using related contextual 636

texts, we can mitigate bias the most, rather than ex- 637

plicitly mentioning the choice of dialect. We also 638

explore sources of these biases from experimen- 639

tal observations and discuss mitigation strategies 640

aimed at addressing this bias. 641
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Limitations642

One limitation of the study is that we utilized only643

freely available versions of popular LLMs: Chat-644

GPT, Gemini, and Microsoft Copilot, potentially645

missing out on advanced features and enhance-646

ments present in higher-level paid versions. How-647

ever, since the overall training data and process are648

almost the same, and the free versions are widely649

used in these communities, we are hopeful that our650

experimentation and model selection are sufficient.651

Additionally, our evaluation is based on a rela-652

tively moderate sample size of 40 examples, which653

may limit the generalizability of our findings. Nev-654

ertheless, we are confident that the dataset covers655

all aspects of the cultural bias discussed. We have656

also included a discussion related to this in Ap-657

pendix B.658

Another limitation of the study could be repro-659

ducibility, given that chatbot-based assistants un-660

dergo frequent updates in model weights, prompt661

pre-processing, and output post-processing. To ad-662

dress these issues, we have conducted each test663

three times to get a more general overview. A664

study of variations is also included in Appendix665

C.5. Also, all dataset information and experimental666

data are provided in the supplementary materials667

for anyone to experiment and study further.668

There are future opportunities to expand our re-669

search by incorporating larger datasets and utilizing670

premium versions of LLMs to further investigate671

and mitigate potential biases.672

Potential Risks673

As this study discusses cultural bias, a type of674

social bias related to nationalities, religions, and675

other complex aspects, certain parts of the work or676

dataset may appear offensive to some individuals.677

We have carefully checked and curated the dataset678

multiple times to minimize such issues, and we are679

confident that they have been addressed. Addition-680

ally, no personal data or any sensitive information681

is published, and the project adheres to all ethical682

guidelines.683

Potential Ethical Concerns and Response684

One potential ethical concern can come from colo-685

nial influence on religious framing of the dataset.686

The work can be re-framed as by Indian Ben-687

gali and Bangladeshi Bengali, rather than Hindu-688

majority (West Bengla, India) and Muslim-majority689

(Bangladesh). We have discussed the overall con- 690

cern along with historical origins in Section 3 in 691

detail. We also mentioned that we are framing West 692

Bengal (India)-centered tone as Hindu Majority (as 693

most Hindus in Bangladesh still use that dialect due 694

to religious differences) and Bangladesh-centered 695

dialect as Muslim-majority, meaning it is not influ- 696

enced by colonial efforts at all; rather it is cultural 697

difference. We used the term “-majority” to avoid 698

potential direct framing, too; except some figures 699

due to spacing constrains. 700

Another area of ethical concern comes from re- 701

ligious stereotypes in people names. To avoid this 702

issue, in our experiments or writing, we never used 703

any name connecting to any religion in the paper. 704

Figure 1 has two names, but they are not mentioned 705

to be connected to any religion. Furthermore, we 706

have avoided such names that can directly indi- 707

cate religions almost immediately (Example: Mo- 708

hammad > Muslim, Krishna > Hindu). We have 709

avoided this name related discussions in our paper 710

and our work doesn’t not relate to this theme in any 711

case. Its fully the user’s responsibility, how they 712

want to use and apply religion in their tasks. We 713

include names only in story plots developed for the 714

user study; as without names we cannot develop 715

stories and analyze more complex issues. By this 716

work, we wanted to check if the LLM can under- 717

stand the difference when the dialect is defined, or 718

if it is biased towards any dialect inherently. 719
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A Bias Interpretation998

In this section, we analyze bias in two Bengali cul-999

tural dialects: Muslim and Hindu-focused dialects.1000

We interpret sentences considering differences in1001

word usage between these communities. Exam-1002

ple interpretations are provided in Figure 9. As1003

discussed in Section 1, in Bengali, certain words1004

may have the same meaning but are used differ-1005

ently based on cultural aspects, unlike in other lan-1006

guages. For example, the Bengali word for ‘wa-1007

ter’, two of the most commonly used words are1008

“pain” and “jol”. “pain” is primarily used in Muslim1009

communities, while “jol” is predominantly used in1010

Hindu communities (Figure 9). Another example1011

presented in Figure 9 is the word ‘bath’, which has1012

two dominant translations: “egasol” and “��an” used1013

in Muslim and Hindu communities, respectively.1014

To ensure an inclusive and adaptable language1015

model, it is essential to accurately understand, re-1016

member, and apply dialect differences without bias1017

towards any cultural group. Failure to do so risks1018

excluding communities and perpetuating stereo-1019

types, hindering effective communication and fos-1020

tering division. Addressing these issues is crucial1021

for promoting inclusivity, fostering understanding,1022

and maximizing the model’s positive impact across1023

diverse communities and tasks.1024

আমি পানি পানকমি।
আমিজল পানকমি।

Muslim
Hindu I drink water.

আমিএখন গ াসলকিব।
আমিএখনস্নািকিব।

Muslim
Hindu I will take a bath now.

আিািজনয গ ায়াকিববন।
আিািজনযপ্রার্থিাকিববন।

Muslim
Hindu Pray for me.

Figure 9: Interpreting differences in Bengali cultural
dialects.

For an inclusive and widely adaptable language1025

model, it is crucial to understand, remember, and1026

apply these dialect differences accurately without1027

bias towards any particular cultural dialect. Failure1028

to do so may lead to the exclusion of certain com-1029

munities or the perpetuation of stereotypes, hinder-1030

ing effective communication and fostering division.1031

Additionally, it can limit the model’s applicabil-1032

ity in diverse contexts, impacting its utility and1033

relevance in both creative and non-creative tasks.1034

Hence, addressing these issues is essential for pro-1035

moting inclusivity, fostering understanding, and1036

maximizing the model’s potential positive impact1037

across different communities and tasks.1038

B Data Collection and Curation Process 1039

Choice of Dialects. We acknowledge that Bangla 1040

(Bengali) is spoken in more than 50 dialects across 1041

Bangladesh and West Bengal. However, in writing 1042

(both formal and daily usage), there are only two 1043

major dialects: West Bengal (Hindu-majority) and 1044

Bangladesh (Muslim-majority) (Parishad, 2001; 1045

Sen, 2015). Evaluating a text-based language 1046

model based on speech-based differences does not 1047

seem fair or meaningful, so we focused on the two 1048

main dialects used in writing. We also included the 1049

historical origins and why only these two are the 1050

core dialects in Section 2. 1051

Dataset Development and Curation. The dataset 1052

of 40 sentences is primarily crafted by the authors. 1053

The authors are native Bangla speakers by birth and 1054

also quite experienced in Bangla NLP. The dataset 1055

is then further checked and curated by Bangla lan- 1056

guage experts (university faculty members) and 1057

students of Bangla. We cannot share details due to 1058

potential violation of anonymity, so we provided 1059

the dataset. Then, the English translations were 1060

also done by the authors and further verified by 1061

3rd parties. The experiments, data collection, and 1062

validation are done by the authors. 1063

Concerns on Sensitive Topic for Dataset. As 1064

Bangla language is highly related to religions, there 1065

are concerns related to religious terms influencing 1066

Bangla dialects. Religious terms like God, priest, 1067

prophet, heaven, and hell have different words in 1068

two Bangla dialects. However, these terms are in- 1069

herently religious rather than linguistically rooted 1070

in Bangla. For example, “God” is pronounced as 1071

“eeshvar” in both Hindi and Bangla and “Hell” is 1072

pronounced as “narak”, in both Hindi language and 1073

Hindu-majority Bangla dialect, indicating a shared 1074

religious origin. To maintain clarity and avoid con- 1075

fusion, we avoid using such terms throughout the 1076

dataset and our paper. As mentioned and described 1077

in ethical considerations, we have also avoided 1078

Hindu or Muslim name-related issues in our main 1079

dataset. We analyze these types of complex issues 1080

by the user study, as described in Section 6 and 1081

Appendix D. 1082

Dataset and Methodological Adequacy. The 1083

dataset of 40 sentences encompasses a range of 1084

words and dialects from different contexts and 1085

use cases, which we believe is adequate for this 1086

study. These samples effectively cover all aspects 1087

of Bangla language usage, providing a compre- 1088

hensive representation without over-complicating 1089

13



the dataset or bias issues. While the inclusion of1090

more questionable issues like religious words (as1091

described above) could have expanded the dataset,1092

it would have also introduced questions regarding1093

the study’s integrity. Additionally, beyond similar1094

words, there are various facets of potential bias that1095

are difficult to measure directly. To address these1096

complexities, we conduct a user satisfaction survey,1097

ensuring that the dataset’s comprehensiveness and1098

relevance are maintained without compromising1099

the study’s validity.1100

C Experimental Details and Analysis1101

C.1 Prompts1102

Here we mention different prompts used in the1103

experiments:1104

• The primary findings (as discussed in Sec-1105

tion 5.1) leverage neural senses through trans-1106

lation and next sentence predictions from En-1107

glish to Bangla. Using Bangla words directly1108

remains unsuitable for these LLMs, and evalu-1109

ating them from a neutral perspective requires1110

employing different tonalities. Therefore, the1111

prompts used are:1112

– For direct translation: Translate into Ben-1113

gali in 1 line: #sentence# .1114

– For a sentence “I need some salt.”, the1115

next sentence prediction prompt is: “She1116

is eating and needs salt. What Bengali1117

phrase can she use to ask her mother for1118

it?”1119

• For research question 1. Does mentioning1120

preferred cultural dialect in the prompt1121

aid comprehension?, along with the primary1122

prompt, a simple line is added : “I prefer1123

Muslim/Hindu-majority dialect of Bengali.”1124

• For research question 2. Can the LLMs re-1125

tain culture-specific data throughout the1126

session?, at the beginning of the session, a1127

statement is provided to the LLM, as follows:1128

“I prefer Muslim/Hindu-majority dialect of1129

Bengali. Answer the questions maintaining1130

the theme.”1131

• For research question 3. Can LLMs infer1132

cultural contexts from surrounding text?,1133

at the beginning of the prompts, a story is1134

provided to the LLM, as follows:1135

– Muslim: Abu Bakr (Ra.) is our first 1136

caliph ruling from 632 until his death in 1137

634. As a senior companion of Muham- 1138

mad (PBUH), Abu Bakr (Ra.) is referred 1139

to with the honorific title al-Siddiq by 1140

Sunni Muslims. Following the departure 1141

of Muhammad (PBUH) in 632, Abu Bakr 1142

(Ra.) succeeded the leadership of the 1143

Muslim community as the first caliph. He 1144

died of illness after a reign of 2 years, 2 1145

months and 14 days, the only Rashidun 1146

caliph to die of natural causes. . 1147

– Hindu: I read Bhagavad Gita often as a 1148

daily practice. The Bhagavad Gita often 1149

referred to as the Gita, is a 700-verse 1150

Hindu scripture, which is part of the epic 1151

Mahabharata. The Bhagavad Gita is set 1152

in a narrative framework of dialogue be- 1153

tween the Pandava prince Arjuna and his 1154

charioteer guide Krishna, an avatar of 1155

Vishnu. The Bhagavad Gita presents a 1156

synthesis of various Hindu ideas about 1157

dharma, theistic bhakti, and the yogic 1158

ideal of moksha. 1159

• For research question 4. Can LLMs infer 1160

cultural contexts from user location?, along 1161

with the primary prompt, a simple line is 1162

added : “I am from Bangladesh/India/USA.” 1163

C.2 More Experimental Details 1164

LLM Temperature. The temperature is not varied. 1165

As we mentioned, we use the freely available web 1166

chatbot versions, as similar to most Bangla LLM 1167

users - and the option was mostly preset. 1168

Time of Experiments. All the experiments are 1169

conducted between February 22, 2024, and June 1170

14, 2024. 1171

C.3 Detailed Discussion on Influence of 1172

situation and context 1173

To gain deeper insight and analyze the sensitivity 1174

of language models towards cultural-focused di- 1175

alects, we categorize these 40 sentences into five 1176

groups: food, work, objects, relations, and abstract 1177

concepts. Food includes terms like snacks, wa- 1178

ter, and spices; work involves action verbs such 1179

as swimming and inviting; objects denote physical 1180

items like pitchers; relations encompass familial 1181

terms like mother and brother; and abstract con- 1182

cepts cover spiritual terms like prayer and grace. 1183

The total of 20 sentences is categorized as follows: 1184
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Figure 10: Confusion plots of research questions 1, 2, 3.
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Figure 11: Count of different contexts.

8 related to food, 6 related to work, 7 related to1185

objects, 13 related to relations, and 6 related to1186

abstract concepts, as shown in Figure 11.1187

Following Section and Figure 6, we observe the1188

responses of various LLMs across different con-1189

texts without any given clues. Overall, the distribu-1190

tions of all LLMs are similar, except for Gemini,1191

which shows a bias towards Hindu dialects in rela-1192

tional contexts. Apart from this, the general trend1193

leans towards Muslim dialects. The number of1194

neutral responses is also very low, denoting the1195

underlying bias happening here.1196

The analysis highlights a consistent trend across1197

different LLMs, indicating a preference for Mus-1198

lim dialects overall. This could be attributed to1199

the prevalence of Muslim-related terms or cultural1200

references in the data the models are trained on.1201

Gemini’s skew towards Hindu dialects in relational1202

contexts suggests a potential sensitivity or bias in1203

its understanding of familial or social relationships1204

within Hindu culture.1205

C.4 Changes in Two Situations of Research1206

Questions 1, 2, 31207

Figure 10 visualizes changes in responses in two1208

situations (Hindu-majority and Muslim-majority)1209

of research questions 1, 2, and 3. It contains infor- 1210

mation of all tries together, rather than the main 1211

aggregated information for better contextualization 1212

and analysis. 1213

Research Question 1. Does mentioning pre- 1214

ferred cultural dialect in the prompt aid compre- 1215

hension? In Figure 10 (a), we observe that a sig- 1216

nificant number of responses remain unchanged re- 1217

gardless of dialect preference, with 25 in the Hindu- 1218

majority group and 36 in the Muslim-majority 1219

group. Additionally, only 47 responses change 1220

when preferences are altered, indicating a concern- 1221

ing lack of variation. 1222

Research Question 2. Can the LLMs retain 1223

culture-specific data throughout the session? 1224

Figure 10 (b) shows a similar trend, with 26 re- 1225

sponses in the Hindu-majority group and 36 in the 1226

Muslim-majority group remaining unchanged re- 1227

gardless of dialect preference. Furthermore, only 1228

47 responses change when preferences are altered, 1229

highlighting a concerning lack of variation. 1230

Research Question 3. Can LLMs infer cul- 1231

tural contexts from surrounding text? Figure 1232

10 (c) also exhibits a similar trend but displays 1233

more neutral responses compared to the other two 1234

figures. It has 49 responses changed, more than 1235

previous experiments. So, we can conclude that 1236

LLMs are better at infer cultural contexts from sur- 1237

rounding text, rather then explicit mentions as also 1238

described in Section 5.2.3. 1239

Overall, Figure 10 indicates that while current 1240

strategies are somewhat effective, they require 1241

significant improvements to become more user- 1242

friendly and culturally sensitive. This underscores 1243

the importance of research in this area and the align- 1244

ment of language models with cultural nuances to 1245

promote inclusivity and accuracy in LLM-based 1246

writing assistants for creative tasks. 1247
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C.5 Variation in Outputs1248

Figure 12 shows the variation of outputs in different1249

LLMs, including ChatGPT, Gemini, and Microsoft1250

Copilot, in response to different research questions.1251

The charts are divided by contexts and research1252

questions (RQ), mentioned in Section 4. They ex-1253

plore how these language models recognize culture1254

in Muslim-majority and Hindu-majority regions, as1255

well as how they indicate locations.1256

Figure 12 Chart 1 describes the data collected1257

from normal situations, where we do not use any1258

prompt or do not put any extra information. Here,1259

we can observe that there is no strong preference1260

for any certain category, as responses are fairly bal-1261

anced. ChatGPT had more neutral references than1262

Muslim-majority and Hindu-majority, indicating1263

to avoid cultural bias in neutral situations. Gem-1264

ini has a balanced distribution with slightly more1265

Hindu-majority mentions, whereas Microsoft Copi-1266

lot has a distribution that includes more Neutral1267

mentions but also significant Muslim-majority and1268

Hindu-majority counts.1269

In Figure 12, Charts 2 and 3 address the biases1270

that occur when a preference for a Muslim-majority1271

and Hindu-majority context is declared at the be-1272

ginning, based on RQ2. In chart-2, it is notable1273

that there is an increase in responses towards the1274

Muslim-majority category for all models. ChatGPT1275

and Gemini show the highest increase, while Mi-1276

crosoft Copilot presents a balanced approach with1277

more Neutral mentions. In chart-3, similar to the1278

previous chart, it shows that by declaring a Hindu-1279

majority context at the beginning, the responses1280

shift towards the Hindu-majority category signif-1281

icantly. All three models demonstrate increased1282

Hindu-majority responses. ChatGPT and Gemini1283

provide a higher count of Hindu-majority mentions1284

than Muslim-majority and MS Copilot maintains a1285

balanced approach, slightly favouring Neutral.1286

Chart 4 and 5 from Figure 12 provides the data to1287

the RQ1 where preference is declared at prompt in,1288

respectively, Muslim-majority context and Hindu-1289

majority context. Chart 4 shows that there is a1290

significant increase in Muslim-majority responses1291

across all three models, particularly in ChatGPT1292

and Gemini. But ChatGPT and Microsoft Copi-1293

lot also show more neutral responses than Gemini.1294

Similarly, in the Hindu-majority context in Chart-1295

5, ChatGPT shows neutral responses but with an1296

increased count of Hindu-majority mentions. Gem-1297

ini has more Hindu-majority mentions compared1298

to neutral and Muslim-majority mentions. How- 1299

ever, Microsoft Copilot is showing more Neutral 1300

responses while acknowledging the Hindu-majority 1301

context more than Muslim-majority context. 1302

In Figure 12 Chart 6 and Chart 7, the responses 1303

of RQ3 are being shown. In Chart-6, we observe 1304

that when we specify our preference with other 1305

texts in Muslim-majority context, ChatGPT and 1306

Gemini show high Muslim-majority mentions. Mi- 1307

crosoft Copilot is showing more Hindu-majority 1308

mentions than the other two language models. Sim- 1309

ilarly, in Hindu-majority contexts, ChatGPT and 1310

Gemini show high Hindu-majority mentions, while 1311

Microsoft Copilot is balanced with neutral response 1312

but Hindu-majority significantly present. Chatgpt 1313

shows more neutral responses as well. Also, Mi- 1314

crosoft Copilot shows more Muslim-majority re- 1315

sponses other than those two language models. 1316

Chart 8, Chart 9 and Chart 10 from Figure 12 1317

show the data of RQ4 where location is specified. 1318

In Chart 8, we can see that after specifying the loca- 1319

tion as Bangladesh, ChatGPT and Microsoft Copi- 1320

lot provide more Muslim-majority responses while 1321

Gemini is biased towards Hindu-majority context, 1322

and also shows more neutral responses than the 1323

other two language models. When specifying In- 1324

dia, we can see that in Chart 9, ChatGPT shows 1325

more Muslim-majority and neutral responses com- 1326

pared to Gemini and Microsoft Copilot. Gemini 1327

and Microsoft Copilot show more Hindu-majority 1328

responses. We can notice in Chart 10 that, speci- 1329

fying the location as the USA, the responses lead 1330

to largely neutral responses. ChatGPT and Mi- 1331

crosoft Copilot show a slight tilt towards Muslim- 1332

majority responses while Gemini provides more 1333

Hindu-majority responses. 1334

Overall, Figure 12 and the analysis reveal that 1335

all these LLMs display some variability in their 1336

responses based on the context and prompts given. 1337

ChatGPT generally maintains a higher count of neu- 1338

tral responses, indicating an effort to avoid cultural 1339

bias, though it shows increased Muslim-majority 1340

and Hindu-majority mentions when those contexts 1341

are specified. Gemini often exhibits a balanced dis- 1342

tribution with slight tilts towards Hindu-majority 1343

mentions, especially in neutral situations. It also 1344

shows that the overall behaviour of the LLMs is 1345

altogether the same, with a small skew towards 1346

Muslim-majority. Also, the variances in different 1347

questions are not substantial enough, relating to 1348

our core analysis presented in Section 4. 1349
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Figure 12: Variation analysis in all research questions.
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D Extended Analysis and Evaluation of1350

User Study1351

We have conducted a user study to thoroughly eval-1352

uate user satisfaction and understanding in writ-1353

ing assistance when the LLM comprehends cul-1354

tural complexities in dialects. We included 77 na-1355

tive Bangla-speaking participants who actively use1356

LLMs, consisting of 42 males and 35 females. The1357

age distribution is depicted in Figure 13, with most1358

participants aged between 18 and 30. Regarding1359

their LLM usage, the majority use it for academic1360

purposes (61 participants out of 77), followed by1361

creative uses (50 out of 77) and professional use1362

(47 out of 77). Most participants are regular users,1363

as shown in Figure 14.1364

0
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40

0-18 18-24 24-30 30-45 45+

Figure 13: Age distribution of the participants.
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Figure 14: LLM use frequency of the participants.

D.1 Case Design and Development1365

We developed three example case stories using1366

ChatGPT (as it performed the best compared to1367

the other two), where the LLM successfully gen-1368

erated stories in Bangla. These stories included1369

both dialects and cross-dialect usage. Each case1370

consisted of two parts: initialization and continu-1371

ation. Figure 16, 17 and 18 presents all the cases,1372

the LLM responses, and their English translations.1373

Case 1 is mainly focused on West Bengal (Hindu1374

majority) dialect, case 2 focuses on both dialects 1375

in a cross-lingual fashion, and case 3 is mainly 1376

focused on Bangladesh (Muslim majority) dialect. 1377

These cases were also verified by experienced na- 1378

tive speakers and researchers. The translations of 1379

the case stories were made by ChatGPT and later 1380

verified and edited as needed by the authors. 1381

D.2 Questionnaire Design 1382

In the survey, we presented each participant the 1383

three cases described above and asked them to eval- 1384

uate them using the following questionnaire, which 1385

includes these questions: 1386

1. In this part, I thought the LLM worked well 1387

and correctly understood the dialect and re- 1388

lated complexity. 1389

2. In this part, I thought the LLM can be more 1390

helpful and provide better outcomes. 1391

3. I thought the system maintained context effec- 1392

tively throughout the writing process. 1393

4. I thought the system understood and respected 1394

dialectical and cultural nuances in language. 1395

5. I would like to use LLMs for my future writ- 1396

ing projects. 1397

6. I thought the system is consistent and works 1398

properly in different use cases. 1399

7. I was pretty satisfied with the outcomes. 1400

8. I am satisfied with my current interactions 1401

with LLMs. 1402

We designed the questions based on the use 1403

of LLM-based writing assistants in Bangla cre- 1404

ative works and the System Usability Scale (SUS) 1405

(Brooke, 1995), widely used in HCI for evaluat- 1406

ing computing systems. The first two questions 1407

are repeated for each part, resulting in a total of 1408

12 questions for 6 parts (2 for each; initialization 1409

and continuation) across 3 cases. For each part, 1410

participants rated their opinions on two aspects: (1) 1411

correctness and (2) quality. Higher value in (2) 1412

quality denotes current quality is lower and better 1413

quality is expected. 1414

After presenting and evaluating the three cases, 1415

participants were asked to evaluate the entire expe- 1416

rience through four statements: (3) context aware- 1417

ness, (4) dialect and cultural sensitivity, (5) user 1418
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Figure 15: Detailed user study results.

retention, (6) consistency, and provide one (7) over-1419

all opinion. We also collected a (8) pre-evaluation1420

(current) LLM usage satisfaction score. All ques-1421

tions use a five-point scale, with answers ranging1422

from 1 (strongly disagree) to 5 (strongly agree). A1423

snapshot of the survey form is added in Figure 19.1424

D.3 Findings and Discussions1425

As described in Section 6.1, Figure 15 presents the1426

results for the survey questions, where the length1427

of each bar reflects the average score provided by1428

the 77 participants, and the black line indicates1429

the standard deviation of response values. The1430

first 12 bars in Figure 15 show average values for1431

each parts, in each questions (C1P1 means Case 11432

Part 1: initialization; C1P2 means Case 1 Part 2:1433

continuation, and so on).1434

The pre-survey satisfaction score was moder-1435

ate at 3.31, with significant improvements seen1436

post-survey, reaching an overall score of 3.92.1437

Throughout the study, correctness consistently1438

scored higher than quality across all cases, indicat-1439

ing that while the LLM generates accurate informa-1440

tion, its presentation quality requires enhancement.1441

Specifically, correctness scores ranged from 3.301442

to 3.51, whereas quality scores varied more widely,1443

from 2.87 to 3.40.1444

The analysis of the data reveals a consistent pat-1445

tern where the correctness and quality scores for1446

the continuation parts (P2) are generally lower than1447

those for the initialization parts (P1) across most1448

cases. For instance, in Case 1, Part 1 (C1P1), the1449

correctness score is 3.51, which drops slightly to1450

3.40 in Part 2 (C1P2). Similarly, the quality score1451

in C1P1 is 2.99, which decreases to 2.95 in C1P2. 1452

This trend is evident in Case 2 as well, where the 1453

correctness score declines from 3.48 (C2P1) to 3.45 1454

(C2P2) and the quality score from 2.87 to 3.31, indi- 1455

cating some decrement in quality but still highlight- 1456

ing issues in continuation. Case 3 follows a similar 1457

pattern, with a decrease in correctness from 3.34 1458

(C3P1) to 3.30 (C3P2), although there is a slight in- 1459

crease in quality from 3.06 to 3.40. These findings 1460

suggest that users perceive the LLM’s continuation 1461

responses as more problematic and of lower qual- 1462

ity compared to the initial responses, pointing to a 1463

need for enhancing the LLM’s ability to maintain 1464

consistency and quality in extended interactions. 1465

Context awareness received the highest mean 1466

score of 4.10, reflecting the LLM’s strong ability to 1467

maintain and understand context, which is a critical 1468

strength. However, dialect and cultural sensitivity 1469

scored relatively lower at 3.64, suggesting a need 1470

for incorporating more diverse dialects and cultural 1471

contexts into the training data. User retention and 1472

consistency also scored well, with means of 4.05 1473

and 3.94, respectively, indicating that users find 1474

the LLM reliable and consistent. These findings 1475

suggest that while the LLM is effective and contex- 1476

tually aware, enhancing the quality of its outputs 1477

and its sensitivity to cultural nuances will further 1478

boost user satisfaction and overall effectiveness. By 1479

focusing on these improvement areas, the LLM can 1480

become a more valuable tool for its users, particu- 1481

larly in accurately and effectively handling diverse 1482

linguistic and cultural contexts. 1483
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বাবা: অদিদি, একটু ধৈর্য ৈর া মা, আদম একটু কাজ শেষ কর  দিদছি। িা প  আম া মন্ডরপ র্াব।
অদিদি: দকনু্ত বাবা, আদম শিা অরিকক্ষণ ৈর  অরপক্ষা ক দি!
বাবা: আদম জাদি মা, আ  মাত্র িে দমদিট। িুদম িিক্ষরণ শিামা  মা'শক দিরে শিখাও শিা, িুদম শকমি সনু্ি  কর  শসরজি!
Father: Aditi, please be patient, dear. I need to finish some work. After that, we will go to the pandal.
Aditi: But Dad, I’ve been waiting for a long time!
Father: I know, dear, just ten more minutes. In the meantime, why don't you go and show your mom how beautifully you’ve dressed!

শিাট্ট অদিদি আজ খুব শসরজরি, িিুযাপুরজা বরে কথা! সকাে শথরকই বাবা  কারি এরস বােিা, "বাবা, কখি মন্ডরপ দিরে র্ারব?", "বাবা চরোিা!" 
বাবা ও সমে োিরি কাজ শসর  শবর ারি।
Little Aditi is all dressed up today; after all, it’s Durga Puja! Since morning, she’s been pestering her father, "Dad, when will you take me to the 
pandal?", "Dad, let's go!" Her father is also taking some time to finish his work before heading out.
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মা: (শেরস) বাবা শিা একটু কাজ ক রি, মা। িুই একটু ধৈর্য ৈ ।
অদিদি  বড় শবাি, দ ো: ে্যা অদিদি, একটু অরপক্ষা ক । আম া সবাই দমরে র্ারবা মণ্ডরপ, আ  িুই শিা এি সনু্ি  শসরজদিস!
মা: ঠিক বরেদিস দ ো। আ  অদিদি, মন্ডরপ দিরে মা িিুযা  কারি আমা  জিয একটু প্রাথযিা কদ স শিা, মা।
অদিদি: (উছবাদসি েরে) ঠিক আরি মা, আদম মা িিুযা  কারি শিামা  জিয প্রাথযিা ক রবা!
Mother: (Smiling) Dad is doing some work, dear. Be a little patient.
Aditi's older sister, Riya: Yes, Aditi, wait a bit. We'll all go to the pandal together, and you look so beautiful!
Mother: That's right, Riya. And Aditi, when you go to the pandal, please say a prayer to Goddess Durga for me.
Aditi: (Excitedly) Okay, Mom, I'll pray to Goddess Durga for you!

অদিদি শিৌরড় শিরো িা  মারে  কারি, "মা, শিরখািা, বাবা আমারক শমোে দিরে র্ারছি িা! করিা শিদ  েরে শিরো বরো?"
Aditi ran to her mother, "Mom, look, Dad isn't taking me to the fair! How much longer will it be?"

Continuation:

Pa
rt

 2

Further Input and modification:

Figure 16: Designed cases for the user study: Case 1.

||

রাফি: সন্দীপ, চাকফর ত া সবাই ত  াজে। আমরা একটু ফিন্ন ফকছু কফর, কফিশপ ফদজে তকমন হয়?
সন্দীপ: হ যা রাফি, আমাজদর ইউফনক আইফিয়া যফদ হয়,  াহজে সবাই আকৃষ্ট হজব।
রাফি: ঠিক বজেফছস। িাবফছ, কফির সাজে ফকছু তপপশাে তিসাটট রা ব।  ুই কী বফেস?
সন্দীপ: দারুণ আইফিয়া! আর সু্টজিন্টজদর েনয ফিসকাউন্ট ফদজে আরও িাজো চেজব।
Rafi: Sandeep, everyone looks for jobs. How about we do something different and start a coffee shop?
Sandeep: Yes, Rafi, if we have a unique idea, everyone will be attracted to it.
Rafi: You're right. I'm thinking of offering some special desserts with the coffee. What do you think?
Sandeep: Great idea! And if we offer discounts for students, it will do even better.

রাফি আর সন্দীপ িাজো বনু্ধ। দেুন একসাজেই পজেজছ অনাজসট; এ বছরই পাশ কজর তবরুজব। ফকনু্ত চাকফর ত  াোর বদজে  াজদর মাোয় িূ  
তচজপজছ কফিশপ তদয়ার!
Rafi and Sandeep are good friends. Both studied honors together and will graduate this year. But instead of looking for jobs, they've got the idea 
of starting a coffee shop stuck in their heads!
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ফপজসশমাই (আইফিয়া শুজন): ত ামাজদর কফিশজপর আইফিয়া শুনোম। দারুণ ত া! তকান ধরজনর কফি রা জব িাবজছা?
রাফি: আমরা ফবফিন্ন ধরজনর কফি রা জ  চাই, সাজে ফকছু তপপশাে তিসাটট। আপফন যফদ ফকছু পরামশট তদন,  ুব উপকার হজব।
ফপজসমশাই: অবশযই! আমাজদর তবকাফরর ফকছু তরফসফপ ত ামাজদর কাজে োগজ  পাজর।
ফপফসমা: আজরকটা কো, গ্রাহকজদর সাজে িাজো সম্পকট  গো  ুব েরুফর।  ুফম ত য়াে তরজ া।
সন্দীপ: ঠিক বজেজছা ফপফসমা। আমরা তসটা মাোয় রা ব।
Uncle (after hearing the idea): I heard about your coffee shop idea. It's great! What kind of coffee are you planning to offer?
Rafi: We want to offer various types of coffee along with some special desserts. If you could give us some advice, it would be very helpful.
Uncle: Of course! Some recipes from our bakery might be useful to you.
Aunt: One more thing, building a good relationship with customers is very important. Make sure you pay attention to that.
Sandeep: You're right, Aunt. We'll keep that in mind.

সন্দীজপর ফপজসশমাই এর একটা তবকাফর শপ আজছ।  াই রাফির মজন হে উনার সাজে তদ া কজর ফকছু পরামশট ফনজে িাজো হয়। তযই িাবা তসই 
কাে, পরফদন সন্ধযায় সন্দীজপর ফপজসশমাই-এর বাসায়।
Sandeep's uncle has a bakery shop. So Rafi thought it would be good to meet him for some advice. As soon as they thought of it, they did it. The 
next evening, they were at Sandeep's uncle's house.
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আতিক: (তিসতিতসয়ে) আতিকা, মামাবাতি গেয়ে রাহাি ভাইোর সায়ে কি মজা করব, িাই না?
আতিকা: হ্যা, আর নানুর বানায়না তিঠা-তমতি খায়বা। বাোয়নর আম গিা আয়েই! িুই তকনু্ত আজ ঝেিা করতব না।
আতিক: (মচুতক গহয়স) না, করব না। রাহাি ভাইো বয়েয়ে এবার নদীয়ি গোসে করয়ি তনয়ে যায়ব!Atik: (Whispering) Atika, it will be so much fun 
with Rahat bhaiya when we go to uncle's house, right?
Atika: Yes, and we'll eat the sweets and cakes that grandma makes. And don't forget the mangoes from the garden! But you better not fight 
today.
Atik: (Smiling) No, I won't. Rahat bhaiya said he would take us swimming in the river this time!

আতিক ও আতিকা জমজ ভাই-গবান। িয়িও একসায়ে,  ক্লাস গিায়র। গ্রীয়ের েুটি শুরু হয়েয়ে, একিু িরই মামাবাতি গবিায়ি যায়ব িারা। অনযতদন 
সারাতদন দজুয়ন মারামাতর খুনসটুি করয়েও আজ িারা দজুনই চুি, গকননা, বাবা বয়েয়ে মারামাতর করয়ে গকাোও গবিায়ি তনয়ে যায়ব না।
Atik and Atika are twin siblings. They study together in class four. Their summer vacation has started, and soon they will be visiting their uncle's 
house. Although they usually spend the whole day fighting and teasing each other, today they are both quiet because their father said he 
wouldn't take them anywhere if they fought.
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নানা: (হাতস ময়ুখ) আয়র, গিারা এতে? এয়িা গদতর গকয়না? আতিকা, ডাব খায়ব?
আতিকা: (উচ্ছ্বাতসি) হ্যা, নানা! 
নানী: (বাতির গভির গেয়ক) গক এয়সয়ে, গক এয়সয়ে? আয়র আমার গোট্ট আতিক আর আতিকা! গিামরা এয়স গেয়ো?
মামী: (খুতি হয়ে) এয়িাক্ষয়ে এয়ে গিামরা!
রাহাি: (আতিকা আর আতিকয়ক গদয়খ) তক ভাই-গবান, আজ ঝেিা হয়ব না গিা? 
আতিক: (হাসয়ি হাসয়ি) না, রাহাি ভাই, আজ গকান ঝেিা না। আয়ে িুতম বয়ো নদীয়ি কখন তনয়ে যায়ব? আজ চয়োনা!Grandpa: (Smiling) Oh, 
you guys are here? Why are you so late? Atika, would you like a coconut?
Atika: (Excitedly) Yes, Grandpa!
Grandma: (From inside the house) Who's here, who's here? Oh, my little Atik and Atika! Have you both arrived?
Aunt: (Happily) You finally made it!
Rahat: (Seeing Atika and Atik) So, siblings, there won't be any fighting today, right?
Atik: (Laughing) No, Rahat bhaiya, no fights today. But first, tell us when you'll take us to the river. Let's go today!

নানাবাতি তেয়ে গদয়খ নানা বাইয়র দ্াতিয়ে ডাব কািয়ে; আতিক ডাক তদয়ো, "নানা ভাইইইইইই!!“
When they arrived at their grandparents' house, they saw their grandfather outside cutting coconuts. Atik called out, "Grandpaaaaaaaaa!"
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Figure 18: Designed cases for the user study: case 3.

Figure 19: A snapshot of the survey form (Case 1, Part 1).
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E Example Case Study and Workflow1484

Here in Figure 20 and 21, we show two com-1485

plete examples of data collection and processing to1486

demonstrate how we design our experiments and1487

collect data. We can see collected data in different1488

tries for each combination of experiment and the1489

final voting classifier result.1490

To evaluate our method, we conducted various1491

experiments to assess the outputs from widely-used1492

LLMs: Gemini, ChatGPT, and Microsoft Copilot.1493

For example, as illustrated in Figure 20, an En-1494

glish sentence like “I will take a bath now” can1495

be translated into Bangla, but the exact translation1496

can vary depending on factors such as religion and1497

geographic location. Therefore, to collect data, we1498

employed extensive prompting methods to examine1499

the sentence outputs:1500

1. Normal outputs without any specifications.1501

The prompt was: Translate into Bengali in 11502

line: “I will take a bath now.”.1503

2. Output after providing preferred cultural di-1504

alect in the prompt, corresponding to RQ1.1505

Does mentioning preferred cultural dialect in1506

the prompt aid comprehension?1507

The prompt was: Translate into Bengali in 11508

line: “I will take a bath now.” and, I prefer1509

Hindu-majority dialect of Bengali.;1510

and once more with and, I prefer Muslim-1511

majority dialect of Bengali.1512

3. Output after providing preferred cultural di-1513

alect in the beginning of the session, corre-1514

sponding to RQ 2. Can the LLMs retain1515

culture-specific data throughout the session?1516

The initial prompt with specification was : “I1517

prefer Muslim/Hindu-majority dialect of Ben-1518

gali. Answer the questions maintaining the1519

theme.”, twice for each options.1520

The main prompt was: Translate into Bengali1521

in 1 line: “I will take a bath now.”.1522

4. When corresponding texts are added with re-1523

gards to Muslim or Hindu-majority context,1524

corresponding to1525

We provided some context as shown in Ap-1526

pendix C.1,and then asked the question. The1527

prompt was: Translate into Bengali in 1 line:1528

“I will take a bath now.” .1529

5. When locations are specified (Bangladesh, In-1530

dia, and USA), corresponding to RQ4. Can1531

LLMs infer cultural contexts from user loca- 1532

tion? 1533

The prompt was: Translate into Bengali in 1 1534

line: “I will take a bath now.”, 1535

followed by “I am from Bangladesh/ India/ 1536

USA.”, once for each country. 1537

We conduct three trials for each method to ob- 1538

serve the outputs generated by the LLMs. We ex- 1539

amine whether the LLMs provide translations with 1540

Hindu or Muslim-majority dialect and contextual 1541

nuances. Using statistical analysis, we identify 1542

which religion appears most frequently in the trans- 1543

lations. For instance, in the specific example dis- 1544

cussed, we observed the following: 1545

1. ChatGPT and Microsoft Copilot produced 1546

translations with Hindu context, whereas 1547

Gemini produced a translation with Muslim 1548

context. 1549

2. When the religion was explicitly declared, all 1550

LLMs correctly identified the context and pro- 1551

vided uniform translations. 1552

3. In the third trial, expected outputs were gener- 1553

ally achieved, but Microsoft Copilot struggled 1554

to capture the Muslim context accurately. 1555

4. When location information was specified, 1556

ChatGPT and Microsoft Copilot produced 1557

Hindu-context translations, while Gemini con- 1558

tinued to produce a Muslim-context transla- 1559

tion. 1560

Determining which experiment yields the correct 1561

answer and which LLM performs best depends on 1562

the context we aim to highlight when working with 1563

cultural texts in Bangla. It is anticipated that, given 1564

the location and religious context, LLMs will strive 1565

to produce translations that are correct or closely 1566

aligned with the intended output. 1567

Similarly, in Figure 21, we present another case 1568

study where the sentence “Sister-in-law will come 1569

home today” can be interpreted in two ways in 1570

Bangla, depending on the cultural context. In 1571

a Muslim context, “Sister-in-law” translates to 1572

“Bhabi”, while in a Hindu context, it translates to 1573

“Boudi”. We applied the same methods (1-5) as 1574

described earlier. We designed the prompts in the 1575

same way described above, collected data thrice, 1576

calculated main output and performed analysis on 1577

that. 1578
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আমি এখন গ োসল করব। Muslim

আমি এখন স্নোন/গ োসল করব।
Bangla Sentence:

|I will take a bath now.
English Translation:

Dialect Differences:

English

|Verb/Work (Activity)
Context:

আমি এখন স্নোন করব। Hindu

LLM
Normal

Religion Declaration at First 

(Muslim-majority)

Religion Declaration at First 

(Hindu-majority)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Hindu Hindu Hindu Muslim Hindu Muslim Hindu Hindu Hindu

Gemini Muslim Muslim Hindu Muslim Muslim Muslim Hindu Hindu Hindu

MS Copilot Hindu Hindu Hindu Hindu Hindu Hindu Hindu Hindu Hindu

LLM
Specify Location (Bangladesh) Specify Location (India) Specify Location (USA)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Hindu Muslim Muslim Hindu Hindu Hindu Muslim Muslim

Gemini Muslim Muslim Muslim Muslim Hindu Hindu Hindu Muslim Hindu

MS Copilot Hindu Muslim Hindu Hindu Muslim Muslim Muslim Muslim Muslim

Data Collection: 

LLM

Religion Declaration at Prompt

(Muslim-majority)

Religion Declaration at Prompt

(Hindu-majority)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Muslim Muslim Hindu Hindu Hindu

Gemini Muslim Hindu Muslim Hindu Hindu Hindu

MS Copilot Muslim Hindu Muslim Hindu Hindu Hindu

LLM

Specify Religion with Other Texts 

(Muslim-majority)

Specify Religion with Other Texts 

(Hindu-majority)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Muslim Muslim Hindu Hindu Hindu

Gemini Muslim Muslim Hindu Hindu Hindu Hindu

MS Copilot Hindu Hindu Hindu Hindu Muslim Hindu

Meta-data:

Data Processing: 

LLM Normal
Religion Declaration at First 

(Muslim-majority)

Religion Declaration at First

(Hindu-majority)

ChatGPT Muslim Hindu Hindu

Gemini Muslim Muslim Hindu

MS Copilot Hindu Hindu Hindu

LLM
Religion Declaration at Prompt 

(Muslim-majority)

Religion Declaration at Prompt 

(Hindu-majority)

ChatGPT Muslim Hindu

Gemini Muslim Hindu

MS Copilot Muslim Hindu

LLM Specify Location (Bangladesh) Specify Location (India) Specify Location (USA) 

ChatGPT Muslim Hindu Muslim

Gemini Muslim Hindu Hindu

MS Copilot Hindu Muslim Muslim

LLM
Specify Religion with Other Texts 

(Muslim-majority)

Specify Religion with Other Texts 

(Hindu-majority) 

ChatGPT Muslim Hindu

Gemini Muslim Hindu

MS Copilot Hindu Hindu

Figure 20: Example case study 1.
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|

|

|

ভাবি আজ বাসায় আসবব। Muslim

ভাবি/িউবি/বিৌবি আজ বাসায় আসবব।
Bangla Sentence:

|Sister-in-law will come home today.
English Translation:

Dialect Differences:

English

|relation
Context:

িউবি/বিৌবি আজ বাসায় আসবব। Hindu

LLM
Normal

Religion Declaration at First 

(Muslim-majority)

Religion Declaration at First 

(Hindu-majority)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Hindu Muslim Muslim Muslim Muslim Hindu Muslim Muslim

Gemini Hindu Muslim Muslim Hindu Muslim Hindu Hindu Muslim Hindu

MS Copilot Muslim Hindu Hindu Muslim Hindu Muslim Muslim Hindu Hindu

LLM
Specify Location (Bangladesh) Specify Location (India) Specify Location (USA)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Muslim Muslim Muslim Muslim Muslim Muslim Muslim Muslim

Gemini Hindu Hindu Hindu Muslim Hindu Hindu Muslim Muslim Hindu

MS Copilot Hindu Muslim Muslim Muslim Muslim Muslim Muslim Hindu Muslim

Data Collection: 

LLM

Religion Declaration at Prompt

(Muslim-majority)

Religion Declaration at Prompt

(Hindu-majority)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Muslim Muslim Hindu Muslim Muslim

Gemini Hindu Muslim Muslim Muslim Hindu Hindu

MS Copilot Hindu Muslim Muslim Hindu Hindu Muslim

LLM

Specify Religion with Other Texts 

(Muslim-majority)

Specify Religion with Other Texts 

(Hindu-majority)

Try 1 Try 2 Try 3 Try 1 Try 2 Try 3

ChatGPT Muslim Muslim Muslim Hindu Muslim Muslim

Gemini Hindu Muslim Muslim Muslim Hindu Hindu

MS Copilot Hindu Muslim Muslim Hindu Hindu Muslim

Meta-data:

Data Processing: 

LLM Normal
Religion Declaration at First 

(Muslim-majority)

Religion Declaration at First

(Hindu-majority)

ChatGPT Muslim Muslim Muslim

Gemini Hindu Muslim Hindu

MS Copilot Muslim Hindu Hindu

LLM
Religion Declaration at Prompt 

(Muslim-majority)

Religion Declaration at Prompt 

(Hindu-majority)

ChatGPT Muslim Muslim

Gemini Hindu Hindu

MS Copilot Hindu Muslim

LLM Specify Location (Bangladesh) Specify Location (India) Specify Location (USA) 

ChatGPT Muslim Muslim Muslim

Gemini Hindu Hindu Muslim

MS Copilot Muslim Muslim Muslim

LLM
Specify Religion with Other Texts 

(Muslim-majority)

Specify Religion with Other Texts 

(Hindu-majority) 

ChatGPT Muslim Muslim

Gemini Muslim Hindu

MS Copilot Muslim Hindu

Figure 21: Example case study 2.
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