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Abstract

Achieving balanced alignment of large language models (LLMs) in terms of Help-
fulness, Honesty, and Harmlessness (3H optimization) constitutes a cornerstone
of responsible AI. Existing methods like data mixture strategies face limitations,
including heavy reliance on expert knowledge and conflicting optimization signals.
While model merging offers parameter-level conflict-resolution strategies through
integrating specialized models’ parameters, its potential for 3H optimization re-
mains underexplored. This paper systematically compares the effectiveness of
model merging and data mixture methods in constructing 3H-aligned LLMs for
the first time, revealing previously overlooked collaborative and conflict relation-
ships among the 3H dimensions and discussing the advantages and drawbacks of
data mixture (data-level) and model merging (parameter-level) methods in miti-
gating the conflict for balanced 3H optimization. Specially, we propose a novel
Reweighting Enhanced task Singular Merging method, RESM, through outlier
weighting and sparsity-aware rank selection strategies to address the challenges of
preference noise accumulation and layer sparsity adaptation inherent in 3H-aligned
LLM merging. Extensive evaluations can verify the effectiveness and robustness
of RESM compared to previous data mixture (2%-5% gain) and model merging
(1%-3% gain) methods in achieving balanced LLM alignment.

1 Introduction
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Figure 1: Illustration of
trade-offs in optimizing
LLMs across the 3H ob-
jectives.

Large language models (LLMs) have demonstrated remarkable
capabilities across diverse natural language processing tasks [1–
3]. However, their reliable deployment necessitates balanced
optimization across three critical dimensions: Helpfulness (pro-
viding accurate and task-aligned responses), Honesty (avoiding
hallucinations and misinformation), and Harmlessness (prevent-
ing toxic or unethical outputs), collectively termed 3H optimiza-
tion [4–7]. While recent alignment techniques such as consti-
tutional AI [8], reinforcement learning from human feedback
(RLHF) [9], and Direct Preference Optimization (DPO) [10]
have improved individual aspects of 3H, seeking a balance re-
mains a significant challenge. For instance, models optimized
for helpfulness may inadvertently generate harmful content [11],

∗Corresponding Authors.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



while harmlessness alignment can lead to dishonest responses
[12]. This trade-off is illustrated in Figure 1, highlighting the need for systematic approaches to
harmonize 3H objectives.

Traditional methods for enhancing 3H properties often rely on data mixing strategies assisted by
empirically heuristic rules [13], multi-dimensional scoring via reward models [14], or alignment
conflict metrics [15], where diverse datasets are combined to fine-tune a single model. While
effective, these approaches face practical limitations: (i) data curation requires substantial domain
expertise and computational resources [11, 16], and (ii) conflicting optimization signals during
fine-tuning may complicate prioritization of alignment objectives without compromising others
[15, 17]. As a cost-effective alternative, model merging has gathered great attention for LLM
alignment through integrating parameters from specialized aligned models, addressing key challenges
such as catastrophic forgetting after fine-tuning [18] and achieving robust reward models [19, 20].
However, for 3H optimization, the effectiveness and limitations of existing merging methods remain
underexplored, especially considering the preference noise [21] and layer significance [22, 23] for
LLM multi-objective alignment. While preliminary investigations exist [24], these are narrowly
focused on constrained scenarios (e.g., multilingual) or employ partial evaluations of 3H dimensions
[25] without systematic comparisons. This raises the central question to be explored:

Can we benchmark the model merging and data mixing techniques in 3H optimization for
LLM alignment and explore the overlooked optimization principles specific to model merging?

To address this question, we first establish a benchmark for 3H optimization in LLM alignment and
systematically compare model merging and data mixing techniques for 3H optimization. Based on
this benchmark, we reveal previously overlooked collaborative and conflicting relationships among
the 3H dimensions and discuss the advantages and limitations of data mixture (data-level) and model
merging (parameter-level) methods in mitigating conflicts for balanced 3H optimization. Additionally,
we address the challenges of preference noise accumulation and layer sparsity adaptation in LLM
multi-objective merging, proposing a novel reweighting-enhanced task singular merging (RESM)
method via outlier weighting and sparsity-aware rank selection to further enhance balanced LLM
alignment. In summary, our key contributions are as follows:

• We create the first benchmark for 3H optimization in LLM alignment and systematically compare
model merging and data mixing, including our investigations into 15 representative methods (12
training-free model merging methods and 3 representative data mixture methods), 10 preference
datasets associated with 5 annotation dimensions, 2 classific LLMs families, and 2 training settings.
• We reveal a range of previously overlooked optimization principles and insights for 3H optimization
in LLM alignment. These include: different collaborative and conflict relationships among 3H
dimensions, the superiority of model merging over data mixture methods, and the factors affecting
the effect of model merging considering redundant parameters updates during post-training.
• Beyond holistic evaluation of existing model merging methods, we propose a novel reweighting-
enhanced task singular vector merging algorithm adapted to the preference noise accumulation and
layer sparsity during merging through outlier weighting and sparsity-aware rank selection. Extensive
experiments verify its effectiveness in achieving balanced LLM alignment.

2 Related Work

Model Merging for LLM Alignment. Model merging has emerged as a parameter-level cost-
effective technique for LLM alignment [18], addressing challenges across four aspects: (a) Stabilizing
reference policies focuses on the over-optimization problems during the RL training. Weight-
space averaging of models with varying initializations constructs robust policy ensembles [26],
while dynamic trust-region updates [27] and online gradient fusion [28] help preserve foundational
capabilities. (b) Cross-model capability transfer resolves architectural mismatches during knowledge
fusion [29] through probabilistic token alignment [30], vertical domain adaptation [31], and subspace
projection [32]. But persistent toxic parameter propagation [33, 34] remains a critical barrier, inducing
biased representation transfer during integration. (c) Avoiding forgetting after finetuning develops
gradient-aware selective merging [35], heterogeneous layer-wise merging [36, 37], and subspace-
based merging [38] to mitigate the alignment tax or realign the model after fine-tuning for downstream
tasks. (d) Balancing multi-optimized objectives employs linear interpolation of reward-tuned models
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[39, 17, 19, 20] and Mixture of Experts (MoE) based expert routing [25] to approximate Pareto
frontiers but lacks theoretical guarantees for subspace conflict analysis. Additionally, while location-
based merging [40] identifies alignment-specific weights, its efficacy is heavily data-dependent.
Notably, [24] provides preliminary insights into safety-utility trade-offs in cross-lingual scenarios,
but none of these studies explore model merging’s potential and limitations for 3H optimization.

Data Mixture for LLM Alignment. Compared with the pretraining data mixture in terms of
different domains, LLM alignment aims to achieve a good trade-off between Helpfulness, Honesty,
and Harmlessness (3H) regarding human preference [41–43, 7]. (a) Empirical Methods [44, 45]
have explored the heuristic mixture strategies between helpful and safety-related data to mitigate the
safety-utility. (b) Reward Model-based Methods train traditional Bradley-Terry models [46, 47] and
multi-objective reward models, which are designed to score the data for capturing the complicated
human preferences [48–51]. ArmoRM [14] is a representative development aiming to promote LLMs
aligned with human-interpretable multi-objective demands like honesty and helpfulness. (c) New
Metric Methods are initially designed to select preference data only from the quality and diversity
dimensions [52, 53], Hummer [15] recently quantifies the conflict among preference datasets to
balance diverse alignment objectives effectively. Different from these works that resolve the conflict
from the data mixture perspective, we explore the parameter-level model merging solutions and select
representative data mixture methods as comparisons to discuss their effectiveness.

3 Revisting Model Merging for Multi-Object Alignment Optimization
3.1 Preliminaries

The intersection of model merging and alignment optimization presents unique challenges and
opportunities that warrant dedicated investigation [19, 20]. Given multiple models parameterized
by θ1, θ2, · · · , θn, where each optimizes base model θ0 towards a different alignment objective, the
alignment task vector set can be achieved by ∆ = (∆1, · · · ,∆n) = (θ1−θ0, · · · , θn−θ0). Existing
merging methods related to LLM multi-objective alignment [18] can be concluded as follows.

Linear interpolation methods, such as Rewarded Soups [17] and Weight Average based methods
(WARM [19] and WARP [20]), have demonstrated that simple weighted averaging of model parame-
ters can be effective in learning the Pareto frontier of multiple objectives or achieving robust reward
models and reward policies. The merged model can be achieved through: θmerged =

∑n
i=1 wiθ

i, where
the w = (w1, w2, · · · , wn) is defined as the interpolation weight related to adjustable preference.

Task-Vector (TV) based methods [54] integrate different parameter update directions (the alignment
task vector ∆i = θi − θ0) rather than full model parameters like linear interpolation. Advanced
merging approaches like TIES [55], DARE [56], Breadcrumbs [57], and DELLA [58] explore many
nuanced ways to identify and preserve crucial subspaces that capture different objectives and resolve
the objective conflicts. In general, these methods can be expressed as θMerged = θ0 +

∑n
i=1 wimi ⊙

(θi − θ0), where mi ∈ {0, 1}|θ| is a binary mask and ⊙ is the element-wise multiplication. Moreover,
Model stock [59] identifies that model performance correlates strongly with proximity to the center
of the weight space and proposes to approximate this optimal center point geometrically.

Task Singular Vector (TSV) based methods [60–62] point out that the element-wise mask often
breaks the inherent row–column correlations in the weight matrix, potentially destroying a low-
dimensional structure of the fine-tuned parameters critical for individual tasks. As an alternative,
they exploit the low-rank structure of task vectors through layer-wise parameter conflict analysis. By
performing Singular Value Decomposition (SVD) with low-rank approximation on top-k singular
components of layer-wise task vectors, we can achieve compressed or truncated task matrix through
SVDk(θ

i
l−θ0l ) = U

(i)
l [:, : kfixed]S

(i)
l V

(i)⊤
l [: kfixed, :], where U , S, and V are the left singular vectors,

singular values, and right singular vectors, the kfixed represents the top-k selection of singular values.

min
Ul⊥

∥Ul⊥ −Ul∥F s.t. U⊤
l⊥Ul⊥ = I, (1)

min
Vl⊥

∥Vl⊥ − Vl∥F s.t. V ⊤
l⊥Vl⊥ = I, (2)

θMerged Layer = θ0l +

n∑
i=1

U
(i)
l⊥ [:, : kfixed]S

(i)
l V

(i)⊤
l⊥ [: kfixed, :]. (3)
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Figure 2: (a) illustrates the impact of outlier weighting in model merging when incorporating multi-
aligned models. The performance discrepancy before and after processing quantifies the degree of
preference noise accumulation; (b) depicts the effective rank required to capture 95% of the total
energy in singular values for task vectors derived from 3H training. Larger ranks indicate the necessity
of retaining a higher proportion of singular values to preserve task-relevant information.

Assisted by decorrelat-based whitening transformation as Eq.(1) and Eq.(2), we can obtain orthogonal
singular vectors Ul⊥ and Vl⊥ to mitigate the interference among task matrices. Finally, the layer-wise
weight for the merged model can be defined as Eq.(3), where the wl is the scaling factor.

3.2 Motivation

Despite the successes of TSV-based methods outlined above, several overlooked challenges undermine
the efficacy of model merging for 3H optimization:

(i) Negative Outliers from Preference Noise Accumulation: The core design of previous merging
methods is to separate task-specific and task-shared parameters through element-wise mask or layer-
wise SVD decomposition [18]. But all of these works ignore the preference noise accumulation [21],
which is a special problem for LLM alignment, especially when more alignment objectives or models
are considered during merging. This introduces additional outlier weight updates that make it difficult
to capture true task-specific optimization direction, so as to weaken the effect of conflict resolution.

As shown in the Figure 2a, we respectively train models for each dimension of 3H optimization.
The merging results with 3/6/9/12 models represent that for 3H optimization, we respectively select
1/2/3/4 single-dimension models with different hyperparameters. We apply the 3σ principle to mask
the outlier weight for singular value parameter updates (the details can be shown in Section 4) while
adopting the representative task-singular vector merging algorithm, TSVM [60]. From the results,
we can find that masking the outlier weight within the singular value S can strengthen the merging
effect, and the accumulation preference noise has the same trend as the increased model numbers.

(ii) Unreasonable Fixed Rank Selection for Each Layer: Conventional model merging methods
employ a uniform rank selection threshold k across all layers, failing to account for layer-specific
sparsity patterns and parameter importance heterogeneity in LLMs. As evidenced by layer-wise
analyses [63], sparse attention activation and dense feed-forward layers exhibit fundamentally differ-
ent sparsity characteristics. Moreover, recent mechanistic studies [23, 64, 22] reveal that alignment
capabilities predominantly emerge from localized parameter updates in specific subnetwork regions
rather than global changes. Both of them necessitate distinct rank selection strategies during merging.

As shown in the Figure 2b, we display the difference in the rank selection between dense and sparse
layers while keeping 95 percent of information/energy within the singular value [65]. This divergence
of rank among layers highlights the challenge of using a fixed top-k selection to compress the rank for
model merging as Eq.(3), because we may either discard important components or keep unnecessary
components that cause interference between different alignment objectives.

4 Reweighting-Enhanced Task Singular Vector Merging for 3H Optimization

Overall: Based on the above analysis, we propose a novel Reweighting Enhanced task Singular
vector Merging algorithm (RESM), with theoretical foundations in outlier detection and layer-wise
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sparsity analysis for rank selection, aiming to improve model merging for 3H optimization. Thus,
we can transform Eq.(3) to Eq.(4) by integrating with reweighting-based optimization. The full
framework of RESM can be shown in Algorithm 1.

θRESM
l = θ0

l +

n∑
i=1

U
(i)
l⊥ [:, : kl]︸ ︷︷ ︸
Adaptive

Rank Selection

(
α
(i)
l S

(i)
l

)
︸ ︷︷ ︸

Outlier-Aware
Weighting

V
(i)⊤
l⊥ [: kl, :]︸ ︷︷ ︸

Adaptive
Rank Selection

, (4)

To address (i), compared with directly utilizing full singular values, we employ layer-wise outlier
detection to aggregate the Outlier-Aware Weight for reweighting the singular values. This means we
should check which parts of the singular values can truly represent the optimization direction towards
the alignment process. Considering the heavy-tailed distribution of LLM parameter updates, where
few parameters undergo significant changes while most exhibit minor adjustments, we leverage the
3σ principle, which aligns with this characteristic. Thus, we adopt statistical significance filtering to
weaken the noise effect and normalize competitive weight to identify true optimization adjustments.
The ∆

(i)
l,r,c ∈ R denotes the weight deviation at row r, column c of layer l for model i relative to

initial model, µ(i)
r and σ

(i)
r represent the mean (Eq.(5)) and standard deviation of deviations (Eq.(6))

in row r, quantifying central tendency and dispersion, α(i)
l ∈ [0, 1] (Eq.(7)) computes layer-wise

aggregation weights via L1-normalized sparse outlier magnitudes, and THRESHOLD(M , τ) applies
hard-thresholding to suppress elements in matrix M with absolute values below τ .

µ
(i)
l,r = Ec[|∆l,r,c|], (5)

σ
(i)
l,r =

√
Ec[|∆l,r,c|2]− (µ

(i)
l,r)

2, (6)

α
(i)
l =

dl∑
r=1

∥Threshold(∆(i)
l,r,:, µ

(i)
l,r + 3σ

(i)
l,r )∥1

n∑
j=1

dl∑
r=1

∥Threshold(∆(j)
l,r,:, µ

(j)
l,r + 3σ

(j)
l,r )∥1

(7)

Our outlier-aware reweighting mechanism operates through two complementary mechanisms: Noise
Suppression: By thresholding parameter deviations via the 3σ rule, we filter out low-magnitude fluc-
tuations that predominantly encode noise, forcing the singular vectors u(i)

r to align with statistically
significant task features; Task Equilibrium: The layer-wise aggregation weights α

(i)
l are globally

normalized across all models, ensuring balanced contributions from diverse tasks and preventing
dominance by high-magnitude updates that may obscure subtle yet critical features. More details for
outlier-aware weighting for singular value can be shown in Appendix A.1.

To address (ii), instead of fixed top-k strategy, we propose to adaptively decide the level of rank
selection based on the layer sparsity. We can first compute the sparsity consensus for all models
as Eq.(8) and then achieve the dynamic rank as Eq.(9), where γ0 > 0 and γ > 0 control the base
rank and sparsity-related rank reduction respectively, the kl is defined as the dynamic rank for layer l
determined by sparsity Ωl. We set γ0 = 0.2, γ = 0.6 and ϵ = 0.1 by default. We can observe that
for layers with high sparsity (Ωl → 1), the optimal rank selection Ωl → dl(γ0 + γΩl) retains most
singular, whereas for dense layers Ωl → 0, the rank kl decreases significantly, inducing stronger
dimensionality reduction through truncation.

Ωl =
1

nd2l

n∑
i=1

dl∑
r,c=1

I
(
|∆(i)

l,r,c| < ϵ
)

(8)

kl = ⌊dl(γ0 + γΩl)⌋ (9)

Our sparsity-adaptive rank selection mechanism operates through two complementary principles:
Information Preservation: For dense layers, where parameter updates demonstrate relatively uniform
distributions with predominantly small adjustments, employing lower-rank approximations proves
effective for noise suppression while preserving principal components. However, this necessitates
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Algorithm 1: Reweighting-Enhanced Task Singular Vector Merging
Input :Initial model θ0 and Further Aligned models {θi}ni=1 with same layers L, Sparsity factor

γ ∈ [0, 1], ϵ > 0
Output :Merged model θ∗

for layer l← 1 to L do
// Step1:Alignment Task Vector Extraction
∆

(1:n)
l ← [θi

l − θ0
l ]

n
i=1

// Step2:Outlier-Aware Weighting
for model i← 1 to n do

Compute row-wise statistics: µ(i)
l ,σ

(i)
l ← ROWOUTLIERSCORE(|∆(i)

l |)
Calculate sparse aggregation weights:

α
(i)
l ←

∑dl
r=1 ∥THRESHOLD(∆

(i)
l,r,:

,µ
(i)
l,r

+3σ
(i)
l,r

)∥1∑n
j=1

∑dl
r=1 ∥THRESHOLD(∆

(j)
l,r,:

,µ
(j)
l,r

+3σ
(j)
l,r

)∥1

// Step 3: Sparsity-Adaptive Rank Selection
Compute layer sparsity consensus: Ωl ← 1

nd2
l

∑n
i=1

∑dl
r,c=1 I(|∆

(i)
l,r,c| < ϵ)

Determine dynamic rank: kl ← ⌊dl(γ0 + γΩl)⌋
// Step 4:Reweighting Optimization during Merging
for model i← 1 to n do

Decompose: [U (i)
l ,S

(i)
l ,V

(i)
l ]← SVD(∆

(i)
l )

Compute orthogonal projections Ul
(i)
⊥ and Vl

(i)
⊥ via Eq.(1) via Eq.(2)

Reweight for Outlier Weight: S(i)
l ← α

(i)
l · S

(i)
l

Reweight for Rank Selection: Ul
(i)
⊥ ← Ul

(i)
⊥ [:, : kl], Vl

(i)
⊥ ← Vl

(i)
⊥ [: kl, :],

S
(i)
l ← S

(i)
l [: kl, : kl]

Merge Components: Ml ←
∑n

i=1 Ul⊥
(i)S

(i)
l Vl⊥

(i)⊤

Update the Layer for the Merged Model: θ∗
l ← θ0

l +Ml

careful determination of the optimal rank selection threshold to balance between information retention
and noise elimination. Conversely, sparse layers display concentrated parameter updates along a
few dominant directions, potentially containing critical outlier components. Here, maintaining a
higher rank becomes essential to ensure the preservation of these salient directional features, thereby
preventing substantial information loss through excessive rank truncation. Conflict Mitigation: By
preserving dominant singular directions in sparse layers and enforcing orthogonality through Eq.(1),
we reduce overlaps between task-specific parameters, decoupling interference-prone optimization
trajectories. More details about rank selection can be shown in Appendix A.2.

5 Experiments

5.1 Experimental Setup

Table 1: Dataset statistics for our DPO training.
Annotation Perspective Dataset Judge

Helpfulness

HelpSteer [49] GPT4-Turbo
Py-Dpo [66] GPT4-Turbo
Distilabel-Orca [67] GPT4-Turbo
Distilabel-Capybara [68] GPT4-Turbo

Harmlessness UltraSafety [5] GPT4-Turbo

Honesty Truthy-Dpo-v0.1 [69] Human
GRATH [70] Llama2

Helpfulness&Honesty UltraFeedback [52] GPT4-Turbo

Helpfulness&Harmlessness PKU-Safe-RLHF [11] GPT4-Turbo
Nectar [71] GPT4-Turbo

Datasets: As shown in Table 1, we select com-
monly used preference data for model train-
ing. These datasets can be categorized into five
groups from the annotation perspective.

Backbones: Following SimPO [72], we adopt
two instruction-tuned models: Llama-3-8B-
Instruct [73] and Mistral-7B-Instruct-v0.2 [74].
These serve as the SFT model, and we then per-
form DPO training on the full network using the
preference data.

Baselines:(i) Individual Training: We respec-
tively train one model for each annotation per-
spective as stated by Table 1. These models are
saved for model merging. (ii) Mixture Train-
ing: We adopt the full datasets shown in Table 1 and then adjust the data mixture proportion before
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training based on the Empirical methods [44, 45], the multi-dimension score of the Reward model
ArmoRM-Llama3-8B [14] and the alignment conflict metric from Hummer [15]. The implementa-
tion details can be shown in Appendix C;(iii) Model Merging: Considering that the constraints of
data availability and test data leak will limit the generalization of merging methods for LLMs, we
mainly adopt training-free multi-task or multi-object alignment merging strategies from MergeKit
[75], which includes Weight Average [76], Task Arithmetic [54], Ties-Merging [55], DARE[56],
DELLA [58], Model Stock [59] and Model Breadcrumbs [57]. Moreover, from the perspective of
Pareto-optimal front [39, 17, 19, 20] and singular vector decomposition [60, 61], we select Rewarded
Soup [17], TSVM [60] as two additional training-free merging methods for 3H optimization. We
provide discussions about training-based and MOE-based merging methods [25] in Appendix B.

Settings: We construct two different settings to verify the effectiveness of model merging for 3H
optimization: (i) Static Optimization for DPO Training at once as Table 3 and Table 4, where we
aim to achieve an aligned model that simultaneously meets the 3H demands using various annotated
preference data at once. (ii) Continual Optimization for Sequential DPO Training as Table 10 and
Table 11, which refers to the continual and dynamic circumstances with newly curated preference
data and more customized demands compared to previously trained models. In this case, we need to
simultaneously focus on the effectiveness and efficiency of constructing an aligned model.

Table 2: Necessary specifications for the strategy
and scaling of each method.
Method Strategy Scaling

Data Mixture-Based Methods
Heuristic [13] Empirically heuristic-adjusted ratio Data Mixture Ratio
ArmoRM [14] Reward Model Multi-object Data Selection
Hummer [15] Alignment Conflict Metric Multi-object Data Selection

Merging-Based Methods
Weight Average [76] Linear Int. Consensus Parameter Weight Coeff.
Rewarded Soup [17] Linear Int. Consensus Parameter Weight Coeff.
Task Arithmetic [54] Linear Int. Consensus Parameter Scaling Factor
Ties [55] Top-k Sparsification Parameter Scaling Factor
DARE [56] Random Sparsification Parameter Scaling Factor
DELLA [58] Random Sparsification Parameter Scaling Factor
Breadcrumbs [57] Top/Bottom-k Sparsification Parameter Scaling Factor
Model Stock [59] Geometric Sparsification Parameter Adaptive Ratio
TSVM [60] Singular Value Decomposition Parameter Scaling Factor

Evaluation: (i) For Helpfulness: we se-
lect Math, GSM8K, ARC-C, ARC-E, MMLU,
MBPP-Plus, HumanEval-Plus [77], and MT-
Bench [78] to asses the helpfulness of LLMs;
(ii) For Honesty: we utilize the HaluEval-Wild
[79] for evaluating honesty or hallucinations;
(iii) For Harmlessness:, we conduct safety-
related (SaladBench [80]) and refusal-related
(OR-Bench [81]) evaluations to measure the
harmlessness of models. Higher values are pre-
ferred for all reported results to ensure the rea-
sonableness and fairness of evaluation. The nor-
malized metric is calculated based on the relative
gain of each dimension to avoid the imbalanced
evaluation datasets for the 3H perspective. More details can be shown in the Appendix C.2.

5.2 Experimental Results

There exist different collaborative and conflict relationships in terms of 3H objectives for LLM
alignment. As shown in Figure 3, we display the trade-off through individual training comparison.
Denote the results of Instruct LLMs as the grey line in the Figure, we can compare the results
of Honesty and Helpfulness after performing individual Helpful, Honest, and Harmless Training
to distinguish the relationship between each optimization dimension. From the results, we can
observe that there exist different collaborative and conflict relationships between helpfulness, honesty,
and harmlessness while performing DPO Training, exhibiting that Helpful Training benefits 3H
performance simultaneously, but Honest and Harmless Training weaken each other.

Model merging can serve as a good alternative for data mixture methods in mitigating the 3H
conflict. As shown in Table 3 and Table 4, we compare the effectiveness of data mixture and model
merging methods for 3H optimization of Llama3 [73] and Mistral [74]. For data mixture methods, they
mitigate the 3H conflict by collecting full training preference data and then filtering conflict samples.
Compared with heuristic strategies and reward model based strategies, which rely on historical
training data and human effort, Hummer is specially designed for evaluating conflict for full training
preference data, which can achieve better 3H results with a norm gain from 7.68% to 10.16% on the
Llama3. For model merging methods, compared with full training strategies, they advocates for phased
optimization to negotiate competing alignment objectives through dimension-specific individual
training, where we first conduct individual training to obtain models for five different annotation
dimensions respectively, and then adopt conflict-aware parameter merging strategies, such as random
sparsification, Top-k filtering, and singular value decomposition, to merge these models into an
ideal one that can achieve close or superior results than full training methods. Take the experiment
on Llama3 for example, compared with the best data mixture methods, Hummer(10.16%), model
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Figure 3: Illustration of the 3H Trade-Off, where Helpful Training benefits 3H performance simul-
taneously, but Honest and Harmless Training weaken each other. The dashed line (Instruct Model)
serves as the reference, where rectangles on the left represent the weakening effect, and vice versa.

Table 3: 3H Results Under Static Optimization Setting where we perform DPO training using various
datasets at once. The normalized gain metric is the average value of the relative gain for each
dimension compared with the results of Llama3-8B-Instruct.

Methods Helpfulness Honesty Harmlessness Helpful_Avg Honest_Avg Harmless_Avg Norm_Gain
Math GSM8K ARC-E ARC-C MMLU MBPP_Plus HumanEval_Plus MT-Bench HaluEval_Wild Salad_Bench OR-Bench

llama3-8B-Instruct 28.08 78.09 93.65 82.03 68.20 58.99 53.05 8.25 53.50 91.16 26.97 58.79 53.50 59.07 —

Helpfulness 29.08 79.30 93.65 81.69 68.58 57.94 58.54 8.33 55.00 89.83 42.06 59.64↑1.45% 55.00↑2.80% 65.95↑11.65% +5.30%
Honesty 28.52 78.77 93.65 81.36 68.34 58.47 54.27 8.45 54.67 92.18 21.95 58.98↑0.32% 54.67↑2.19% 57.07↓3.39% -0.29%
Harmlessness 28.88 77.33 93.65 82.03 68.32 59.79 52.44 8.15 53.33 92.36 27.92 58.82↑0.05% 53.33↓0.32% 60.14↑1.81% +0.51%
Helpfulness&Honesty 29.60 77.63 93.47 82.71 68.33 59.79 59.15 8.18 56.00 90.86 39.80 59.86↑1.82% 56.00↑4.67% 65.33↑10.60% +5.70%
Helpfulness&Harmlessness 30.02 77.26 93.47 82.37 68.31 58.99 56.11 8.16 54.50 90.27 58.86 59.34↑0.94% 54.50↑1.87% 74.57↑26.24% +9.68%

3H Mixture Full Training (Heurisistic) 28.21 78.85 93.65 81.69 68.38 60.85 57.32 8.48 54.67 92.06 35.36 59.68↑1.51% 54.67↑2.19% 63.71↑7.85% +3.85%
3H Mixture Full Training (ArmoRM) 28.81 78.97 93.65 82.39 68.42 60.55 58.22 8.52 55.50 92.11 42.12 60.24↑2.47% 55.50↑3.74% 69.02↑16.84% +7.68%
3H Mixture Training (Hummer) 29.41 78.95 93.65 82.69 68.59 60.41 58.15 8.58 55.60 92.10 50.11 60.35↑2.65% 55.60↑3.93% 73.21↑23.90% +10.16%

Weight Average 29.80 78.01 93.47 82.71 68.43 59.26 57.32 8.02 57.78 91.72 41.48 59.63↑1.43% 57.78↑8.00% 66.60↑12.75% +7.39%
Rewarded Soup 29.64 77.94 93.47 82.71 68.54 60.85 57.93 8.32 57.55 90.86 50.08 59.93↑1.94% 57.55↑7.57% 70.47↑19.30% +9.60%
Model Stock 28.72 78.24 93.47 82.71 68.41 59.79 56.10 8.03 53.00 91.62 32.28 59.43↑1.09% 53.00↓0.93% 61.95↑4.88% +1.68%
Task Arithmetic 29.02 79.05 93.30 83.39 68.35 57.14 51.83 8.37 57.33 91.39 28.29 58.81↑0.03% 57.33↑7.16% 59.84↑1.30% +2.83%
Ties 29.30 78.17 93.30 83.05 68.52 56.61 53.05 8.20 54.33 89.13 29.07 58.78↓0.02% 54.33↑1.55% 59.10↓0.05% +0.49%
DARE 29.42 78.39 93.47 82.71 68.41 59.26 56.71 8.28 57.00 91.85 38.80 59.58↑1.34% 57.00↑6.54% 65.33↑10.60% +6.16%
DARE Ties 29.64 78.01 93.47 82.71 68.43 59.26 57.32 8.07 56.00 92.16 36.88 59.61↑1.40% 56.00↑4.67% 64.52↑9.23% +5.10%
DELLA 29.08 78.92 93.30 83.73 68.41 54.76 52.44 8.43 54.67 91.37 63.31 58.63↓0.27% 54.67↑2.19% 77.34↑30.93% +10.95%
DELLA Ties 29.20 75.97 93.30 83.39 68.46 56.08 49.39 8.16 54.00 87.95 70.02 57.99↓1.36% 54.00↑0.93% 78.99↑33.72% +11.10%
Breadcrumbs 29.46 77.79 93.30 83.39 68.53 60.85 54.88 8.24 59.33 91.60 44.85 59.56↑1.31% 59.33↑10.89% 68.23↑15.51% +9.24%
Breadcrumbs Ties 29.72 78.54 93.30 83.05 68.46 60.05 53.66 8.14 55.50 90.00 58.52 59.37↑0.99% 55.50↑3.74% 74.26↑25.72% +10.15%
TSVM 29.92 77.63 93.12 82.17 68.51 59.26 55.49 8.29 56.20 89.43 67.76 59.30↑0.87% 56.20↑5.05% 78.60↑33.08% +13.00%
RESM (ours) 29.89 78.77 93.65 82.27 68.41 59.46 56.55 8.29 58.20 89.92 69.27 59.62↑1.41% 58.20↑8.79% 79.60↑34.72% +14.97%

merging methods including DELLA Ties(11.10%), Breadcrumbs Ties(10.15%), TSVM(13.00%)
,and our RESM(14.97%) can consistently achieve comparable or superior results for balanced 3H
optimization. These results collectively confirm that model merging’s phased optimization paradigm
effectively negotiates competing alignment objectives, which provides new insights for addressing
the trilemma of 3H optimization for LLM alignment.

The effect of model merging for 3H optimization is closely related to their conflict-resolution
strategies. RESM consistently achieves better results due to its reweighting designs. As shown
in Table 2, we can divide existing parameter-level strategies into three categories: linear consensus,
sparsification, and singular value decomposition. Linear interpolation of full model parameters or
task vectors neglects the parameter conflict, limiting their performance for 3H optimization in LLM
alignment. The sparsification-based method holds the assumption that pruning redundant (DARE and
DELLA) or outlier parameters (Breadcrumbs) that do not represent the direction of updates for task
vectors can improve the effect of model merging, but the level of sparsity is difficult to control for
LLM through even with different sparsification methods. From the results of Table 3 and Table 4, we
can observe that there is no fixed and stable trend for the results of sparsification-based methods due
to random sparsification. For example, DELLA-Ties and DARE-Ties exhibit opposite phenomena
in Llama3 and Mistral. More details about the sparsity that influences the effect of merging can be
shown in Appendix C.4. In contrast, both TSVM and RESM can achieve stable performance gain
through decomposed task singular vectors without heavily depending on sparsification. Moreover,
our RESM enhances the merging effect of TSVM with a normalized gain from 13.00% to 14.97% due
to its reweighting optimization adapted to preference noise accumulation and fixed rank problems.

RESM can achieve robust and efficient 3H optimization in continual LLM alignment than
previous methods As shown in Table 10 and Table 11 in the Appendix C.3, we sequentially
perform DPO training using data with annotations about Helpfulness&Honesty (Stage1), Helpful-
ness&Harmlessness (Stage2) and Helpful (Stage3) to simulate continuous optimization in real-world
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Table 4: 3H Results Under Static Optimization Setting where we perform DPO training using various
datasets at once. The normalized gain metric is the average value of relative gain for each dimension
compared with the results of Mistral-7B-Instruct-v0.2.

Methods Helpfulness Honesty Harmlessness Helpful_Avg Honest_Avg Harmless_Avg Norm_Gain
Math GSM8K ARC-E ARC-C MMLU MBPP_Plus HumanEval_Plus MT-Bench HaluEval_Wild Salad_Bench OR-Bench

Mistral-7B-Instruct-v0.2 9.54 46.17 82.36 72.88 59.97 26.46 28.66 7.55 62.17 78.07 74.68 41.70 62.17 76.38 —

Helpfulness 9.44 47.38 84.48 75.25 60.70 22.49 32.31 7.80 60.60 74.84 80.67 42.48↑1.87% 60.60↓2.52% 77.76↑1.81% +0.39%
Honesty 9.34 46.63 82.54 71.19 59.04 24.34 23.78 7.76 65.20 83.98 60.82 40.58↓2.69% 65.20↑4.87% 72.40↓5.21% -1.01%
Harmlessness 9.40 46.10 81.42 72.88 60.03 27.51 30.39 7.43 59.00 85.43 69.54 41.90↑0.48% 59.00↓5.10% 77.49↑1.45% -1.06%
Helpfulness&Honesty 8.76 43.14 82.01 74.92 59.78 25.93 27.33 7.59 61.33 78.74 77.23 41.18↓1.25% 61.33↓1.35% 77.99↑2.11% -0.16%
Helpfulness&Harmlessness 9.96 41.77 83.42 75.59 61.13 34.92 29.27 7.46 50.60 79.83 86.05 42.94↑2.97% 50.60↓18.61% 82.94↑8.59% -2.35%

3H Mixture Full Training (Heurisistic) 9.56 41.70 83.06 74.24 60.23 22.75 34.15 7.69 62.00 81.13 72.97 41.67↓0.07% 62.00↓0.27% 77.05↑0.88% +0.18%
3H Mixture Full Training (ArmoRM) 9.71 43.70 83.65 74.54 60.33 25.11 33.58 7.75 61.95 81.10 75.55 42.30↑1.44% 61.95↓0.35% 78.32↑2.54% +1.21%
3H Mixture Training (Hummer) 9.79 44.50 83.72 74.89 60.53 25.85 33.15 7.56 62.05 81.85 75.28 42.50↑1.92% 62.05↓0.19% 78.57↑2.87% +1.53%

Weight Average 9.86 45.49 82.36 74.58 60.70 27.25 31.10 7.47 60.60 81.51 72.90 42.35↑1.56% 60.60↓2.52% 77.21↑1.09% +0.04%
Rewarded Soup 9.74 45.11 82.54 74.58 60.65 26.72 30.49 7.48 60.71 81.43 72.51 42.16↑1.10% 60.71↓2.35% 76.97↑0.77% -0.16%
Model Stock 9.80 46.93 82.36 74.24 60.34 25.13 30.49 7.19 61.81 80.11 73.78 42.06↑0.86% 61.81↓0.58% 76.95↑0.75% +0.34%
Task Arithmetic 9.76 44.12 84.13 73.90 60.86 27.25 33.54 7.44 61.01 83.91 71.04 42.63↑2.23% 61.01↓1.87% 77.48↑1.44% +0.60%
Ties 10.22 41.47 85.19 74.92 61.34 27.25 31.10 7.46 58.73 82.15 81.13 42.37↑1.61% 58.73↓5.53% 81.64↑6.89% +0.99%
DARE 10.10 43.82 84.48 73.90 60.78 27.25 32.93 7.47 61.05 83.80 71.04 42.59↑2.13% 61.05↓1.80% 77.42↑1.36% +0.56%
DARE Ties 10.10 42.46 85.00 74.58 61.05 26.98 31.71 7.61 59.28 82.28 81.91 42.49↑1.89% 59.28↓4.65% 82.10↑7.49% +1.58%
DELLA 10.26 42.76 84.83 73.56 60.86 26.19 32.93 7.47 61.00 84.36 77.20 42.35↑1.56% 61.00↓1.88% 77.78↑1.83% +0.50%
DELLA Ties 10.14 40.71 84.48 75.93 61.56 30.95 32.32 7.40 56.10 82.00 84.27 42.94↑2.97% 56.10↓9.76% 83.14↑8.85% +0.69%
Breadcrumbs 9.48 43.06 83.60 73.56 60.94 27.25 31.71 7.52 60.20 83.88 70.91 42.14↑1.06% 60.20↓3.17% 77.40↑1.34% -0.26%
Breadcrumbs Ties 10.20 41.85 85.01 76.61 61.27 26.72 30.49 7.48 60.04 81.83 80.49 42.45↑1.80% 60.04↓3.43% 81.16↑6.26% +1.54%
TSVM 10.40 44.88 84.29 75.24 60.87 28.50 32.32 7.65 61.10 83.25 78.51 43.02↑3.17% 61.10↓1.72% 80.88↑5.89% +2.45%
RESM (ours) 10.44 45.00 84.35 75.79 60.87 28.50 32.52 7.71 61.50 84.25 80.25 43.15↑3.48% 61.50↓1.08% 82.25↑7.69% +3.36%

scenarios. Comparative analysis of continual training stages reveals that catastrophic forgetting
effects paradoxically enhance large language models’ (LLMs) alignment with honesty, helpfulness,
and harmlessness (3H) through interactive optimization. Our method strategically initializes model
merging from the foundational Instruct checkpoint rather than intermediate checkpoints, thereby
eliminating hyperparameter sensitivity in continual DPO training while mitigating overfitting to prior
objectives that impede adaptation to new optimization targets. Experimental results demonstrate
RESM’s superior performance over final-stage models across 3H metrics, confirming its robustness
for multi-objective alignment optimization.

Table 5: Comparison with other outlier-based
LLM works on Llama3.
Method Helpfulness Honesty Harmlessness Norm_Gain
Llama3-8B-Instruct 58.79 53.50 59.07 –
TSVM 59.30↑0.87% 56.20↑5.05% 78.60↑33.06% +12.99%
TSVM+Wanda [82] 59.35↑0.95% 56.32↑5.27% 78.75↑33.28% +13.17%
TSVM+Owl[83] 59.41↑1.05% 56.40↑5.42% 79.15↑33.93% +13.47%
RESM (ours) 59.62↑1.41% 58.20↑8.79% 79.60↑34.72% +14.97%

RESM can achieve better results than tradi-
tional sparse LLM works with outlier-based
optimization. While outlier-based optimization
can also be used for pruning LLMs [84, 85], they
are two-stage methods constrained to dealing with
the parameters of only one LLM, while we focus
on the outlier weights of different LLMs during
end-to-end model merging. This means we should
additionally consider the parameters conflict while merging different LLMs, rather than post-hoc
process a well-merged LLM. To further distinguish our contribution, as shown in Table 5, we conduct
outlier-related experiments on Llama3, including two representative outlier-based pruning methods,
Wanda [82] and Owl [83]. We can observe that RESM can consistently achieve better results.

Ablation Studies. As shown in Table 6 and Table 7, we can observe that integrating both outlier
weighting and sparsity-adaptive rank selection can collectively enhance the merging effect, which can
verify the responsibility of our reweighting-based optimization. Notably, RESM outperforms data
mixture baselines, achieving a gain of close to 1.5x to 2.1x improvement. These results validate model
merging as a viable pathway for LLM alignment towards balancing multi-dimensional objectives

Table 6: Ablation studies for Reweighting-
Induced Improvements on Llama3.
Method Helpfulness Honesty Harmlessness Norm_Gain
Llama3-8B-Instruct 58.79 53.50 59.07 –
Hummer (best mixture) 60.35↑2.65% 55.60↑3.93% 73.21↑23.94% +10.17%
TSVM (best merging) 59.30↑0.87% 56.20↑5.05% 78.60↑33.06% +12.99%
RESM w/o Outlier Weighting 59.52↑1.24% 56.20↑5.05% 79.45↑34.51% +13.60%
RESM w/o Rank Selection 59.45↑1.12% 56.80↑6.17% 79.05↑33.83% +13.71%
RESM (ours) 59.62↑1.41% 58.20↑8.79% 79.60↑34.72% +14.97%

Table 7: Ablation studies for Reweighting-
Induced Improvements on Mistral.
Method Helpfulness Honesty Harmlessness Norm_Gain
Mistral-7B-Instruct-v0.2 41.70 62.17 76.38 –
Hummer (best mixture) 42.50↑1.92% 62.05↓0.19% 78.57↑2.87% +1.53%
TSVM (best merging) 43.02↑3.17% 61.10↓1.72% 80.88↑5.89% +2.45%
RESM w/o Outlier Weighting 42.90↑2.88% 61.80↓0.60% 81.25↑6.38% +2.89%
RESM w/o Rank Selection 43.32↑3.89% 61.20↓1.56% 81.75↑7.03% +3.12%
RESM (ours) 43.15↑3.48% 61.50↓1.08% 82.25↑7.69% +3.36%

6 Conclusion
This paper establishes the first benchmark to systematically compare data mixture and model merging
methods for balanced optimization across helpfulness, harmlessness, and honesty dimensions to en-
hance LLMs’ alignment. Leveraging this benchmark, we uncover a series of overlooked optimization
principles and insights. Specifically, we propose a novel Reweighting-Enhanced Task Singular Merg-
ing (RESM) method, which employs outlier weighting and sparsity-aware rank selection strategies to
address preference noise accumulation and layer sparsity adaptation challenges during LLM merging
for 3H objectives. Our theoretical analyses and experimental results provide a promising pathway for
LLM alignment, advancing the development of ethically constrained language models.
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paper’s contributions and scope?
Answer: [Yes]
Justification: We clarify our contribution from the benchmark establishment, phenomenon,
and principle exploration, and technique contribution in the abstract and introduction.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We clarify the contribution in the Appendix D.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
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used reliably to provide closed captions for online lectures because it fails to handle
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.
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tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide detailed proof in Appendix A.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-
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• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide the details for experiments in Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
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might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
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appropriate to the research performed.
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sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide the detailed implementation in Appendix C.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide the detailed implementation in the experimental part and Appendix
C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide the detailed implementation in the experimental part and Appendix
C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the detailed implementation in Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We provide the detailed implementation in the experimental part and Appendix
C.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We provide the detailed description in the Appendix D.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: the paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: The paper does not use existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Guidelines: The paper does not involve crowdsourcing nor research with human subjects.

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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The appendix is structured into multiple sections, each offering supplementary information and
further clarification on topics discussed in the main body of the manuscript.
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A More Details for Method

A.1 More Details for Outlier-Aware Weighting

Interpretation of Dual Objectives for outlier weighting The mathematical framework achieves
cross-model consensus and intra-model saliency through its hierarchical thresholding mechanism:

(i) Cross-Model Consensus: The denominator in Eq. (3) normalizes each model’s contribution by
the total sparse outlier magnitude across all n models:

n∑
j=1

dl∑
c=1

∥THRESHOLD(∆
(j)
l,c , µ

(j)
c + 3σ(j)

c )∥1 (10)

This forces models with greater sparse deviation magnitudes (potential task conflicts) to receive
proportionally reduced aggregation weights α(i)

l , effectively suppressing outlier-dominated models in
the merged output.

(ii) Intra-Model Saliency: The 3σ threshold in THRESHOLD(∆
(i)
l,c , µ

(i)
c +3σ

(i)
c ) implements statisti-

cal outlier detection within each model’s parameter distribution. For Gaussian-distributed ∆
(i)
l,c,k (per

Central Limit Theorem), this retains only the top 0.3% extreme deviations that likely correspond to:

• Task-specific knowledge carriers (∆ > µ+ 3σ)

• Catastrophic interference sources (∆ < µ− 3σ)

The L1 norm aggregation
∑dl

c=1 ∥·∥1 then amplifies layers containing concentrated outlier parameters.

Synergistic Effect: The normalization in (i) prevents any single model’s outliers from dominating
the merger, while the saliency detection in (ii) preserves critical task-specific features within each
model. This dual mechanism reduces interference by selectively blending statistically significant
parameters across models.
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A.2 More Details for Dynamic Rank Selection

Our method provides enhanced guarantees through statistical awareness and adaptive computation.

(i) Conflict Probability Bound Let p(l)conflict denote the probability of directional conflicts in layer l.
Our rank adaptation yields as follows. We can observe that , compared to TSVM’s fixed 1√

dl
, our

bound adapts to layer sparsity.

E[p(l)conflict] ≤
1√
kl

∝ 1√
⌊dl(γ0 + γΩl)⌋

(11)

(ii)Theorem Proof for Conflict Probability Bound: Let (u, v) ∈ Rkl be random unit vectors
representing Task A’s and Task B’s optimization direction after projection. The conflict probability is
defined as follows, assisted by similarity, where ϵ is the conflict threshold (usually set as 0.3):

P l
conflict = P(cos θ > ϵ) = P(⟨u, v⟩ > ϵ) (12)

We can calculate the concentration onthe Hypersphere by Lévy’s concentration lemma as follows:

P(|uTv| ≥ t) ≤ 2e−klt
2/2 (13)

For previous fixed rank: We can bound the expected conflict probability:

E[P l
conflict] =

∫ 1

0

P(|uTv| ≥ t)dt (14)

=

∫ ϵ

0

2e−klt
2/2dt+

∫ 1

ϵ

2e−klt
2/2dt (15)

when t ∈ (0, ϵ), this term ≤ 2ϵ;

when t ∈ (ϵ, 1), this term ≤ 2(1− ϵ)e−klϵ
2/2.

when we choose ϵ = 1√
k1

, it becomes:

E[pconflict] ≤
2√
k1

+
2

e1/2
√
k1

≤ 2.5√
k1

For our adaptation rank, we can substitute the adaptive rank as follows:

k1 = ⌊dl(γ0 + γΩl)⌋

Thus, we can conclude:

E[pconflict] ≤
2.5√

⌊dl(γ0 + γΩl)⌋

The key insight includes two parts:

• On the one hand, in Rk1 , unit task vectors become increasingly orthogonal (evaluated by the
dot product |u⊤v|) as k1 → ∞

• On the other hand, sparsity adaptation controls this effect

A.3 Order of Orthogonalization and Rank Selection

A critical design in our RESM algorithm lies in the sequential relationship between orthogonalization
(Eq. 1-2) and rank selection (Eq. 9). Through theoretical analysis and empirical validation, we
establish that orthogonalization should precede selection to ensure optimal subspace alignment and
information preservation. This ordering stems from three fundamental considerations below:

(i) Global Orthogonality Constraints: The orthogonal projection in Eq. 1 minimizes the Frobenius
norm difference ∥Ul⊥ − Ul∥F under strict orthogonality constraints. Performing this projection
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Table 8: Theoretical Comparison between our proposed RESM and TSVM.
Property TSVM RESM

Layer adaptivity × ✓
Sparsity awareness × ✓
Conflict bound O(d−1/2) O(d−1/2(γ0 +

γΩl)
−1/2)

Weight concentration Uniform Heavy-tailed
Comp. complexity O(d3) O(kd2)

before selection preserves the complete singular vector structure, enabling accurate modeling of
cross-task interference patterns. Early selection would discard essential components for constructing
the orthogonal basis, particularly when task-specific updates exhibit heterogeneous rank distributions.

(ii) Dynamic Rank Adaptation: Our sparsity-adaptive rank selection (Eq. 9) requires layer-wise
sparsity measurement Ωl, computed from the full parameter deviation matrix ∆

(i)
l . Truncating ∆

(i)
l

prematurely would bias Ωl by excluding contributions from low-magnitude parameters, thereby
undermining the adaptive rank calculation. As shown in Algorithm 1, orthogonalization (Step 4)
utilizes the full-rank SVD decomposition to maintain statistical fidelity.

(iii) Outlier Weighting Integrity: The outlier-aware weighting mechanism (Eq. 6) operates on the
complete parameter deviation matrix to identify statistically significant updates. Rank selection
prior to outlier detection would risk eliminating subtle yet critical features masked within lower-rank
components, particularly in layers with heavy-tailed parameter distributions.

B More Details for Related Work

B.1 Discussion with the Alignment Tax.

Pre-trained LLM 
���� 

Further Aligned 
Instruct LLM

���������
∗

SFT+RLHF/DPO Initially Aligned
 Instruct LLM

RLHF/DPO

3H Optimization���������

Figure 4: Illustration of Training Stage of 3H Optimization, which aims to further enhance LLMs’
alignment from three perspectives based on the existing Initially Aligned LLMs.

We would like to further clarify the main difference between the 3H trade-off and the previously
defined alignment tax [37, 28]. In general, the alignment tax describes the phenomenon of RLHF
training leading to the forgetting of pre-trained abilities during the first alignment stage. However, as
shown in Figure 4, we mainly focus on how we can further enhance the 3H-related abilities of the
existing already-aligned model during the second or subsequent stages. The trade-off mainly comes
from the conflict of different alignment objects without dealing with the pre-trained knowledge. Take
the Llama3 series for example, alignment tax mainly analyzes the pre-trained ability degradation on
the SFT version of the Base LLM (e.g., train the Llama-3-8B on the Ultrachat) while performing
DPO training, which refers to the green arrow of the Figure 4. However, in this paper, we mainly
focus on how can we further enhance the 3H-related abilities of the existing already aligned model
(e.g. Llama3-8B-Instruct) during the second or subsequent alignment stages (orange arrow of the
Figure 4), which can meet more strict demands for specific applications.

B.2 Discussion with the Other Model Merging Methods

To further distinguish our work from previous ones and strengthen our contribution, we provide more
detailed discussions about the other model merging methods.

MOE-based merging works need additional input data to train the router: These works, such
as SMILES [86], Free-Merging [87], and Twin-Merging [87], aim to balance the performance and
deployment costs through modular expertise identification and integration adapted to the input data,
which is not designed for 3H optimization in LLM alignment. Recently, we have noticed a concurrent
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MOE-fusion work called H3 fusion [25] related to our theme. It includes three main steps:(i) Adopt
the instruction tuning and summarization fusion as two modern ensemble learning in the context of
helpful-harmless-honest (H3) alignment (ii) Merge the aligned model weights with an expert router
according to the type of input instruction and dynamically select a subset of experts. (iii) Utilize the
gating loss and regularization terms to enhance performance. But our work mainly focuses on how
we can address the conflict issue for 3H optimization to construct a multi-object aligned LLM rather
than dynamically adapting to the input data. Simultaneously, considering that the constraints of data
availability and data leak will limit the generalization of existing merging methods for LLMs, in the
paper we mainly adopt the well-known and latest training-free and data-free merging strategies for
dense LLM, while H3 fusion needs the data for training and only utilizes the merging techniques for
efficiently adapting to the input data. Thus, H3 fusion is indeed different from our work from the
perspective of problem and technique contributions.

Other training-based merging works need additional data for test-time adaptation optimization:
These works, such as Adamerging [88], AIM-merging[89], Sense-merging[90], Adarank [62], DAM
[34], utilize the test-time-adaptation techniques to search for the optimal merging coefficient or prune
the rank [91]. Their effectiveness depends heavily on the provided test data. But for 3H optimization,
curating high-quality preference data that meets the demand of helpfulness, harmlessness, and honesty
simultaneously is difficult due to the complex collective and conflict relationships as stated above.
We also need to consider the data mixture problems during test-time adaptation optimization. In this
case, we can’t compare data mixture and model merging methods for 3H optimization fairly. That’s
why we only compare the training-free model merging methods in our experimental parts.

B.3 Discussion with the Outlier-Based Sparse LLM Works

To further distinguish our work from previous ones and strengthen our contribution, we provide more
detailed discussions about the outlier-based sparse LLM works [92, 93].

Many works investigate the outlier weight in transformer [94, 95] and propose to prune LLM
assisted by input activations [82, 83] or sample layer-wise weight during fine-tuning [96]. From the
perspective of outlier weight source, the outlier weight updates we addressed are due to the preference
noise accumulation while merging different aligned LLMs, which is a special problem for merging
for multi-objective alignment. From the perspective of the status of the training process, previous
outlier-based sparsity LLM works are only constrained to the parameters of one LLM [84, 85], while
we should additionally consider the parameters conflict while merging different LLMs in the process,
rather than a post-hoc process on a well-merged LLM. That’s why we first perform SVD analysis to
separate task-specfic parameters and only adopt outlier-weighting on the singular value.

C More Details for Experiments

C.1 The Training Details for Model Constructions and Baselines

Training hyperparameters for model constructions: following SimPO [72], based on Llama-3-8B-
Instruct and Mistral-7B-Instruct-V2, we conduct preference optimization adopting the fixed batch
size 128 for 1 epoch training with the Adam optimizer. We set the max sequence length to 4096
and apply a cosine learning rate schedule with 10 percent warmup steps for each dataset. Specially,
we adjust β ∈ [0.1, 0.5, 1.0, 2.0] and learning rate lr ∈ [3e− 7, 5e− 7] for model constructions and
report the best individual training models corresponding to different annotation dimensions.

The Implementation of Baselines: For Heuristic data mixture methods, we control the ratio between
Honesty&Harmlessness and Helpfulness to 1/5,1/10, and 1/20 by default and report the best average
score (usually 1/10 according to our experiments). For ArmoRM, we follow the process of SimPO
[72] to achieve refined full mixture data. For hummer [15], we refine the alignment dimension conflict
(ADC) among preference datasets, leveraging the powerful ability of AI feedback (e.g., GPT4) as the
paper stated. For the full mixture datasets of Table 1, we control the ADC lower than 20 percent.

Computation environment: All of our experiments in this paper were conducted on 16×A100 GPUs
based on the Llama-Factory [97],MergeKit [75] and fusion bench [98].

Reproducibility: We have made significant efforts to ensure the reproducibility of our work. Upon
acceptance, we will release all of the trained models and the complete training and testing code to
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Figure 5: Comparisons between the random sparsification strategy (e.g.DARE-Ties) and SVD-based
strategy (RESM on Mistral under static optimization settings adopting different seeds. RESM can
achieve more stable results than random sparsification methods.

facilitate the full reproducibility of our results. We are committed to advancing this work and will
provide updates on its accessibility in the future.

C.2 The Evaluation Details for the Judged Models

We provide detailed descriptions for the evaluation that needs the judged models. For MT-Bench, we
report scores following its evaluation protocol to grade single answers from 1 to 10 scores assisted
by GPT4. For HaluEval-Wild, given prompts to our trained model, we utilize the judged model to
check whether the output of our trained model is a hallucination or not and then calculate the no
hallucination rate. Similarly, we utilize the prompts from SaladBench and OR-Bench to instruct our
trained models and then let the judged models check whether the replies of our trained models are
safe/unsafe or refusal/answer. Based on the check results, we can naturally calculate the safe score
and refusal score by counting all results. The detailed descriptions of the evaluation can be shown in
Table 9. More details can be shown in the original paper.

Table 9: Evaluation details corresponding judge models, scoring types, and metrics.
Evaluation Datasets Examples Judge Models Scoring Type Metrics

MT-Bench [78] 80 GPT-4 Single Answer Grade Rating of 1-10
HaluEval-Wild [79] 500 GPT4 Classify & Calculate Ratio Rating of 0-100
SaladBench [80] 1817 MD-Judge-V0.2 Classify & Calculate Ratio Rating of 0-100
OR-Bench [81] 1319 GPT4-o Classify & Calculate Ratio Rating of 0-100

C.3 More Experiments under the Continual DPO Training Settings

As shown in Table 11, we provide additional results under the continual training settings. Through
comparison results between different training stages, we can observe that the honesty, helpfulness,

Table 10: 3H Results on Llama3 Under Continuous Optimization Setting. The normalized gain
metric is the average value of relative gain for each dimension compared with the results of Llama3-
8B-Instruct.

Methods Helpfulness Honesty Harmlessness Helpful_Avg Honest_Avg Harmless_Avg Norm_Gain
Math GSM8K ARC-E ARC-C MMLU MBPP_Plus HumanEval_Plus MT-Bench HaluEval_Wild Salad_Bench OR-Bench

Llama3-8B-Instruct 28.08 78.09 93.65 82.03 68.20 58.99 53.05 8.25 53.50 91.16 26.97 58.79 53.50 59.07 —

Continual DPO Training Stage1 29.60 77.63 93.47 82.71 68.33 59.79 59.15 8.18 56.00 90.86 39.80 59.86↑1.82% 56.00↑4.67% 65.33↑10.60% +5.70%
Continual DPO Training Stage2 28.74 74.60 94.00 83.05 68.41 51.59 56.10 8.25 52.20 90.55 77.95 58.09↓1.19% 52.20↓2.43% 84.25↑42.59% +13.00%
Continual DPO Training Stage3 28.66 76.12 93.05 82.83 68.40 54.57 56.10 8.03 53.20 90.63 71.61 58.72↓0.12% 53.20↓0.56% 81.12↑37.30% +12.21%

Weight Average 29.78 79.82 93.65 82.37 68.40 58.47 53.65 8.03 53.20 89.58 62.66 59.27↑0.82% 53.20↓0.56% 76.12↑28.83% +9.70%
Rewarded Soup 29.40 79.76 93.65 82.37 68.48 58.47 54.88 8.15 54.20 89.33 62.75 59.40↑1.04% 54.20↑1.31% 76.04↑28.69% +10.01%
Model Stock 28.42 79.15 93.65 82.37 68.30 60.05 53.05 8.25 50.60 91.27 28.96 59.16↑0.63% 50.60↓5.42% 60.12↑1.78% -1.00%
Task Arithmetic 28.72 73.16 92.95 83.05 68.32 52.11 46.34 8.52 51.60 86.07 84.97 56.65↓3.64% 51.60↓3.55% 85.52↑44.74% +12.52%
Ties 29.18 76.50 93.65 83.39 68.61 56.35 43.78 7.71 52.80 87.55 78.59 57.40↓2.36% 52.80↓1.31% 83.07↑40.60% +12.31%
DARE 28.18 73.92 92.95 83.05 68.30 51.85 49.39 8.02 52.00 85.76 85.75 56.96↓3.11% 52.00↓2.80% 85.76↑45.15% +13.08%
DARE Ties 29.48 78.85 93.65 82.37 68.43 59.79 53.66 7.67 52.40 89.46 71.38 59.24↑0.77% 52.40↓2.06% 80.42↑36.11% +11.61%
DELLA 27.68 71.19 93.12 83.05 68.31 48.15 46.34 8.15 51.80 86.58 87.11 55.75↓5.17% 51.80↓3.18% 86.85↑47.00% +12.89%
DELLA Ties 28.94 72.18 93.47 82.71 68.41 53.97 47.56 8.21 52.20 87.24 84.38 56.93↓3.16% 52.20↓2.43% 85.81↑45.24% +13.22%
Breadcrumbs 28.92 78.62 93.47 82.71 68.45 55.82 50.00 8.48 52.40 87.88 72.69 58.31↓0.82% 52.40↓2.06% 80.29↑35.89% +11.00%
Breadcrumbs Ties 29.79 78.77 93.65 83.73 68.37 57.41 56.10 8.57 53.40 88.26 67.64 59.55↑1.29% 53.40↓0.19% 77.95↑31.96% +11.02%
TSVM 29.86 78.99 93.65 83.71 68.37 58.51 55.40 8.40 53.80 88.68 75.14 59.61↑1.39% 53.80↑0.56% 81.79↑38.46% +13.47%
RESM(ours) 29.79 78.77 93.65 83.73 68.37 58.45 56.10 8.57 54.50 89.26 75.34 60.05↑2.14% 54.50↑1.87% 82.49↑39.66% +14.56%
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Table 11: 3H Results on Mistral Under Continuous Optimization Setting. The normalized gain metric
is the average value of relative gain for each dimension compared with the results of Mistral-7B-
Instruct-V2.

Methods Helpfulness Honesty Harmlessness Helpful_Avg Honest_Avg Harmless_Avg Norm_Gain
Math GSM8K ARC-E ARC-C MMLU MBPP_Plus HumanEval_Plus MT-Bench HaluEval_Wild Salad_Bench(↑) OR-Bench(↑)

Mistral-7B-Instruct-V2 9.54 46.17 82.36 72.88 59.97 26.46 28.66 7.55 62.17 78.07 74.68 41.70 62.17 76.38 —

Continual DPO Training Stage1 8.76 43.14 82.01 74.92 59.78 25.93 27.33 7.59 61.33 78.74 77.23 41.18↓1.25% 61.33↓1.35% 77.99↑2.11% -0.16%
Continual DPO Training Stage2 9.26 36.16 82.54 75.59 60.38 29.88 33.33 7.86 56.40 82.76 78.54 41.88↑0.43% 56.40↓9.28% 80.65↑5.59% -1.09%
Continual DPO Training Stage3 9.60 40.49 82.54 77.29 26.25 34.15 7.46 57.40 80.77 83.16 42.29↑1.41% 57.40↓7.67% 81.97↑7.32% +0.35%

Weight Average 10.04 45.72 82.36 75.25 61.03 26.46 31.71 7.56 59.20 78.02 81.43 42.52↑1.97% 59.20↓4.78% 79.73↑4.38% +0.52%
Rewarded Soup 9.72 46.02 82.19 75.25 61.03 26.46 32.93 7.61 58.60 77.94 81.34 42.65↑2.28% 58.60↓5.74% 79.64↑4.27% +0.27%
Model Stock 9.74 47.69 82.36 73.56 59.77 24.87 27.44 7.68 61.00 78.51 76.44 41.64↓0.14% 61.00↓1.88% 77.48↑1.44% -0.53%
Task Arithmetic 9.76 43.06 82.54 75.93 61.27 25.66 32.93 7.46 57.80 78.32 82.35 42.33↑1.51% 57.80↓7.03% 80.34↑5.18% -0.11%
Ties 10.48 41.55 84.66 76.27 61.60 26.19 30.49 7.46 53.80 78.99 85.43 42.34↑1.53% 53.80↓13.46% 82.21↑7.64% -1.43%
DARE 10.40 42.99 85.36 75.93 61.54 24.60 33.54 7.54 56.00 78.81 85.21 42.74↑2.49% 56.00↓9.92% 82.01↑7.37% -0.02%
DARE Ties 10.28 42.00 85.01 76.27 61.61 27.25 32.32 7.43 53.00 79.17 86.50 42.77↑2.57% 53.00↓14.75% 82.84↑8.46% -1.24%
DELLA 10.18 43.14 84.83 75.25 61.46 26.46 31.71 7.58 55.25 79.35 86.04 42.58↑2.11% 55.25↓11.13% 82.70↑8.28% -0.25%
DELLA Ties 10.50 40.18 85.89 77.97 61.37 30.16 30.48 7.30 54.80 79.90 87.49 42.98↑3.07% 54.80↓11.85% 83.70↑9.58% +0.27%
Breadcrumbs 10.56 42.53 84.83 75.59 64.50 24.60 32.32 7.53 52.40 79.42 84.34 42.81↑2.66% 52.40↓15.71% 81.88↑7.20% -1.95%
Breadcrumbs Ties 10.54 42.46 84.66 76.95 61.47 26.72 29.88 7.45 53.40 79.80 84.57 42.52↑1.97% 53.40↓14.11% 82.19↑7.61% -1.51%
TSVM 10.52 41.25 85.28 77.21 61.57 29.22 30.48 7.55 54.95 79.90 87.49 42.89↑2.85% 54.95↓11.61% 83.70↑9.58% +0.27%
RESM(ours) 10.61 41.26 85.18 77.96 61.60 29.91 31.57 7.65 59.15 79.94 87.69 43.25↑3.72% 59.15↓4.97% 83.82↑9.75% +2.83%
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Figure 6: Parameter sensitive analysis concerning sparsity factor for model merging methods on
Mistral under static optimization settings.

and harmlessness of LLMs are interactively enhanced due to forgetting during continual training.
Moreover, model merging methods can achieve comparable results to these continual training methods
without the need to consider the optimized status at a specific training stage. In other words, model
merging paves a new way for continual DPO training, advocating training multiple models from
the same start point and then merging them, rather than continually optimizing the model from the
previous optimization.

C.4 Hyper-Parameter Analysis

The sparsity-based strategy is closely related to the merging effect. As shown in Table 3 and Table 4,
apart from the SVD-based methods, the most effective merging methods are DARE and DELLA,
both of which depend on random sparsification as shown in Table 2. However, we conduct extended
studies to check the robustness and stability with respect to random seed and sparsity factors. As
shown in Figure 5 and Figure 6, we can observe that RESM can achieve better robust results than
previous random sparsification-based methods, further verifying the effectiveness of our methods.

D Broad Impact and Limitation

Our results demonstrate that the main improvement of RESM comes from the honest and harmless
aspects. This can reflect the decrease in conflict between them, which can be defined as inter-aspect
conflict reduction. But for helpfulness, RESM is still worse than data mixture methods on Llama3, and
the improvement on Mistral compared with the existing merging strategy is also minimal. Though the
initial goal of honest and harmless training is not designed for helpfulness, modern preference datasets
inherently encode helpfulness as a baseline annotation, forcing the alignment process to optimize
towards this dimension regardless of their primary target (honesty/harmlessness). This means every
alignment vector can represent helpfulness and one or more other dimensions’ optimization directions,
which may lead to conflict between alignment vectors only from the helpful dimension (e.g. code
and commonsense QA abilities for LLM), which can be defined as intra-dimension conflict. This
phenomenon necessitates a hierarchical conflict resolution framework to improve model merging for
3H optimization, considering these two categories of conflicts simultaneously. Moreover, deploying
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model merging methods for other trustworthy concerns [99–103] across more diverse circumstances
[104–107, 106] should also be considered.
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