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Abstract

Large language models (LLMs) create a new001
paradigm for natural language processing.002
Despite their advancement, LLM-based meth-003
ods still lag behind traditional methods in004
document-level relation extraction (DocRE),005
a critical task for understanding complex006
entity relations. To address this issue, this007
paper first investigates the causes of the008
performance gap, identifying the dispersion009
of attention by LLMs due to entity pairs010
without relations as a primary factor. We011
then introduce a novel classifier-LLM approach012
to DocRE. The proposed approach begins013
with a classifier specifically designed to select014
entity pair candidates exhibiting potential015
relations and thereby feeds them to LLM for016
the final relation extraction. This method017
ensures that during inference, the LLM’s018
focus is directed primarily at entity pairs with019
relations. Experiments on DocRE and Re-020
DocRE benchmarks reveal that our method021
significantly outperforms recent LLM-based022
DocRE methods.023

1 Introduction024

Document-level Relation Extraction (DocRE) aims025

to extract relations between entity pairs within026

crossing sentences in one document. Prior027

DocRE models emulate the process of reading028

and reasoning on entity pairs throughout the029

entire document using advanced neural network030

architectures, including self-attention networks031

(Tan et al., 2022a), and GNNs (Li et al., 2020), have032

achieved a SOTA performance (Ma et al., 2023).033

Recently, Sun et al. tried to utilize LLM034

to simulate DocRE by using a chain-of-retrieval035

prompt. However, the LLM-based method still036

lags behind traditional approaches in DocRE.037

We observed that following the definition of the038

DocRE task, all possible entity pairs (referred039

to as candidate space) are constructed and fed040

into LLMs, and within this extensive array of041

Figure 1: Illustration of LMRC. Relation Candidate
Proposal(RCP) leverages localized context pooling
(Zhou et al., 2021) in the construction of a pre-
processing classifier, focusing on selecting relation-
expressing entity pairs. Relation Classification(RC)
takes the results from the previous stage to create a
prompt that guides fine-tuned LLaMA2 to accomplish
multi-classification tasks.

entity pairs, only a select few harbor relations. 042

Our preliminary experiments on two widely used 043

DocRED (Yao et al., 2019) and Re-DocRED 044

(Tan et al., 2022b) datasets showed that this 045

phenomenon leads to an imbalance in the candidate 046

space, which may make LLMs focus more on 047

NA entity pairs that do not express any relation. 048

Consequently, the identified factor is regarded 049

as one of the main causes of the performance 050

deficiencies observed in LLMs on DocRE. 051

Based on this finding, this paper introduces a 052

novel method LMRC (shown in Figure 1) to narrow 053

the performance gap between the LLM-based 054

DocRE methods and traditional methods. Specifi- 055

cally, LMRC conceptualizes DocRE as a workflow 056

comprising two key stages: Relation Candidate 057

Proposal(RCP) and Relation Classification(RC). 058

The former constructs a pre-processing classifier 059

that explicitly leverages the attention mechanism 060

to filter out NA entity pairs. The latter uses 061
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LLMs to accomplish multi-classification on the062

reduced candidate space. Experimental results063

on the DocRED and Re-DocRED benchmarks064

showed that the proposed LMRC gains significant065

improvement over other LLM-based DocRE066

methods, suggesting its viability as a strategy for067

future DocRE.068

2 Preliminary Experiment069

For analyzing why current LLMs under-performed070

in DocRE, we fine-tune LLaMA2-13B-Chat for071

DocRE and report the results realized by this072

approach as well as the finding on DocRED and073

Re-DocRED.074

Fine-tuning LLaMA2 To construct prompts for075

this task, we use the instruction: Your task is to076

determine whether there are relations between the077

entity pairs based on the information in the text. If078

there exist relations, select relations for the entity079

pairs from the relation set; if there is no relation,080

return None., followed by an input consisting of a081

predefined relation set, the text corresponding to082

the document, and the entity pairs that need to be083

classified. To prevent ambiguities and reduce token084

usage, we use None to represent NA and require085

the model to label entity pairs with no relation as086

None. The complete prompt format is provided in087

Appendix E.088

Each document in DocRED involves a large089

number of tokens, frequently surpassing the090

maximum token length. To address this, we091

conduct relation extraction for each document D092

via n×(n−1)
k inputs, where n denotes the number093

of entities in document D, and the variable k094

represents the maximum number of entity pairs that095

can be accommodated in each input. We integrate096

all entity pairs into the inputs according to the097

above rules to perform LoRA (Hu et al., 2022)098

fine-tuning and testing1 on LLaMA2-13B-Chat.099

Results Statistics of DocRED and Re-DocRED100

are shown in Table 1. NA entity pairs constitute a101

significant proportion in both datasets, leading to102

an imbalance in the candidate space. Further to the103

empirical observations by Lilong et al. (2024), our104

analysis investigates the model’s outputs from a105

distribution perspective, supported by experiments,106

aiming to identify the fundamental reasons behind107

the observed underperformance. As demonstrated108

1Entities in the triplets returned by LLaMA2-13B-Chat
are aligned to the dataset using thefuzz, and the relations
generated not in the predefined relation set are considered
incorrect.

Description DocRED Re-DocRED
Dev Test Dev Test

Candidate Space 395,572 392,158 193,232 198,670
# NA Entity Pairs 384,949 - 179,870 185,043
# Relation Entity Pairs 10,623 - 13,362 13,627
# Annotated Triples 12,275 - 17,284 17,448

Table 1: Statistics on DocRED and Re-DocRED

Metrics DocRED Re-DocRED
Dev Test Dev Test

Precision 69.00 - 84.88 83.94
Recall 27.43 - 38.06 38.14
F1 39.25 38.66 52.56 52.45
Ign F1 38.62 38.09 52.29 52.15
# Extracted Triples 4,925 4,932 7,787 7,979

Table 2: Results of preliminary experiment.

in Table 2, the number of triples generated by 109

LLaMA2-13B-Chat is far less than that annotated 110

in the dataset. This phenomenon indicates that 111

LLMs (e.g., LLaMA2) tend to label relation- 112

expressing entity pairs as NA, resulting in lower 113

recall and subsequently lowering the F1 score. 114

3 LMRC 115

To prevent LLMs from prioritizing NA entity pairs, 116

LMRC initially uses traditional neural networks for 117

Relation Candidate Proposal to identify relation- 118

expressing entity pairs. Then, LLMs rely on these 119

proposals for Relation Classification. 120

3.1 Relation Candidate Proposal 121

In this stage, we build a simple model to conduct a 122

binary classification task, with the outcome being 123

entity pairs expressing relations. As prior works 124

(Tan et al., 2022a; Ma et al., 2023) have shown 125

that contextual information is indispensable for the 126

relation extraction task, our model adapts localized 127

context pooling from Zhou et al. (2021). 128

Entity Representation Following the entity 129

marker technique (Zhang et al., 2017; Shi and Lin, 130

2019), a special token "*" is inserted at the start and 131

end position of each entity mention. Then, tokens 132

T = {ti}li=1 within document D are encoded by a 133

Transformer-based(Vaswani et al., 2017) pretrained 134

language model (PLM) to generate contextualized 135

embeddings H along with their attentions A: 136

H,A = PLM(T ), (1) 137

where H ∈ Rl×d, A ∈ RH×l×l, d is the hidden 138

dimension of the PLM and H is the number of 139

attention heads. We take the embedding of "*" at 140

the start of mentions as their embeddings. The 141
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entity embedding hei ∈ Rd for each entity ei142

with mentions Mei = {mi
j}

Nei
j=1 is computed by143

logsumexp pooling (Jia et al., 2019):144

hei = log

Nei∑
j=1

exp(hmi
j
). (2)145

Localized Context Representation For each entity146

ei, we aggregate the attention output for its147

mentions by mean pooling Aei =
∑Nei

j=1(ami
j
),148

where ami
j
∈ RH×l is the attention weight at the149

position of mention mi
j from the last layer. Then150

given an entity pair (es, eo), its localized context151

embedding c(s,o) ∈ Rd can be obtained by:152

q(s,o) =
H∑
i=1

(Ai
es ◦A

i
eo), (3)153

c(s,o) = H⊤q(s,o), (4)154

where q(s,o) ∈ Rl is the mean-pooled attention155

weight for entity pair (es, eo) and H is the156

contextualized embedding in Eq.(1).157

Binary Classification To predict whether entity158

pair (es, eo) expresses relation, we first generate159

context-enhanced entity representations:160

z(s,o)s = tanh(Wshes +Wcc
(s,o)), (5)161

where Ws,Wc ∈ Rd×d are trainable parameters.162

We obtain the object representation z
(s,o)
o in the163

same manner. Then, a bilinear classifier is applied164

on the representations to compute the probability:165

P (NA|es, eo) = σ(z(s,o)⊤s Wz(s,o)o + b), (6)166

where W ∈ Rd×d is a trainable parameter matrix,167

σ is the sigmoid function, P (NA|es, eo) is the168

probability that entity pair (es, eo) does not express169

any relation. We choose Binary Cross Entropy as170

our loss function.171

3.2 Relation Classification172

After identifying entity pairs in the RCP stage, we173

apply the method from Section 2, driving LLaMA2-174

13B-Chat to complete relation classification with175

supervised fine-tuning. We slightly modify176

the previous prompt by removing the None177

category and changing some expressions. These178

changes aim to sharpen the model’s focus on179

the classification task. Additionally, the number180

of inputs for each document is greatly reduced181

(n×(n−1)
k → 1) due to the elimination of None.182

Detailed changes can be found in Appendix E.183

4 Experiments 184

4.1 Experiment Settings 185

Dataset We conduct experiments on DocRED 186

(Yao et al., 2019) and Re-DocRED (Tan et al., 187

2022b), two large-scale crowd-sourced benchmark 188

datasets for document-level RE. In DocRED, over 189

40.7% of relational facts require multi-sentence 190

extraction. Although DocRED is a widely used 191

benchmark, the annotations of the dataset remain 192

incomplete. Tan et al. (2022b) proposed Re- 193

DocRED, a more reliable benchmark for DocRE 194

that revises DocRED to mitigate the false negative 195

issue within it. 196

Configuration In the RCP stage, we select 197

RoBERTalarge (Liu et al., 2019) as the foundational 198

encoder. We implement early stopping based on 199

the F1 score obtained from the development set. In 200

the RC stage, we fine-tune LLMs with the RC- 201

specific prompt using LoRA. Details regarding 202

hyperparameters are provided in Appendix A. 203

Evaluation In alignment with other SOTA models, 204

we utilize the standard evaluation metrics: F1 and 205

Ign F1. Ign F1 is calculated by excluding triplets 206

that are already present in the training set from both 207

the development and test sets. 208

4.2 Main Results 209

We compare our LMRC with pretrained BERT- 210

based and LLM-based methods on both datasets. 211

BERT-based methods, known for achieving state- 212

of-the-art (SOTA) performance, utilize BERT 213

family pretrained models as encoders. Recently 214

introduced LLM-based methods employ fine 215

tuning, in-context learning, or retrieval augmented 216

generation (RAG, Lewis et al. (2020)) to enhance 217

the performance of LLMs on relation extraction. 218

The experimental results are presented in Table 3. 219

As shown in Table 3a, the performance of 220

directly fine-tuned LLaMA2 and other LLM- 221

based methods exhibits inefficient processing 222

and suboptimal performance, highlighting the 223

challenges in utilizing LLMs for DocRE. Our 224

results also corroborate the findings of Lilong et al. 225

(2024). However, after task division, our LMRC 226

achieves substantial enhancement, significantly 227

increasing F1 on LLaMA2 at both 7B and 13B 228

scales. Table 3b compares the performance 229

of LMRC against existing methods on the Re- 230

DocRED test set. We observe that LMRC 231

outperforms other LLM-based methods. Moreover, 232

LMRC narrows the gap with the state-of-the-art 233
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Method Dev Test
Ign F1 F1 Ign F1 F1

BERT-based
HIN-BERTbase(Tang et al., 2020) 54.29 56.31 53.70 55.60
CorefBERTbase(Ye et al., 2020) 55.32 57.51 54.54 56.96
CorefRoBERTalarge(Ye et al., 2020) 57.35 59.43 57.90 60.25
SSAN-RoBERTalarge(Xu et al., 2021) 60.25 62.08 59.47 61.42
KD-RoBERTalarge(Tan et al., 2022a) 65.27 67.12 65.24 67.28
DREEAM-RoBERTalarge(Ma et al., 2023) 65.52 67.41 65.47 67.53

LLM-based
CoR(Sun et al., 2024) - 38.4 ± 10.6 - 38.5 ± 9.1
GenRDK(Sun et al., 2024) - 42.5 ± 10.6 - 41.5 ± 8.7

Our Methods
LoRA FT LLaMA2-7B-Chat† 33.95 34.32 33.99 34.34
LoRA FT LLaMA2-13B-Chat† 38.62 39.25 38.09 38.66
LMRC-LLaMA2-7B-Chat 52.40 54.10 52.81 54.73
LMRC-LLaMA2-13B-Chat 58.16 59.97 58.49 60.52

(a) Results on the development and test set of DocRED.

Method Ign F1 F1

BERT-based
KD(Tan et al., 2022a) 77.60 78.28
DREEAM(Ma et al., 2023) 79.66 80.73

LLM-based
CoR(Sun et al., 2024) - 37.1 ± 9.2
GenRDK(Sun et al., 2024) - 41.3 ± 8.9
AutoRE(Lilong et al., 2024) - 51.91

Our Methods
LoRA FT LLaMA2-13B-Chat† 52.15 52.45
LMRC-LLaMA2-13B-Chat 74.08 74.63

(b) Results on the test set of Re-DocRED

Table 3: Evaluation results on the DocRED and Re-DocRED datasets. The scores of prior methods are borrowed
from corresponding papers. Results marked with † are our baselines.

Method Intra Inter

BERT-RE†
base 61.61 47.15

RoBERTa-RE∗
base 65.65 50.09

LSR-BERT†
base 65.26 52.05

GAIN-BERT∗
base 67.10 53.90

LoRA FT LLaMA2-13B-Chat 45.43 31.67
LMRC 65.88 52.66

Table 4: Intra- and Inter-F1 on the development set of
DocRED. † denotes results from Nan et al. (2020), and
* denotes results from Zeng et al. (2020).

method, DREEAM, positioning it as a promising234

paradigm for future DocRE. Additionally, we235

report Intra-F1/Inter-F1, which consider either236

intra- or inter-sentence relations respectively. LSR237

(Nan et al., 2020) and GAIN (Zeng et al., 2020) are238

both graph-based methods. As Table 4 illustrates,239

LMRC not only surpasses selected baselines in240

Intra- and Inter-F1 but also remains competitive241

when compared with graph-based models like242

GAIN-BERTbase.243

4.3 Ablation studies244

We explore the effectiveness of RCP and RC stages245

on DocRED dev set. In the RCP stage, we fine-tune246

LLaMA2-13B-Chat to replace the pre-classifier for247

binary classification. In the RC stage, we input248

entity pairs annotated in the ground truth, mask249

their relation tags, and then employ task-specific250

fine-tuned LLaMA2-13B-Chat to classify them into251

the predefined relation set.252

As shown in Table 5, the F1 score drops253

significantly when substituting our pre-classifier,254

indicating that the fine-tuned LLM still struggles255

to distinguish the presence of relations. This256

Settings F1 of RCP Ign F1 F1

RCP stage
LMRC 64.64 58.16 59.97
w/o pre-classifer w LLM 31.30 23.22 24.59

RC stage
relation classification - 86.09 86.75

Table 5: Ablation studies evaluated on DocRED dev set.

may be attributed to DocRE involving multiple 257

relations and triplet facts distributed across a 258

document, posing distinct challenges for LLMs. 259

This emphasizes the significant role of a pre- 260

processing classifier. Furthermore, the ablation 261

result of the RC stage highlights that the RC- 262

specifically fine-tuned LLM excels in relation 263

classification, laying effective groundwork for 264

future advancements. 265

5 Conclusion 266

In this work, we investigate the underlying reasons 267

for LLM’s limited effectiveness in document- 268

level relation extraction and introduce a new 269

approach, the LLM with Relation Classifier 270

(LMRC), for DocRE. Our method comprises 271

two main stages: relation candidate proposal 272

and relation classification. Through experiments 273

conducted on DocRED and Re-DocRED, we 274

demonstrate the effectiveness of our proposed 275

LMRC approach. The results further reveal that 276

LMRC holds strong competitive advantages over 277

other existing LLM-based methods. Our innovative 278

model establishes a new standard, indicating its 279

potential as a viable framework for future DocRE 280

research. 281
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6 Limitations282

Despite our efforts, this study has some limitations:283

LLMs: We only fully tested our method with284

LLaMA2 due to time constraints. Given budget285

limitations, we randomly sampled 100 documents286

from the DocRED dev set to test the performance287

of GPT-4-turbo, with results presented in Appendix288

C. In the future, we plan to evaluate GPT4’s289

performance on the entire dataset and explore290

the applicability of our method on other freely291

accessible LLMs, such as Mistral and Vicuna, to292

understand its effectiveness across different LLMs.293

Other Methods: The imbalance of the dataset may294

affect the accuracy of directly fine-tuned LLMs.295

In future work, we aim to address this issue by296

employing imbalanced training techniques, such as297

down-sampling.298

Other Relation Extraction Tasks: Our model299

could be suitable for various levels of relation300

extraction, including sentence-level and document-301

level tasks. Our next experiments will investigate302

the performance of LMRC on these tasks to303

demonstrate its generalization ability.304
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A Hyperparameter settings 444

The hyperparameters for the RCP stage, as well as 445

the settings for LLaMA2’s LoRA (Hu et al., 2022) 446

fine-tuning during the preliminary experiment and 447

the RC stage, can be found in Tables 6 and 7, 448

respectively. In the RCP stage, we adopt AdamW 449

as the optimizer (Loshchilov and Hutter, 2019) 450

and apply a linear warmup for the learning rate 451

at the first 6% steps. We use development set to 452

manually tune the optimal hyperparameters for the 453

RCP stage, based on the F1 score. The value of 454

hyperparameters we finally adopted are in bold. 455

Hyperparam DocRED Re-DocRED

batch size 4 4
# Epoch 20, 30, 40 30, 40
lr for encoder {5, 3, 1}e-5 {3, 1}e-5
lr for classifier 1e-4 1e-4
max gradient norm 1.0 1.0

Table 6: Settings for the RCP stage.

Hyperparam Pre RC stage
DocRED Re-DocRED DocRED Re-DocRED

batch size 4 4 4 4
# Epoch 2 2 8 8
learning rate 1e-4 1e-4 1e-4 1e-4
warmup steps 200 200 100 100
lora r 8 8 8 8
lora alpha 16 16 16 16

Table 7: Settings for LoRA fine-tuning. (Pre stands for
preliminary experiment)

B Out-of-Domain Relations Studying 456

In the aforementioned evaluation, we simply 457

categorize all relations generated by LLaMA2 458

that do not fall within the predefined relation 459

set as erroneous outcomes. However, previous 460

work (Wadhwa et al., 2023) has pointed out that 461

evaluating LLM-based models cannot entirely rely 462

on exact matches to targets. For example, although 463

"works at" from the result is semantically similar 464

to "work for" in the target, strict evaluation criteria 465

would count it as a misclassification. 466

To delve into this phenomenon thoroughly, we 467

revisit the out-of-domain relations that generated 468

by LLaMA2-13B-Chat. We leverage SBERT2 469

(Reimers and Gurevych, 2019) to align out-of- 470

domain relations into the predefined relation set 471

R. This process involves the computation of cosine 472

similarity. For each out-of-domain relation ri, we 473

2https://www.sbert.net
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Figure 2: F1 scores per relation type in the DocRED development set results (darker = better). White color means
that no correct predictions were made for this relation. The relations are arranged in descending order by the number
of triples.

(a) LoRA FT (b) LMRC

Figure 3: The impact of threshold θ for cosine similarity
on the F1 score. Both methods are conducted on the
DocRED dev set.

choose the relation in R with the highest similarity474

simax as the final result. Intuitively, some out-of-475

domain relations may be meaningless, and aligning476

all of them to R is not appropriate. Therefore, we477

introduce a heuristic threshold θ, where alignment478

is performed when simax ≥ θ; otherwise, the triplets479

containing ri are discarded. After alignment, we480

recalculate the F1 of our methods on the DocRED481

dev set.482

Figure 3 shows that LLaMA2 directly fine-483

tuned on DocRED results in its peak F1 score484

when threshold θ is set around 0.55. While,485

even with semantic alignment, the out-of-domain486

relations generated by LLaMA2 fine-tuned within487

the LMRC method remain incorrect. We analyze488

these relations in depth and conclude that they489

mainly suffer from the following two problems:490

(1) The model outputs "-" appearing in the entity491

pair input format as a relation.492

(2) Some out-of-domain relations can be mapped493

onto similar relations within the predefined494

set R. But, the classification is incorrect.495

We notice that the two methods only generated 74496

and 72 out-of-domain relations, respectively. This497

explains why threshold θ has little impact on F1498

score.499

C Performance of GPT-4-turbo 500

To ensure a comprehensive assessment, we 501

employed a 3-shot learning format with GPT-4- 502

turbo, utilizing examples meticulously curated 503

from the human-annotated DocRED dataset. These 504

examples were carefully chosen to include both 505

relation-expressing and NA entity pairs, thereby 506

mirroring the complexity and variability inherent 507

in real-world documents. 508

Given the constraints of budget, our initial 509

analysis was conducted on a randomly selected 510

sample of 100 documents from the development 511

set. The preliminary results are shown in Table 8. 512

Metrics Value

Precision 7.11
Recall 34.49
F1 11.79
Ign F1 10.85
Intra F1 15.85
Inter F1 8.17

Table 8: Performance of GPT-4-turbo on sampled
documents from the DocRED dev set.

These outcomes underscore the inherent chal- 513

lenges of DocRE, even when utilizing advanced 514

open-API LLMs such as GPT-4-turbo. 515

D Overall Performance 516

Tables 9 and 10 provide detailed results of relation 517

extraction for all relations by our methods on 518

the DocRED dev set. Figure 2 provides a 519

more straightforward visual representation of the 520

enhancement effects. 521

E Prompts 522

Table 11 shows the prompt designed for document- 523

level relation extraction task, and Table 12 shows 524
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the prompt for relation classification task. The525

primary distinction between the two lies in526

"Instruction" and "Entity Pairs". The former527

encompasses all constructible entity pairs, while528

the latter’s entity pairs are obtained by the RCP529

stage.530

Relation ID Relation Name LMRC 7B LMRC 13B LoRA FT 7B LoRA FT 13B

P17 country 51.87 56.91 64.52 69.89
P131 located in the administrative territorial entity 22.51 35.27 44.24 54.68
P27 country of citizenship 43.38 44.34 62.68 63.46
P150 contains administrative territorial entity 29.72 32.73 60.93 65.51
P577 publication date 34.18 50.16 77.03 77.76
P175 performer 47.46 61.28 71.95 75.82
P569 date of birth 79.33 78.01 94.39 95.24
P570 date of death 72.38 70.36 88.80 90.25
P527 has part 3.31 2.23 1.87 38.03
P161 cast member 44.10 46.58 73.46 74.21
P361 part of 0.00 5.88 25.45 31.15
P264 record label 38.49 39.77 62.08 64.52
P495 country of origin 3.54 1.81 24.45 33.54
P19 place of birth 61.86 62.50 76.98 78.05
P571 inception 2.53 19.32 54.43 59.68
P463 member of 13.53 23.13 32.80 31.09
P102 member of political party 18.02 29.75 62.92 73.79
P54 member of sports team 32.51 33.33 75.88 77.88
P40 child 9.30 0.00 43.48 46.32
P30 continent 10.29 10.22 39.48 49.80
P3373 sibling 4.32 5.71 42.06 46.96
P50 author 32.48 55.90 60.83 64.08
P69 educated at 47.14 47.95 65.14 70.09
P400 platform 20.00 24.39 62.50 63.69
P26 spouse 8.51 20.18 47.50 50.67
P1441 present in work 9.84 5.00 0.00 51.81
P1001 applies to jurisdiction 0.00 0.00 20.69 39.74
P607 conflict 13.11 18.71 47.83 57.26
P22 father 12.50 25.58 44.76 50.37
P159 headquarters location 8.70 18.18 32.21 31.88
P57 director 38.60 50.77 75.65 73.10
P178 developer 18.37 18.37 46.07 34.15
P170 creator 13.64 9.52 27.27 31.88
P1344 participant of 6.78 3.45 51.13 64.81
P6 head of government 15.63 11.32 42.02 50.94
P127 owned by 0.00 4.88 24.30 22.22
P20 place of death 42.67 43.24 61.54 64.08
P108 employer 10.34 15.15 24.00 32.38
P206 located in or next to body of water 0.00 0.00 2.35 38.41
P156 followed by 0.00 0.00 2.82 14.63
P710 participant 0.00 0.00 30.95 41.67
P155 follows 0.00 2.86 12.50 17.39
P118 league 25.29 22.22 64.52 65.00
P166 award received 5.71 8.45 40.38 48.21
P276 location 0.00 0.00 18.18 24.00
P123 publisher 15.58 18.82 24.53 39.39
P194 legislative body 15.38 12.31 54.05 61.11
P674 characters 0.00 12.50 0.00 23.84

Table 9: F1 scores on each relation by our methods. The relations are arranged in descending order by the number
of triples.
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Relation ID Relation Name LMRC 7B LMRC 13B LoRA FT 7B LoRA FT 13B

P58 screenwriter 17.78 19.23 40.45 50.63
P1412 languages spoken, written or signed 0.00 0.00 0.00 6.35
P449 original network 0.00 0.00 52.17 57.83
P800 notable work 0.00 0.00 11.49 21.98
P179 series 3.08 17.72 27.27 43.28
P140 religion 2.38 7.06 47.30 48.65
P35 head of state 10.53 7.27 23.68 36.96
P706 located on terrain feature 0.00 0.00 0.00 12.99
P37 official language 4.00 0.00 7.89 3.17
P162 producer 3.85 3.92 27.03 27.16
P136 genre 21.05 33.33 18.18 20.51
P580 start time 0.00 0.00 29.89 20.34
P241 military branch 27.45 47.22 50.88 57.43
P937 work location 0.00 0.00 0.00 4.55
P31 instance of 0.00 0.00 11.32 15.87
P112 founded by 0.00 7.14 10.53 35.56
P585 point in time 0.00 0.00 15.09 37.89
P403 mouth of the watercourse 9.52 5.00 34.67 40.58
P137 operator 0.00 0.00 18.52 31.75
P749 parent organization 0.00 0.00 20.00 16.67
P355 subsidiary 0.00 6.25 7.14 5.66
P36 capital 0.00 6.67 18.18 12.12
P205 basin country 0.00 0.00 0.00 29.27
P176 manufacturer 4.35 32.73 59.34 42.98
P272 production company 26.42 13.95 45.33 49.32
P172 ethnic group 0.00 0.00 5.71 8.51
P576 dissolved, abolished or demolished 0.00 5.00 12.50 14.81
P86 composer 3.39 6.56 35.85 33.33
P279 subclass of 0.00 0.00 0.00 4.35
P1376 capital of 0.00 0.00 0.00 0.00
P171 parent taxon 0.00 0.00 0.00 34.29
P25 mother 12.50 20.00 24.00 50.00
P364 original language of work 0.00 12.50 20.90 42.62
P488 chairperson 0.00 0.00 0.00 29.41
P740 location of formation 0.00 0.00 0.00 8.70
P582 end time 8.33 0.00 12.50 7.14
P840 narrative location 0.00 0.00 0.00 6.45
P676 lyrics by 0.00 0.00 0.00 0.00
P1056 product or material produced 0.00 0.00 0.00 12.50
P1366 replaced by 0.00 0.00 0.00 13.33
P551 residence 0.00 0.00 0.00 0.00
P1336 territory claimed by 0.00 0.00 0.00 0.00
P39 position held 0.00 0.00 0.00 0.00
P1365 replaces 0.00 0.00 0.00 0.00
P737 influenced by 0.00 0.00 0.00 0.00
P190 sister city 0.00 0.00 0.00 0.00
P1198 unemployment rate 0.00 0.00 0.00 0.00
P807 separated from 0.00 0.00 0.00 0.00

Table 10: F1 scores on each relation by our methods. The relations are arranged in descending order by the number
of triples. (Continued)
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Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
Your task is to determine whether there are relations between the entity pairs based on the information in
the text. If there exists relations, select relations for the entity pairs from the relation set; if there is no
relation, return None.
The format of the input entity pair is ‘(head entity| -| tail entity)’.
Your output format is ‘(head entity| relation/None| tail entity)’.

### Relation set:
{predefined relation set}

### Text:
{text}

### {number of entity pairs} Entity pairs:
{entity pairs}

### Response:

Table 11: Prompt for document-level relation extraction

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
This is a relation classification task. we will provide entity pairs that require relation classification. Your
task is to select relations for each entity pair from the given relation set based on the information in the
text. There may be multiple relations between an entity pair.
The format of the input entity pair is ‘(head entity| -| tail entity)’.
Your output format is ‘(head entity| relation| tail entity)’.

### Relation set:
{predefined relation set}

### Text:
{text}

### {number of entity pairs} Entity pairs:
{entity pairs}

### Response:

Table 12: Prompt for relation classification
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