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Abstract. We tackle the problem of Continual Category Discovery
(CCD), which aims to automatically discover novel categories in a continu-
ous stream of unlabeled data while mitigating the challenge of catastrophic
forgetting – an open problem that persists even in conventional, fully
supervised continual learning. To address this challenge, we propose
PromptCCD, a simple yet effective framework that utilizes a Gaussian
Mixture Model (GMM) as a prompting method for CCD. At the core of
PromptCCD lies the Gaussian Mixture Prompting (GMP) module, which
acts as a dynamic pool that updates over time to facilitate representation
learning and prevent forgetting during category discovery. Moreover, GMP
enables on-the-fly estimation of category numbers, allowing PromptCCD
to discover categories in unlabeled data without prior knowledge of the
category numbers. We extend the standard evaluation metric for General-
ized Category Discovery (GCD) to CCD and benchmark state-of-the-art
methods on diverse public datasets. PromptCCD significantly outper-
forms existing methods, demonstrating its effectiveness. Project page:
https://visual-ai.github.io/promptccd.
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1 Introduction
Deep learning models have achieved impressive performance in numerous com-
puter vision tasks. However, the majority of these tasks have traditionally been
conducted in a closed-world setting, where the models handle known categories
and predefined scenarios. The crux lies in developing systems that can effectively
and efficiently operate in the real, open-world we inhabit.

Category discovery, initially studied as Novel Class Discovery (NCD) [17]
and subsequently extended to Generalized Category Discovery (GCD) [47], has
recently emerged as an important open-world research problem, attracting increas-
ing attention and efforts. NCD tackles the challenge of automatically discovering
unseen categories in unlabelled data by leveraging the labelled data from seen cat-
egories, bridging the gap between known and novel categories. Meanwhile, GCD
extends this challenge by allowing the unknown data to come from both labelled
and novel categories. However, existing efforts on NCD and GCD mainly consider
only static datasets. Our world, however, is inherently dynamic, necessitating
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intelligent systems that are not only able to discover novel categories but also
can retain past knowledge while accommodating new information. Therefore, it
is desired to develop methods that can discover novel classes from the unlabelled
images over time. This task, called Continual Category Discovery (CCD) [56],
extends the challenging open-world category discovery problem in a continual
learning scenario (see Fig. 1). There are two major challenges in CCD. The
first challenge is catastrophic forgetting, a well-known issue in continual learning
settings [9]. Traditional techniques for mitigating forgetting, such as rehearsal-
based [39], distillation-based [32], architecture-based [31], and prompting-based
methods [50, 51], assume fully labelled data at each stage, which is incompatible
with the CCD framework where the goal is to work with unlabelled data streams.
The second challenge is discovering novel visual concepts. While GCD is a related
task, it operates under the assumption of static sets containing both labelled
and unlabelled data. However, this assumption does not hold for the CCD task,
where all data in the continuous stream during the discovery stage are unlabelled.

Continual Category Discovery
Labelled data Unlabelled data Unlabelled data Unlabelled data

Known  
category

Unlabelled 
unknown  
category

Unlabelled 
known  

category

Time step t = 0 t = 1 t = 2 t = T

…

Fig. 1: Overview of the Continual Category Discovery task. In the initial stage, the
model learns from labelled data, while in the subsequent stages, the model learns from
a continuous data stream containing unlabelled instances from known and novel classes.

Recently, vision foundation models such as [6, 38] have achieved remarkable
progress and shown promise in various vision tasks, from image classification
and object detection to more complex tasks like scene understanding. Given the
capabilities of these foundation models, especially the self-supervised ones, we are
interested in unleashing the potential of such models for dynamic environments
by repurposing them to effectively tackle the challenging CCD problem. To this
end, we propose PromptCCD framework. This framework empowers the model
to leverage any prompt pool for solving CCD. Specifically, within our framework,
we introduce a plug-and-play Gaussian Mixture Prompting (GMP) module. This
module utilizes a Gaussian mixture prompt pool to model the data distribution
at each discovery stage dynamically. By enhancing the feature representation
with our adaptive queried Gaussian mixture prompts, our method excels at
identifying novel visual categories across successive stages. Simultaneously, these
prompts enable the model to seamlessly adapt to emerging data while preserving
its performance on previously discovered categories, thus mitigating catastrophic
forgetting. In addition to outperforming existing CCD solutions, our framework
provides the unique advantage of enabling on-the-fly estimation of the category
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number in the unlabelled data, which is often assumed to be predetermined
in prior works [56]. In this paper, we make the following contributions: (1)
We propose a prompt learning framework for Continual Category Discovery
(CCD), named PromptCCD. It can effectively repurpose the self-supervised
vision foundation model for the challenging task of CCD, only introducing a
small amount of extra learnable prompt parameters, and thus possessing strong
scalability for practical use. (2) Within the proposed framework, we introduce
Gaussian Mixture Prompting (GMP) module, a novel prompt learning technique
that leverages Gaussian mixture components to enhance the representation
learning and effectively address the issue of catastrophic forgetting when dealing
with previously learned data. Notably, GMP’s prompt serves a dual role, i.e.,
as a task prompt, guiding the model during training, and as a class prototype,
which is essential for CCD as label information is absent during class discovery.
Moreover, GMP can be seamlessly integrated with other methods, enhancing
their overall performance. An additional distinctive feature of GMP lies in its
ability to estimate categories on-the-fly, making it well-suited for handling open-
world tasks. (3) Finally, to evaluate the performance of the model for CCD, we
extend the standard GCD metric to a new metric, called continual ACC (cACC ).
Extensive experiments on both generic and fine-grained datasets demonstrate
that our method significantly outperforms state-of-the-art CCD methods.

2 Related Work
Semi-supervised learning aims at learning a classifier using both labelled and
unlabelled data [7, 37]. Most works assume that the unlabelled data contains
instances from the same categories in the labelled data [37]. Pseudo-labeling [41],
consistency regularization [2, 29, 45, 46], and non-parametric classification [1] are
among the popular methods. Some recent works do not assume the categories in
the unlabelled and labelled set to be the same, such as [21,44,54], yet their focus
is still on improving the performance of the categories from the labelled set.
Continual learning aims to train models that can learn to perform on a sequence
of tasks, with the restriction of the model can only see the data for the current
task it is trained on [9]. Catastrophic forgetting [36] is a phenomenon that when
the model is trained on a new task, it will quickly forget the knowledge on the task
it has been trained on before, resulting in a catastrophic reduction of performance
on the old tasks. There exists a rich literature on designing methods that enable
the model to both learn to do the new task and maintain the knowledge of old
tasks [3, 4, 14,31,32,39,51]. However, these works all assume that the incoming
tasks have all labels provided. In contrast, CCD assumes that the new data is
fully unlabelled and can have category overlap with previous tasks.
Novel / Generalized category discovery addresses the problem where there
are novel categories in the unlabelled data and the goal is to automatically
categorize the unlabelled samples, leveraging the labelled samples from the
seen categories. Novel Category Discovery (NCD), formalized by DTC [17], as-
sumes no overlap between the unlabelled and labelled data. Several successful
NCD methods have emerged, showing promising performance through ranking
statistics [15,16,22,57], data augmentation [60], and specialized objective func-
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tion [13,23]. The problem is later extended to Generalized Category Discovery
(GCD) [47] by considering that the unlabelled data may contain samples from
both known and novel categories. [47] finetunes a pretrained model using both
self-supervised [8] and supervised contrastive losses [25] and subsequently obtains
the label assignment using a semi-supervised k-means algorithm. SimGCD [52]
introduces a strong parametric baseline based on [47] for GCD, obtaining strong
performance. Other GCD methods focus on fine-grained categories [11], automatic
category estimation [18,59], and prompt learning [49,55].
Continual category discovery is a challenging but relatively under-explored
problem. NCDwF [24] studies NCD under the continual learning setting, where the
model first learns from labelled data and subsequently focuses on novel category
discovery solely from unlabelled data. NCDwF shows that feature distillation and
mutual information-based regularizers are effective for this problem. Concurrent
to NCDwF, FRoST [42] introduces a replay-based method that stores feature
prototypes from labelled data during the discovery phase. MSc-iNCD [33] leverages
pretrained self-supervised learning models to address this problem. Grow &
Merge [56] studies GCD under the continual learning setting, where the model
has access to the labelled data in the initial stage and the unlabelled data in
sequences in the subsequent stages. This method utilizes a growing phase to detect
novel categories and a merging phase to distil knowledge from both novel and
previously learned categories into a single model. Other methods addressing the
GCD problem under the continual learning setting include PA-CGCD [26], which
prevents forgetting using a proxy-anchor-based method, and MetaGCD [53], which
balances class discovery and prevents forgetting using a meta-learning framework.
Another method, IGCD [58], studies GCD under the continual learning setting in
a slightly different way with an emphasis on the iNaturalist dataset for plant and
animal species discovery. In each stage, IGCD takes a partially labelled set of
images as input, rather than a set of fully unlabelled data like [26,53,56]. In this
paper, we consider Continual Category Discovery (CCD) as the setting studied
in [26, 53, 56]. In CCD, the model receives the labelled set at the initial stage
and is tasked to discover categories from the unlabelled data in the subsequent
stages.

3 Method
Problem statement. The dataset in CCD contains both labelled data Dl and
unlabelled data Du. The labelled data Dl = {(xi, yi)}Ni=1 contains tuples of the
input xi ∈ X and its corresponding labels yi ∈ Y and it is only used in the initial
stage for the model to learn useful features for the category discovery. In the
following T discovery stages, at each stage, we receive a part of the unlabelled
data Du

t ⊂ Du that can be used to train the model. The unlabelled data Du
t at

each stage does not contain the labels, and it contains both known categories
from previous stages and also novel categories. The goal of CCD is to train a
model Hθ : X → Z parameterized by θ that first learns from labelled Dl and then
in the following T discovery stages, learns from unlabelled data Du

t such that
Hθ can be used to discover novel classes and assign class labels to all unlabelled
instances utilizing representative feature without forgetting previous knowledge.
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3.1 PromptCCD-B (Baseline): Learning Prompt Pool for CCD
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Fig. 2: Our baseline CCD framework adopts a prompt-based continual learning tech-
nique by utilizing a prompt pool module to adapt the vision foundation model for CCD.

Prompt learning [50, 51] has been shown effective for supervised continual
learning. With properly designed prompts, the necessity of extensive modification
for the model when handling the growing data stream can be greatly reduced.
However, these methods can not be directly applied to the CCD task, as they
assume the data stream to be fully annotated, which is not the case for CCD.

To address this gap, we propose a novel baseline prompt learning framework
for CCD denoted as PromptCCD-B, taking inspiration from [50,51] which learn a
pool of prompts to adopt a large-scale pretrained model on ImageNet-21K [40] (in
a supervised manner) for supervised continual learning. This baseline is designed
to learn a shared pool of prompts that can effectively adapt the self-supervised
foundation model to tackle the CCD challenge. Specifically, the model extracts a
feature from a query example using a frozen pretrained model, and the feature will
be used to retrieve the top-k most relevant prompts from the fixed-size M prompts
in the shared pool. These prompts are then used to guide the representation
learning process by prepending them with the input embeddings, optimised with
contrastive learning at each learning stage.

The overall framework of our baseline is shown in Fig. 2. Given a model Hθ :
{ϕ, fθ}, where ϕ is a projection head, and fθ = {fe, fb} is the transformer-based
feature backbone which consists of input embedding layer fe and self-attention
blocks fb. An input image x ∈ RH×W×3 where H,W represent the height and
width of the image, is first split into L tokens (patches) such that xq ∈ RL×(h×w×3)

where h,w represent the height and width of the image patches. These patches
are then projected by the input embedding layer xe = fe(xq) ∈ RL×z. A learnable
prompt pool with M prompts is denoted as V = {(Km, Vm)}Mm=1 where Km ∈ Rz

and Vm ∈ RLpp×z are the key-value learnable pairs and Lpp is the prompt pool’s
token length. We define a query function fθ∗ (non-trainable) to map the input
image x to the feature space. The query process on the prompt pool operates
in a key-value fashion. For a given query fθ∗(x), we find the top-k most similar
keys in the prompt pool and retrieve the associated value by:

Vtop-k = {Vi|Ki ∈ T k
V (fθ∗(x))}, (1)

where T k
V is a set of the top-k similar keys in V. These retrieved prompts are then

prepended to the patch embeddings to aid the learning process xtotal = [Vtop-k;xe].
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The baseline method is trained with contrastive learning, let {xi, x
′
i} be two

randomly augmented views of the same image xi. We obtain their representations
as zi = ϕ(fθ(xi)) and z′i = ϕ(fθ(x

′
i)). To optimize the prompt pool, we pull the

selected keys closer to the corresponding query features by making use of a cosine
distance loss:

Lcos
i =

∑
Km∈T k

V (fθ∗ (x))

γ(fθ∗(xi),Km), (2)

where γ is the cosine distance function. Finally, when the training of stage t is
finished, we transfer the current prompt pool V to the next stage.
Model optimization. To optimize the model’s representation, we follow the
GCD literature to adopt the contrastive loss:

Lrep
i = − 1

| N(i) |
∑

p∈N(i)

log
exp(zi · zp/τ)∑

n 1[n ̸=i] exp(zi · zn/τ)
, (3)

where 1[n ̸=i] is an indicator function such that it equals to 1 iff n ̸= i, and τ
is the temperature value. If xi is a labelled image, N(i) corresponds to images
with the same label y in the mini-batch B. While if xi is an unlabelled image,
N(i) contains only the index of the other augmented view x′

i of the image, i.e.,
zp = z′i. For the baseline model optimization, at the initial stage, i.e., t = 0,
we have our initial labelled set Dl, and each image may have more than one
positive sample; while at the subsequent stages, i.e., t > 0, we only have access
to the unlabelled data Du

t , and each image has only one positive sample, i.e.,
its another augmented view. The prompt parameters are also simultaneously
optimized during the model optimization process.
Limitations of baseline. Our baseline can achieve reasonably good performance,
as can be seen in Sec. 4. It has several limitations. First, our baseline lacks an
explicit mechanism to prevent forgetting. Without label information to guide it,
the model may inadvertently bias its representation learning towards the current
unlabelled data during fine-tuning, resulting in representation bias and forgetting.
Another limitation arises from the fixed size of the prompt pool in our baseline
framework. We rely on a predefined prompt pool size, which restricts the model’s
scalability. Consequently, the prompt pool’s parameters may hinder the model’s
ability to discover a growing number of new categories. Lastly, our baseline
framework lacks an efficient mechanism to estimate the number of categories
dynamically, which is a crucial challenge for category discovery as per the GCD
literature, but remains an open challenge under-explored in CCD.

3.2 PromptCCD: Learning Gaussian Mixture Prompt Pool for CCD
To address the aforementioned limitations in our baseline framework PromptCCD-
B, here, we propose a novel Gaussian Mixture Prompting (GMP) module, which
learns a parameter-efficient Gaussian Mixture Model (GMM) as the prompt pool,
leading to a new framework, called PromptCCD (see Fig. 3).
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Fig. 3: Overview of our proposed PromptCCD framework and Gaussian Mixture
Prompting (GMP) module. PromptCCD continually discovers new categories while
retaining previously discovered ones by learning a dynamic GMP pool to adapt the
vision foundation model for CCD. Specifically, we address CCD by making use of GMP
modules to estimate the probability of input ẑi by calculating the log-likelihood and
use the top-k mean of components µi as prompts to guide the foundation model. Lastly,
to retain previously learned prompts, we generate prototype samples from the fitted
GMM at time step t− 1 and fit the current GMM with these samples at time step t.

Gaussian mixtures prompting (GMP) module. The GMM is formulated
as:

p(z) =

C∑
c=1

πcN (z|µc, Σc) s.t.
C∑

c=1

πc = 1, (4)

where C is the number of Gaussian components, πi is the learnable mixture
weight, µi is the mean of each components, and Σi is the covariance of each
component. Given the feature ẑi = fθ(xi) corresponding to the [CLS] token in
the backbone, we calculate the log probability density value of each of the mixture
components with the queried feature ẑi and obtain a set of log-likelihood values
for different GMM components. Finally, we find the top-k components in GMM
with the highest log-likelihood values and retrieve the associated components’
means:

µtop-k = {µc|c ∈ T k
GMM(p(ẑi))}, (5)

where T k
GMM is a set of the top-k component(s) c. Similar to our baseline frame-

work, PromptCCD-B, a set of embeddings xtotal = [µtop-k;xe] is formed by
prepending the selected prompts with the patch embeddings. We then ap-
ply the same contrastive learning objective as in Sec. 3.1 to optimize our
PromptCCD framework. The Gaussian mixture prompt pool serves as the core
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component that supports continuous category discovery across stages. After the
training at stage t is done, we use the fitted GMM to sample a set of samples Zs

t

with S samples for each component c in the GMM. These samples are used to
prevent forgetting previously learned knowledge, we achieve this by using these
samples Zs

t to fit the GMM of the next stage t+ 1. A pseudocode of the training
procedure is provided in Sec. S1, supplementary material.

Our GMP possesses several unique strengths over the existing prompting
techniques for supervised continual learning [50, 51]. First, GMP’s prompt serves
a dual role, namely (1) as a task prompt to instruct the model and (2) as class
prototypes to act as parametric replay sample distribution for discovered classes.
The second role, which is unique and important for CCD/GCD, not only allows
the model to draw unlimited replay samples to facilitate the representation
tuning and class discovery in the next time step but also allows the model to
transfer knowledge of previously discovered and novel categories and incorporate
this information when making the decision to discover a novel category. Second,
our GMP module enables easy adjustment of parameters and efficient dynamic
expansion across stages. This allows our model to enjoy great scalability which is
especially important when handling a growing number of categories. Finally, the
GMM-based design of our GMP module allows us to equip it with an automatic
split-and-merge mechanism, allowing our model to estimate the unknown number
of categories in the unlabelled data stream.

3.3 PromptCCD-U: Unknown Number of Classes in Unlabelled Data
When the class numbers in the unlabelled data are unknown, one way to approach
this problem is to estimate it offline using the non-parametric clustering method
introduced in [47] at each time step. In CCD, considering the continual learning
nature of the problem, it would be more plausible to estimate the class numbers
on-the-fly without introducing extra models or an offline process. Inspired by
GPC [59], which introduces a GMM-based category number estimation method
for GCD, by automatically splitting and merging clusters during learning through
assessing the cluster’s compactness and separability using a Markov chain Monte
Carlo (MCMC) algorithm. We incorporate this key idea into our CCD framework,
making use of our learned prompt pool in our GMP module, further enabling
the capability of our framework for automatic category number estimation. We
denote this extended variant of our framework as PromptCCD-U.

Specifically, consider stage t = 1 of CCD. We first extract the features for
all the unlabelled samples Du

t and also use our GMM in our GMP fitted in
the previous stage t = 0 to generate a set of pseudo features (as a replay for
previously learned classes from the labelled data Dl). Let the combined features
be Z. We then fit them into the GMM in our GMP. As the class number in Du

t is
unknown, we start the fitting by setting an initial class number of the known class
number in Dl and incorporate a split-and-merge mechanism as in [59] to allow
for the dynamic adjustment of the GMM. Particularly, for each of the Gaussian
components of the GMM and we further decompose it into two sub-components,
i.e., µc,1, µc,2 and Σc,1, Σc,2. We then calculate the Hastings ratio which measures
the compactness and separability of the clusters during the fitting iteration. The
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Hastings ratio for splitting a cluster is defined as:

Hs =
Γ (Nc,1)h(Zc,1)Γ (Nc,2)h(Zc,2)

Γ (Nc)h(Zc)
, (6)

where Γ is the factorial function, h is the marginal likelihood function of the
observed data Z, Zc,1 denotes the data points assigned to the subcluster {c, 1},
and Nc,1 is the number of data points in the subcluster {c, 1}. Note that Hs is in
the range of (0,+∞), thus we will use ps = min(1, Hs) as a valid probability for
performing the splitting operation. When the fitting of the GMM is converged,
the number of the resulting GMM components is then the class number of all
classes seen so far. The number of new classes in Du

t can be obtained by simply
subtracting the previously learned class number.

4 Experiments
In this section, we describe our experimental setups in Sec. 4.1. Next, we present
our main experimental results in Sec. 4.2. Finally, in Sec. 4.3 we analyze the
effectiveness of our model’s components and design choices.

4.1 Experimental Setups
Datasets. We conduct our experiments on various benchmark datasets, namely
CIFAR100 (C100) [28], ImageNet-100 (IN-100) [43], TinyImageNet (Tiny) [30],
Caltech-UCSD Birds-200-2011 (CUB) [48], FGVC-Aircraft [35], Stanford-Cars
(SCars) [27], and Caltech-101 (C-101) [12]. Statistics of the benchmark datasets
are shown in Tab. 1. CCD task consists of several stages. We set the number of
stages to 4 with data splits presented in Tab. 2 following [56].

Table 1: Statistics of the CCD benchmark datasets following the splits in Tab. 2.

Stages C100 [28] IN-100 [43] Tiny [30] C-101 [12] Aircraft [35] SCars [27] CUB [48]
C # C # C # C # C # C # C #

Stage 0 (Dl) 70 30.45K 70 77.46K 140 60.90K 71 4.70K 70 1.98K 130 4.62K 140 3.65K
Stage 1 (Du

1 ) 80 5.95K 80 15.14K 160 11.90K 81 0.73K 80 0.37K 152 0.98K 160 0.71K
Stage 2 (Du

2 ) 90 6.55K 90 16.66K 180 13.10K 91 0.65K 90 0.43K 174 1.13K 180 0.79K
Stage 3 (Du

3 ) 100 7.05K 100 17.94K 200 14.10K 101 1.12K 100 0.55K 196 1.38K 200 0.85K

Table 2: Data splits.
Class splits Dl Du

1 Du
2 Du

3

{yi | yi ≤ 0.7 ∗ |Y|} 87% 7% 3% 3%

{yi | 0.7 ∗ |Y| < yi ≤ 0.8 ∗ |Y|} 0% 70% 20% 10%

{yi | 0.8 ∗ |Y| < yi ≤ 0.9 ∗ |Y|} 0% 0% 90% 10%

{yi | 0.9 ∗ |Y| < yi ≤ |Y|} 0% 0% 0% 100%

Implementation details. We use ViT-B/16
backbone [10] pretrained with DINO [6, 38]
for all experiments. Please note that [50, 51]
utilized a pretrained model with supervision,
which is suitable for the standard supervised
continual learning task. However, it is not well-
suited to use such pretrained models for CCD
task due to label information leakage. During
training, only the final block of the vision transformer is finetuned for 200 epochs
with a batch size of 128, using SGD optimizer and cosine decay learning rate
scheduler with an initial learning rate of 0.1 and minimum learning rate of 0.0001,
and weight decay of 0.00005. For the GMP module, we optimize the GMM
every 30 epochs and start the prompt learning when the epoch is greater than
30. We set top-k to be 5, and the number of GMM samples to 100. We pick
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the final model by selecting the best performing model on ‘Old’ ACC using
the validation set (evaluated every 10 epochs). All input images are resized to
224 × 224 and augmented to match the DINO pretrained model settings. For
our method, we finetune the last transformer block of the model fb and the
projection head ϕ (Sec. S8 for details) using the loss introduced in Sec. 3. For
other compared methods, we carefully chose the right hyper-parameters following
their original papers. Finally, we dynamically estimate the class number using
the method described in Sec. 3.3, following a procedure similar to [59]. We build
our framework with PyTorch on a single NVIDIA RTX 3090 GPU.

Algorithm 1 Continual ACC (cACC ) evaluation metric
Input: Models {f t

θ | t = 1, . . . , T} and datasets {Dl, Du}.
Output: cACC value.
Require: SS-k-means(Model, Labelled set, Unlabelled set).
Require: Initialize set AL ← Dl.

1: for t ∈ {1, · · · , T} do
2: ACCt , Du∗

t ← SS-k-means( f t
θ , AL, Du

t )
3: AL ← AL ∪ Du∗

t // append Du∗
t (w/ assigned labels) to AL

4: ACCs← {ACCt | t = 1, . . . , T}
5: cACC ← Average(ACCs)
6: return cACC

Evaluation metric. The model
is finetuned at each stage. At
test time, the classification token
[CLS] features are used for cluster-
ing. For the clustering algorithm
and label assignment, we use semi-
supervised k-means (SS-k-means)
[47] on the unlabelled sets Du

t and
measure the accuracy given the
ground truth yi and the clustering prediction ŷi such that:

ACC = max
g∈G(YU )

1

|Du
t |

|Du
t |∑

i=1

1{yi = g(ŷi)}, (7)

where G(YU ) represents a set of all permutations of class labels in the unlabelled
set Du

t . For the evaluation across stages in CCD, based on the standard clus-
tering accuracy ACC for GCD, we introduce a new metric, called continual
ACC (cACC ), for the continual setting considering the sequential data stream.
Commonly, in GCD, the ACC values are evaluated for ‘All’, ‘Old’, and ‘New’
splits of the dataset. In CCD, for one time step t, ‘All’ indicates the overall accu-
racy on the entire set Du

t . ‘Old’ and ‘New’ indicate the accuracy from instances
of unlabelled data from Duo

t and Dun
t respectively. The evaluation protocol of

cACC is summarized in Alg. 1. Instead of relying solely on the labelled data
Dl to guide the SS-k-means clustering algorithm, cACC incorporates labelled
data from {Dl, Du∗

1 , . . . , Du∗

t−1}, where Du∗

i represents data with assigned labels
from previously unlabelled data Du

i . High-quality label assignments facilitate the
subsequent category discovery while low-quality label assignments accumulate
errors for the subsequent category discovery.
Comparison with other methods. We compare our method with the other
representative CCD methods: 1) Grow & Merge (G&M) [56]; 2) MetaGCD [53];
3) PA-CGCD [26]; and re-implement GCD methods for CCD task, including
4) ORCA [5]; 5) GCD [47]; 6) SimGCD [52]. As G&M’s encoder is based on
ResNet18 network [20], we re-implement their dynamic branch mechanism with
the ViT backbone and observe improved performance for their method compared
to their original results (see Sec. S5). We also re-implement GCD and SimGCD for
CCD settings by incorporating a replay-based method. At each stage, the model
saves samples for discovered classes and mixes them with incoming streamed
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images. Lastly, we adopt L2P’s [51] and DualPrompt’s [50] prompt pool modules,
following their original prompt pool hyperparameter choices, and integrate them
with PromptCCD-B framework as our baselines.

4.2 Main Results
We evaluate our method in two scenarios: when the class number C, is known
(Tab. 3, 4, and 5) in each unlabelled set at different stages, and when C is
unknown (Tab. 6). We report the cACC by averaging the results across all stages.
We also provide the breakdown results for each stage in Sec. S2. In addition, we
also report results using other metrics in Sec. S4 and Sec. S6.

Table 3: The cACC results of our method with different prompt pool designs for CCD
on generic and fine-grained benchmark datasets where C is known in each unlabelled
set. The experiments are conducted five times with different random seeds.

CIFAR100 ImageNet-100

Method Prompt Pool All Old New All Old New

PromptCCD-B (Ours) L2P [51] 51.59 ± 6.3 67.27 ± 8.7 46.14 ± 6.1 66.14 ± 2.3 81.05 ± 1.5 61.36 ± 3.2
PromptCCD-B (Ours) DP [50] 59.60 ± 1.2 78.93 ± 1.3 54.14 ± 1.6 70.64 ± 1.3 83.46 ± 0.4 67.24 ± 1.8
PromptCCD (Ours) GMP (Ours) 63.97 ± 1.4 76.67 ± 2.6 60.01 ± 1.7 75.38 ± 0.7 81.16 ± 0.7 73.71 ± 0.8

TinyImageNet CUB

Method Prompt Pool All Old New All Old New

PromptCCD-B (Ours) L2P [51] 56.66 ± 0.4 66.05 ± 0.8 53.69 ± 0.4 51.31 ± 1.0 72.43 ± 1.0 44.27 ± 1.4
PromptCCD-B (Ours) DP [50] 58.61 ± 1.5 66.61 ± 0.6 55.84 ± 1.7 56.30 ± 1.1 78.64 ± 1.7 48.91 ± 1.1
PromptCCD (Ours) GMP (Ours) 61.15 ± 1.0 66.29 ± 2.0 58.83 ± 1.0 56.65 ± 1.0 79.88 ± 2.5 48.96 ± 0.8

Table 4: Comparison with other methods for CCD leveraging pretrained DINO and
DINOv2 models on generic datasets with the known C in each unlabelled set.

CIFAR100 ImageNet-100 TinyImageNet Caltech-101

Method Pretrained Model All Old New All Old New All Old New All Old New

ORCA [5] DINO 60.91 66.61 58.33 40.29 45.85 35.40 54.71 63.13 51.93 76.77 82.80 73.20
GCD [47] DINO 58.18 72.27 52.83 69.41 81.56 65.65 55.20 65.87 51.61 78.27 86.60 72.92
SimGCD [52] DINO 25.56 38.76 20.43 31.38 40.47 27.44 33.40 29.11 34.74 33.65 37.53 31.62
GCD w/replay DINO 49.93 73.15 41.47 72.04 83.75 69.01 56.33 67.54 52.60 76.51 86.14 72.48
SimGCD w/replay DINO 40.13 66.72 30.91 47.53 67.86 39.18 37.45 58.15 30.36 49.38 52.72 47.99

Grow & Merge [56] DINO 57.43 63.68 55.31 67.84 75.10 66.60 52.14 59.68 49.96 75.75 83.66 71.59
MetaGCD [53] DINO 55.49 69.38 48.98 66.41 80.54 60.65 55.26 66.12 50.79 80.75 89.02 75.86
PA-CGCD [26] DINO 58.25 87.11 49.04 64.79 91.15 57.83 51.13 74.95 43.52 77.96 94.75 69.66
PromptCCD w/GMP (Ours) DINO 64.17 75.57 60.34 76.16 81.76 74.35 61.84 66.54 60.26 82.44 89.08 79.72

GCD [47] DINOv2 65.35 77.06 60.46 71.58 83.02 68.05 59.05 77.44 53.41 83.00 88.65 79.80
MetaGCD [53] DINOv2 52.10 79.64 43.13 70.20 82.62 64.66 56.15 74.69 49.37 83.05 88.08 80.89
PA-CGCD [26] DINOv2 54.36 79.19 45.65 74.82 88.20 72.02 52.10 68.07 46.32 83.06 94.07 77.55
PromptCCD w/GMP (Ours) DINOv2 69.73 78.01 66.16 76.28 82.61 74.53 68.20 75.56 65.23 83.86 87.93 81.42

Variants of PromptCCD. In our comparison with our baseline PromptCCD-B,
as shown in Tab. 3, our PromptCCD w/GMP demonstrates superior perfor-
mance for CCD. Specifically, our model outperforms the baselines across all
‘All’ accuracy, while the baselines experience performance degradation in later
stages (see Sec. S2). We attribute this decline to the baselines’ non-scalable
prompt pool parameters, which restrict their ability to instruct the model as the
parameter count grows. In contrast, our scalable prompting technique leverages
Gaussian mixture models to construct a flexible pool of prompts. Additionally, we
ensure knowledge retention by sampling learned mixture components for fitting
subsequent GMM.
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Table 5: Comparison with other methods for CCD leveraging pretrained DINO and
DINOv2 models on fine-grained datasets with the known C in each unlabelled set.

Aircraft Stanford Cars CUB

Method Pretrained Model All Old New All Old New All Old New

ORCA [5] DINO 30.77 25.71 32.44 20.79 33.40 17.60 41.73 66.19 34.14
GCD [47] DINO 47.37 61.43 42.53 39.21 58.29 33.45 54.98 75.47 48.15
SimGCD [52] DINO 29.03 35.72 25.61 21.01 40.93 16.48 39.89 59.25 33.75
GCD w/replay DINO 45.63 62.38 39.89 39.87 58.18 33.89 54.66 74.64 47.81
SimGCD w/replay DINO 37.44 61.43 28.96 22.76 49.04 16.65 42.08 72.65 31.92

Grow & Merge [56] DINO 31.06 33.33 30.78 21.90 35.29 18.17 38.87 65.00 30.29
MetaGCD [53] DINO 44.63 59.05 39.39 35.98 56.97 29.96 44.59 74.40 35.40
PA-CGCD [26] DINO 48.24 73.09 40.60 43.88 80.43 33.54 52.48 77.26 44.74
PromptCCD w/GMP (Ours) DINO 52.64 60.48 50.23 44.07 66.36 36.83 55.45 75.48 48.56

GCD [47] DINOv2 57.87 63.80 55.39 58.52 71.65 53.80 66.70 83.33 60.81
MetaGCD [53] DINOv2 54.90 64.29 52.08 57.16 71.87 52.01 62.19 82.50 55.13
PA-CGCD [26] DINOv2 58.15 77.62 51.08 64.91 89.64 57.84 66.88 92.62 58.48
PromptCCD w/GMP (Ours) DINOv2 62.71 68.33 60.82 65.08 76.60 60.75 67.81 81.55 62.81

Comparison with known class numbers. The CCD benchmark results for
generic and fine-grained datasets are presented in Tab. 4 and 5. Remarkably, our
PromptCCD w/GMP outperforms other approaches across all datasets in terms
of overall accuracy ‘All’. Notably, our approach maintains the balance between
the ‘Old’ and ‘New’ accuracy compared to existing methods and achieving
improved performance. As our model is based on GCD [47], we show that simply
integrating our Gaussian mixture prompt module enables effective adaptation to
the CCD settings. This highlights the robustness and versatility of our approach
in handling CCD.

Table 6: Comparison with other methods for CCD leveraging the pretrained DINO
model when the class number C in each unlabelled set is unknown.

Est. method CIFAR100 ImageNet-100 TinyImageNet CUB

Category discovery at stage 99K 1 2 3 1 2 3 1 2 3 1 2 3

Estimated category C GPC 85 100 115 83 98 113 155 170 185 161 180 198
Ground truth category C – 80 90 100 80 90 100 160 180 200 160 180 200

Methods All Old New All Old New All Old New All Old New

GCD [47] GPC 53.78 74.05 46.37 68.55 82.05 63.96 55.28 65.04 52.15 50.69 72.43 43.16
Grow & Merge [56] GPC 53.33 66.64 49.61 66.40 74.52 64.01 52.40 57.87 51.00 38.12 62.21 30.00
MetaGCD [53] GPC 47.55 70.79 38.57 63.48 80.82 56.28 56.21 68.33 50.99 44.30 70.69 35.83
PA-CGCD [26] GPC 55.66 90.21 44.99 66.74 91.28 58.97 50.55 72.44 43.38 52.27 76.38 44.24
PromptCCD-U w/GMP (Ours) GPC 59.12 77.62 53.70 70.12 81.84 66.12 57.76 64.57 55.37 55.20 73.19 48.82

Comparison with unknown class numbers. To show the performance com-
parison for each model in a more realistic setting where C is unknown, we also
report the benchmark results in Tab. 6, where we show 5 representative methods,
i.e., [26,47,53,56], and ours. Our method consistently outperforms all other meth-
ods by a large margin across the board, demonstrating the superior performance
of our approach in the more realistic case when the class number is unknown.
Qualitative analysis. Lastly, to visualize the feature representation generated
by our method, we use t-SNE algorithm [34] to visualize the high-dimensional
features of {Dl, Du

t } on each stage. For the sake of comparison, we also provide
the visualization for the feature representation generated by Grow & Merge [56].
The qualitative visualization can be seen in Fig. 4; nodes of the same colour
indicate that the instances belong to the same category. Moreover, for stage t >
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0, we only highlight the feature’s node belonging to unknown novel categories. It
is observed that across stages, our cluster features are more discriminative.
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Fig. 4: t-SNE visualization of CIFAR100 with features from our model
PromptCCD w/GMP and Grow & Merge on each stage.

4.3 Model Component Analysis
Top-k vs random prompts. In Tab. 8, to validate the effectiveness of using
top-k prompts, we compare the results by using top-k and random-k prompts.
We observe that using random-k prompts hurts the performance, as evidenced by
that the performance using random-k is worse than without using any prompts.
In contrast, our top-k strategy leads to significantly improved performance,
especially for the ‘New’ ACC. This observation suggests that prompting with
top-k class prototypes indeed aids in the discovery of novel classes.
The choices of numbers for top-k and GMM samples in GMP. To
investigate the effectiveness of our GMP module, we analyzed each component
in our prompt module and present the results in Tab. 7. The results show a
clear advantage of adopting the GMP into our framework. The number of top-k
prompts and the number of GMM samples are identified as important factors.
The optimal configuration is top-5 for prompt selection, and 100 samples for
sampling (Fig. 5), which appears to be a good trade-off.

Table 7: Ablation study on different com-
ponents of our GMP on C100 and CUB.

top-k GMM C100 Avg. ACC CUB Avg. ACC
Prompts Samples All Old New All Old New

0 0 58.18 72.27 52.83 54.98 75.47 48.15

5 0 61.48 74.68 57.55 53.54 74.28 46.47
5 20 62.21 75.71 57.90 54.37 74.88 46.41
5 200 61.00 72.46 57.08 51.67 73.33 44.08

2 100 61.39 73.04 57.64 53.36 73.45 46.04
5 100 64.17 75.57 60.34 55.45 75.48 48.56
10 100 61.03 72.91 56.97 52.76 71.67 46.02

Fig. 5: Performance curves depicted from
Tab. 7 ablation results.
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Improving other CCD methods with our GMP. Thanks to the great flexi-
bility of our GMP, it can serve as a plug-and-play module and be seamlessly inte-
grated with other methods. Table 9 presents the results of integrating GMP with
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G&M and MetaGCD methods, showcasing significant improvements and highlight-
ing the effectiveness of our GMP module. Nevertheless, our PromptCCD w/GMP
substantially outperforms these enhanced CCD methods.

Table 8: Study on the effectiveness of top-k prompts
compared with randomly picked prompts from GMM.

CIFAR100 Avg. ACC ImageNet-100 Avg. ACC

PromptCCD All Old New All Old New

w/o GMP 58.18 72.27 52.83 69.41 81.56 65.65

GMP (random-k) 59.98 73.81+1.54 55.68+2.85 68.30 80.09-1.47 63.50-2.15

GMP (top-k) (Ours) 64.17 75.57+3.30 60.34+7.51 76.16 81.76+0.20 74.35+8.70

TinyImageNet Avg. ACC CUB Avg. ACC

PromptCCD All Old New All Old New

w/o GMP 55.20 65.87 51.61 54.98 75.47 48.15

GMP (random-k) 55.69 63.95-1.92 52.52+0.91 51.46 73.10-2.37 43.90-4.25

GMP (top-k) (Ours) 61.84 66.54+0.67 60.26+8.65 55.45 75.48+0.01 48.56+0.41

Table 9: Study on the effective-
ness of GMP module on different
models. Here, we show the perfor-
mances on CIFAR100.

Method Prompt All Old New

G&M w/o GMP 57.43 63.68 55.31
G&M w/GMP 61.14 64.94 59.10

MetaGCD w/o GMP 55.49 69.38 48.98
MetaGCD w/GMP 58.99 69.69 54.29

PromptCCD w/o GMP 58.18 72.27 52.83
PromptCCD w/GMP 64.17 75.57 60.34

Table 10: Study on the PromptCCD-
B w/{L2P, DP} pool size on CUB.

w/ L2P w/ DP

Pool Size All Old New All Old New

5 48.69 70.12 41.51 55.54 77.78 48.21
10 50.57 73.22 43.28 55.21 77.24 48.04
20 49.32 70.60 42.29 55.41 76.31 48.18
40 48.59 69.26 41.43 53.97 77.38 46.26
100 51.84 73.09 44.39 55.12 77.26 47.82
200 49.40 71.79 41.94 54.54 79.05 46.29

Further study on the baseline prompts.
We also explore the impact of prompt pool
size for PromptCCD-B w/{L2P, DP} as in-
dicated in Tab. 10, by experimenting with
different prompt sizes. We find that varying
the number of prompts does not significantly
affect performance, even when the size aligns
with the total number of classes in the CUB.
In all cases, the results are significantly worse
than the results obtained by our GMP above.
This reveals the limitations of our baseline prompt method, particularly its re-
liance on fixed-size prompts and lack of scalability. Moreover, this also highlights
the importance and effectiveness of our GMP design, the superior effectiveness
of which can not be achieved by simply changing the prompt pool size of the
baseline L2P and DP prompt pool size.

Please refer to the supplementary material for additional details and results.

5 Conclusion
In this paper, we have introduced PromptCCD, a simple yet effective framework
for Continual Category Discovery (CCD) that tackles the challenge of discovering
novel categories in the continuous stream of unlabelled data without catastrophic
forgetting. By introducing the GMP module, PromptCCD dynamically updates
the data representation and prevents forgetting during category discovery. Ad-
ditionally, GMP enables on-the-fly estimation of category numbers, eliminating
the need for prior knowledge of the category numbers. Our extensive evaluations
on diverse datasets, along with our extended evaluation metric cACC, show that
PromptCCD outperforms existing methods, highlighting its effectiveness in CCD.
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–Supplementary Material–

We provide this supplementary material to further support our main paper.
We begin with a pseudo-code implementation of our method in Sec. S1. Next, in
Sec. S2, we present the breakdown CCD results, benchmarking the performance of
each compared model across different stages for cases when number of categories
C are known and unknown. Additionally, we delve into inductive evaluation
scenarios (Sec. S3), evaluation on standard GCD metric (Sec. S4), additional
comparison with other CCD settings (Sec. S6), analysis on different class splits
scenarios (Sec. S7), and qualitative results (Sec. S9) in separate sections. Our
implementation details cover aspects such as our implementation of Grow &
Merge to enhance it with ViT in Sec. S5, fine-tuning method and parameter
analysis in Sec. S8. Finally, we discuss both the impacts and limitations of our
model for future studies in Sec. S10.
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S1 Pseudo Code for PromptCCD w/GMP

Algorithm A PromptCCD w/GMP’s Pseudo Code.
Require: Hθ : {ϕ, fθ} where fθ : {fe, fb}.
Require: GMP prompt module where it contains GMMt.
Require: Dataloader B for dataset Dt at stage t.

1: Set α← integer value for the incremental update epoch.
2: Set β ← integer value for the warmup epoch.
3: procedure PromptCCD(Hθ, GMP, B) at stage t.
4: /* ************************ Start training ************************ */
5: for e ∈ Epochs do
6:
7: /* fit GMMt every n increment of epoch. */
8: if 0 ≡ e (mod α) then
9: Zt ← {fθ(x)|x ∈ Dt} // extract features [stop gradient]

10: if t > 0 then
11: Zs

t−1 ← Generate-random-samples(GMMt−1).
12: Zt ← Zt ∪ Zs

t−1 // combine with generated samples from GMMt−1.
13: Optimize(GMP) by Fitting GMMt with Zt

14:
15: for B : {xi, x

′
i} ∈ B do // assume a batch B only contains a set {xi, x

′
i}.

16:
17: /* the next lines covered in this box describe how to acquire µtop-k. */
18: if e > β then // when the model reaches the warm-up epoch.
19: ẑi ← fθ(xi) // extract features [stop gradient].
20: µtop-k ← GMP(ẑi|GMMt) // see Fig. 3 in main paper for details.
21: else
22: µtop-k ← None
23:

24: /* the next lines covered in this box describe how xi and µtop-k are
projected into the model [note: same operation for x

′
i]. */

25: xq ← patchify(xi) // patchify image xi into L patches.
26: xe ← fe(xq) // project to pretrained patch embedding layer.
27: xtotal ← [µtop-k;xe] // concatenate xe with the µtop-k prompts.
28: zi ← ϕ(fb(xtotal)) // project to self-attention blocks and projection head.

29: /* to summarize above operations, from Hθ : {ϕ, fθ}, we got: */
30: zi ← ϕ(fθ(xi)) & z′i ← ϕ(fθ(x

′
i))

31:
32: /* optimize Hθ, (see Sec. 3.1 in main paper) and do [gradient update]. */
33: Optimize(Hθ)
34: /* ************************* End training ************************* */
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S2 Breakdown CCD Benchmark Results
We provide the breakdown results which include the continual ACC (cACC )
(‘All’, ‘Old’, ‘New’ ) for each stage following the data splits in [56].

1. Comparison with known class numbers:
• Table A, comparison on generic datasets with DINO.
• Table B, comparison on generic datasets with DINOv2.
• Table C, comparison on fine-grained datasets with DINO.
• Table D, comparison on fine-grained datasets with DINOv2.
• Table {E,F,G,H,I}, multiple runs (5 seeds) results on variants of PromptCCD

with different prompt pool designs on generic and CUB datasets with
DINO.

2. Comparison with unknown class numbers, using DINO:
• Table J, comparison using our GPC-based-estimator [59].
• Table K, comparison using the k-means-based estimator in [47].

Table A: Breakdown results of various methods for CCD leveraging pretrained DINO
model on generic datasets with the known C in each unlabelled set.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

ORCA [5] 62.59 71.55 56.31 63.05 66.38 62.42 57.09 61.90 56.25 60.91 66.61 58.33
GCD [47] 67.65 83.59 56.49 52.89 68.38 49.93 53.99 64.86 52.08 58.18 72.27 52.83
SimGCD [52] 35.04 50.65 24.11 22.41 39.05 19.24 19.23 26.57 17.95 25.56 38.76 20.43
GCD w/replay 55.68 80.12 38.57 45.16 67.62 40.87 48.96 71.71 44.98 49.93 73.15 41.47
SimGCD w/replay 48.84 74.16 31.11 35.28 61.43 30.29 36.28 64.57 31.33 40.13 66.72 30.91
Grow & Merge [56] 64.77 70.49 60.77 58.32 62.95 57.44 49.21 57.62 47.73 57.43 63.68 55.31
MetaGCD [53] 56.20 79.59 39.83 56.63 65.81 55.05 53.65 62.76 52.05 55.49 69.38 48.98
PA-CGCD [26] 57.43 80.29 41.43 61.69 92.38 55.84 55.63 88.67 49.85 58.25 87.11 49.04

C
IF

A
R

10
0

PromptCCD w/GMP (Ours) 70.69 80.90 63.54 64.08 73.14 62.35 57.73 72.67 55.12 64.17 75.57 60.34

ORCA [5] 47.63 69.84 32.09 34.46 38.95 33.60 38.77 28.76 40.52 40.29 45.85 35.40
GCD [47] 75.65 84.69 69.31 71.21 80.67 69.40 61.38 79.33 58.23 69.41 81.56 65.65
SimGCD [52] 36.96 51.43 28.29 32.46 40.71 30.36 24.73 29.29 23.67 31.38 40.47 27.44
GCD w/replay 79.46 84.78 75.74 72.64 81.81 70.89 64.01 84.67 60.40 72.04 83.75 69.01
SimGCD w/replay 48.76 77.14 31.71 48.55 67.14 43.82 45.27 59.29 42.00 47.53 67.86 39.18
Grow & Merge [56] 75.34 76.78 74.34 63.76 73.67 62.87 64.43 74.86 62.60 67.84 75.10 66.60
MetaGCD [53] 65.61 83.92 52.80 67.36 83.14 64.35 66.26 74.57 64.80 66.41 80.54 60.65
PA-CGCD [26] 70.05 82.61 61.26 68.34 96.57 62.95 55.99 94.29 49.28 64.79 91.15 57.83

Im
ag

eN
et

-1
00

PromptCCD w/GMP (Ours) 79.56 84.24 76.29 78.58 79.71 78.36 70.33 81.33 68.40 76.16 81.76 74.35

ORCA [5] 62.64 68.63 58.44 50.76 61.38 48.25 50.72 59.38 49.11 54.71 63.13 51.93
GCD [47] 63.62 73.14 56.96 51.08 64.19 48.58 50.91 60.29 49.28 55.20 65.87 51.61
SimGCD [52] 37.96 34.76 40.20 32.18 26.62 33.24 30.05 25.95 30.77 33.40 29.11 34.74
GCD w/replay 66.40 76.06 59.64 50.28 66.38 47.21 52.32 60.19 50.94 56.33 67.54 52.60
SimGCD w/replay 46.04 65.22 32.61 34.21 56.00 30.05 32.11 53.24 28.42 37.45 58.15 30.36
Grow & Merge [56] 59.52 64.24 56.21 51.50 58.19 50.23 45.39 56.62 43.43 52.14 59.68 49.96
MetaGCD [53] 59.41 73.90 49.27 57.21 63.71 55.96 49.17 60.76 47.14 55.26 66.12 50.79
PA-CGCD [26] 56.01 74.96 42.74 41.89 65.38 37.40 55.50 84.52 50.42 51.13 74.95 43.52

T
in

yI
m

ag
eN

et

PromptCCD w/GMP (Ours) 68.67 72.84 65.76 59.69 65.67 58.55 57.16 61.10 56.47 61.84 66.54 60.26

ORCA [5] 80.79 80.08 75.52 77.34 85.96 74.27 72.18 82.38 69.82 76.77 82.80 73.20
GCD [47] 82.17 93.94 70.49 74.73 85.38 70.95 77.91 80.48 77.31 78.27 86.60 72.92
SimGCD [52] 34.57 38.29 30.87 34.00 38.60 32.37 32.38 35.71 31.61 33.65 37.53 31.62
GCD w/replay 87.11 92.56 81.69 75.50 85.38 71.99 66.91 80.48 63.77 76.51 86.14 72.48
SimGCD w/replay 59.95 62.26 57.65 41.50 42.11 41.29 46.69 53.81 45.04 49.38 52.72 47.99
Grow & Merge [56] 80.80 88.15 73.50 75.96 87.13 71.99 70.48 75.71 69.27 75.75 83.66 71.59
MetaGCD [53] 86.15 95.59 76.78 75.96 90.06 70.95 80.14 81.43 79.85 80.75 89.02 75.86
PA-CGCD [26] 78.33 92.56 64.21 79.33 98.83 72.41 76.21 92.86 72.36 77.96 94.75 69.66

C
al

te
ch

-1
01

PromptCCD w/GMP (Ours) 89.57 92.84 86.34 78.87 87.72 75.73 78.89 86.67 77.09 82.44 89.08 79.72
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Table B: Breakdown results of different methods for CCD leveraging pretrained
DINOv2 model on generic datasets with the known C in each unlabelled set.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

GCD [47] 74.18 90.16 63.00 63.89 73.52 62.05 57.99 67.52 56.32 65.35 77.06 60.46
MetaGCD [53] 62.03 84.94 46.00 51.34 78.95 46.07 42.94 75.05 37.32 52.10 79.64 43.13
PA-CGCD [26] 59.75 84.04 42.74 47.60 69.33 43.45 55.73 84.19 50.75 54.36 79.19 45.65

C
10

0

PromptCCD w/GMP (Ours) 78.24 90.04 69.97 65.27 74.67 63.46 65.69 69.33 65.05 69.73 78.01 66.16

GCD [47] 78.72 86.49 73.29 73.92 81.90 72.02 62.09 80.67 58.83 71.58 83.02 68.05
MetaGCD [53] 71.56 86.49 61.11 70.14 80.14 68.75 68.90 81.24 64.12 70.20 82.62 64.66
PA-CGCD [26] 79.83 87.92 74.17 67.53 86.29 63.95 77.11 90.38 77.93 74.82 88.20 72.02

IN
-1

00

PromptCCD w/GMP (Ours) 80.35 86.78 75.86 75.65 80.86 74.65 72.85 80.19 73.08 76.28 82.61 74.53

GCD [47] 69.68 82.90 60.43 56.57 77.81 52.52 50.89 71.62 47.27 59.05 77.44 53.41
MetaGCD [53] 62.07 81.69 48.33 53.29 73.29 49.47 53.10 69.10 50.30 56.15 74.69 49.37
PA-CGCD [26] 56.94 73.41 45.41 47.30 66.33 43.66 52.07 64.48 49.90 52.10 68.07 46.32

T
in

y

PromptCCD w/GMP (Ours) 74.30 83.69 67.73 67.00 75.86 65.31 63.31 67.14 62.64 68.20 75.56 65.23

GCD [47] 89.99 95.87 84.15 79.63 91.81 75.31 79.38 78.27 79.93 83.00 88.65 79.80
MetaGCD [53] 89.03 91.18 86.89 77.95 88.89 74.07 82.17 84.19 81.70 83.05 88.08 80.89
PA-CGCD [26] 80.52 91.18 69.95 88.97 95.32 86.72 79.70 95.71 75.99 83.06 94.07 77.55

C
-1

01

PromptCCD w/GMP (Ours) 90.53 94.21 86.89 76.26 90.06 71.37 84.79 79.52 86.01 83.86 87.93 81.42

Table C: Breakdown results of different methods for CCD leveraging pretrained DINO
model on fine-grained datasets with the known C in each unlabelled set.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

ORCA [5] 31.89 31.43 32.17 28.64 27.14 28.93 31.77 18.57 36.23 30.77 25.71 32.44
GCD [47] 47.30 58.57 40.43 48.59 68.57 44.66 46.21 57.41 42.51 47.37 61.43 42.53
SimGCD [52] 32.97 47.86 23.91 30.28 34.29 29.49 23.83 25.00 23.43 29.03 35.72 25.61
GCD w/replay 47.03 60.71 38.70 46.71 71.43 41.85 43.14 55.00 39.13 45.63 62.38 39.89
SimGCD w/replay 41.08 62.86 27.83 33.33 67.14 26.69 37.91 54.29 32.37 37.44 61.43 28.96
Grow & Merge [56] 32.43 32.86 32.17 30.05 41.43 27.81 30.69 25.71 32.37 31.06 33.33 30.78
MetaGCD [53] 47.57 61.43 39.13 45.54 64.29 41.85 40.79 51.43 37.20 44.63 59.05 39.39
PA-CGCD [26] 48.11 61.43 40.00 45.54 87.14 37.36 51.08 70.71 44.44 48.24 73.09 40.60

A
ir

cr
af

t

PromptCCD w/GMP (Ours) 57.30 63.57 53.48 47.18 64.29 43.82 53.43 53.57 53.28 52.64 60.48 50.23

ORCA [5] 22.24 30.35 17.35 21.50 43.61 18.56 18.64 26.25 16.89 20.79 33.40 17.60
GCD [47] 43.78 60.70 33.55 38.58 61.65 35.51 35.26 52.51 31.29 39.21 58.29 33.45
SimGCD [52] 23.47 31.17 18.82 21.06 52.63 16.85 18.50 39.00 13.78 21.01 40.93 16.48
GCD w/replay 43.67 62.60 32.24 40.18 58.65 37.71 35.77 53.28 31.73 39.87 58.18 33.89
SimGCD w/replay 35.82 36.86 19.15 22.30 63.16 16.85 20.16 47.10 13.96 22.76 49.04 16.65
Grow & Merge [56] 24.18 34.42 18.00 22.74 42.11 20.16 18.79 29.34 16.36 21.90 35.29 18.17
MetaGCD [53] 39.80 56.37 29.79 34.25 61.65 30.59 33.89 52.90 29.51 35.98 56.97 29.96
PA-CGCD [26] 49.31 75.88 33.86 39.62 74.69 35.11 42.70 90.73 31.64 43.88 80.43 33.54

SC
ar

s

PromptCCD w/GMP (Ours) 50.31 71.82 37.32 44.69 62.41 42.33 37.21 64.86 30.84 44.07 66.36 36.83

ORCA [5] 49.79 66.43 38.66 30.63 63.57 23.64 44.76 68.57 40.11 41.73 66.19 34.14
GCD [47] 58.80 75.71 47.49 49.25 76.43 43.48 56.88 74.49 53.48 54.98 75.47 48.15
SimGCD [52] 49.26 63.81 39.71 29.48 49.64 25.23 40.92 64.29 36.30 39.89 59.25 33.75
GCD w/replay 59.66 77.50 47.73 50.12 73.57 45.15 54.20 72.86 50.56 54.66 74.64 47.81
SimGCD w/replay 49.70 75.75 32.60 37.99 69.34 31.38 38.56 72.86 31.78 42.08 72.65 31.92
Grow & Merge [56] 44.21 65.00 30.31 29.50 65.00 21.97 42.89 65.00 38.58 38.87 65.00 30.29
MetaGCD [53] 50.93 71.07 37.47 39.37 74.29 31.97 43.47 77.86 36.77 44.59 74.40 35.40
PA-CGCD [26] 55.94 73.21 44.39 46.25 77.86 39.55 55.24 80.71 50.28 52.48 77.26 44.74

C
U

B

PromptCCD w/GMP (Ours) 57.08 75.00 45.11 47.38 75.00 41.52 61.89 76.43 59.05 55.45 75.48 48.56
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Table D: Breakdown results of different methods for CCD leveraging pretrained
DINOv2 model on fine-grained datasets with the known C in each unlabelled set.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

GCD [47] 60.00 70.71 53.48 56.57 67.14 54.49 57.04 53.57 58.21 57.87 63.80 55.39
MetaGCD [53] 58.11 64.29 54.35 55.16 74.29 51.40 51.44 54.29 50.48 54.90 64.29 52.08
PA-CGCD [26] 59.73 75.71 50.00 52.82 72.86 48.88 61.91 84.29 54.35 58.15 77.62 51.08

A
ir

cr
af

t

PromptCCD w/GMP (Ours) 61.35 68.57 56.96 58.92 72.86 56.18 67.87 63.57 69.32 62.71 68.33 60.82

GCD [47] 60.51 77.51 50.25 58.41 71.43 56.67 56.65 66.02 54.49 58.52 71.65 53.80
MetaGCD [53] 59.08 76.15 48.77 57.35 68.42 55.87 55.06 71.04 51.38 57.16 71.87 52.01
PA-CGCD [26] 68.51 85.80 58.07 65.08 88.98 61.89 61.15 94.14 53.56 64.91 89.64 57.84

SC
ar

s

PromptCCD w/GMP (Ours) 69.49 85.09 60.07 65.49 73.68 64.39 60.26 71.04 57.78 65.08 76.60 60.75

GCD [47] 68.67 85.00 57.76 66.87 80.71 63.94 64.57 84.29 60.72 66.70 83.33 60.81
MetaGCD [53] 65.81 84.64 53.22 57.25 80.00 52.42 63.52 82.86 59.75 62.19 82.50 55.13
PA-CGCD [26] 67.67 87.86 54.18 65.25 99.29 58.03 67.72 90.71 63.23 66.88 92.62 58.48

C
U

B

PromptCCD w/GMP (Ours) 69.10 83.21 59.67 63.00 80.00 59.39 71.33 81.43 69.36 67.81 81.55 62.81

Table E: Breakdown results of our method with different prompt pool designs for CCD
leveraging pretrained DINO model on generic and CUB datasets with the known C in
each unlabelled set. The experiments are conducted with seed 1.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method Prompt Pool All Old New All Old New All Old New All Old New

PromptCCD-B (Ours) L2P [51] 65.93 80.20 55.94 56.72 70.76 54.04 51.55 66.67 48.90 58.07 72.54 52.96
PromptCCD-B (Ours) DP [50] 69.92 82.57 61.06 55.21 78.10 51.75 54.37 74.29 50.88 59.83 78.32 54.56

C
10

0

PromptCCD (Ours) GMP (Ours) 70.69 80.90 63.54 64.08 73.14 62.35 57.73 72.67 55.12 64.17 75.57 60.34

PromptCCD-B (Ours) L2P [51] 75.80 83.84 70.17 70.95 82.48 68.75 61.19 78.67 58.13 69.31 81.66 65.68
PromptCCD-B (Ours) DP [50] 76.39 83.43 71.46 67.90 83.52 63.96 61.13 83.24 57.57 68.47 83.40 64.33

IN
-1

00

PromptCCD (Ours) GMP (Ours) 79.56 84.24 76.29 78.58 79.71 78.36 70.33 81.33 68.40 76.16 81.76 74.35

PromptCCD-B (Ours) L2P [51] 69.46 75.24 65.41 54.64 65.43 52.58 44.88 59.43 42.33 56.33 66.70 53.44
PromptCCD-B (Ours) DP [50] 65.91 72.63 61.60 55.73 67.71 53.44 48.28 59.14 46.37 56.64 66.49 53.80

T
in

y

PromptCCD (Ours) GMP (Ours) 68.67 72.84 65.76 59.69 65.67 58.55 57.16 61.10 56.47 61.84 66.54 60.26

PromptCCD-B (Ours) L2P [51] 56.65 73.93 45.11 47.75 74.29 42.12 47.32 71.43 42.62 50.57 73.22 43.28
PromptCCD-B (Ours) DP [50] 60.66 77.86 49.16 47.62 74.57 41.91 57.34 79.29 53.06 55.21 77.24 48.04

C
U

B

PromptCCD (Ours) GMP (Ours) 57.08 75.00 45.11 47.38 75.00 41.52 61.89 76.43 59.05 55.45 75.48 48.56

Table F: Breakdown results of our method with different prompt pool designs for CCD
leveraging pretrained DINO model on generic and CUB datasets with the known C in
each unlabelled set. The experiments are conducted with seed 7.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method Prompt Pool All Old New All Old New All Old New All Old New

PromptCCD-B (Ours) L2P [51] 46.54 61.06 36.37 38.95 48.57 37.11 38.48 46.29 37.12 41.32 51.97 36.87
PromptCCD-B (Ours) DP [50] 69.92 82.57 61.06 56.90 78.10 52.85 48.14 70.67 44.20 58.32 77.11 52.70

C
10

0

PromptCCD (Ours) GMP (Ours) 74.54 82.45 69.00 65.82 77.81 63.53 58.07 83.62 53.60 66.14 81.29 62.04

PromptCCD-B (Ours) L2P [51] 70.45 80.37 63.51 65.80 80.38 63.02 58.40 77.05 55.13 64.88 79.27 60.55
PromptCCD-B (Ours) DP [50] 80.12 83.31 77.89 69.33 82.76 66.76 65.94 84.00 62.78 71.80 83.36 69.14

IN
-1

00

PromptCCD (Ours) GMP (Ours) 78.40 81.96 75.91 76.66 80.57 75.91 67.60 78.76 65.65 74.22 80.43 72.49

PromptCCD-B (Ours) L2P [51] 64.83 73.02 59.10 55.63 65.76 53.69 51.15 57.43 50.05 57.20 65.40 54.28
PromptCCD-B (Ours) DP [50] 66.72 74.51 61.27 58.00 66.52 56.37 55.45 61.38 54.42 60.06 67.47 57.35

T
in

y

PromptCCD (Ours) GMP (Ours) 68.31 73.41 64.74 58.36 66.76 56.75 55.45 61.38 54.42 60.71 63.85 58.64

PromptCCD-B (Ours) L2P [51] 55.36 74.29 42.72 43.00 75.00 36.21 55.24 71.43 52.09 51.20 73.57 43.67
PromptCCD-B (Ours) DP [50] 55.94 77.50 41.53 47.75 80.00 40.91 63.75 77.14 61.14 55.81 78.21 47.86

C
U

B

PromptCCD (Ours) GMP (Ours) 58.37 78.21 45.11 50.25 77.14 44.55 61.54 85.71 56.82 56.72 80.35 48.83
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Table G: Breakdown results of our method with different prompt pool designs for
CCD leveraging pretrained DINO model on generic and CUB datasets with the known
C in each unlabelled set. The experiments are conducted with seed 10.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method Prompt Pool All Old New All Old New All Old New All Old New

PromptCCD-B (Ours) L2P [51] 64.32 78.04 54.71 52.58 69.62 49.33 46.79 60.95 44.32 54.56 69.54 49.45
PromptCCD-B (Ours) DP [50] 71.82 83.51 63.63 58.44 77.90 54.73 49.22 75.90 44.55 59.83 79.10 54.30

C
10

0

PromptCCD (Ours) GMP (Ours) 73.82 79.67 69.71 63.48 74.00 61.47 55.46 72.67 52.45 64.25 75.45 61.21

PromptCCD-B (Ours) L2P [51] 69.09 83.80 58.80 65.68 81.14 62.73 63.50 79.81 60.65 66.09 81.58 60.73
PromptCCD-B (Ours) DP [50] 78.08 84.12 73.86 72.89 83.24 70.91 63.05 85.14 59.18 71.34 84.17 67.98

IN
-1

00

PromptCCD (Ours) GMP (Ours) 79.97 84.41 76.86 77.16 79.71 76.67 69.39 78.00 67.88 75.71 80.71 73.80

PromptCCD-B (Ours) L2P [51] 67.50 75.53 61.87 53.47 64.81 51.31 49.73 59.05 48.10 56.90 66.46 53.76
PromptCCD-B (Ours) DP [50] 66.93 74.94 61.33 58.53 63.43 57.60 55.09 59.90 54.24 60.18 66.09 57.72

T
in

y

PromptCCD (Ours) GMP (Ours) 69.95 78.51 63.51 59.22 65.67 56.04 57.88 63.67 54.88 62.25 69.28 58.14

PromptCCD-B (Ours) L2P [51] 53.65 70.00 42.72 49.00 72.86 43.94 55.48 71.43 52.37 52.71 71.43 46.34
PromptCCD-B (Ours) DP [50] 61.80 80.36 49.40 49.38 80.71 42.73 58.74 80.00 54.60 56.64 80.36 48.91

C
U

B

PromptCCD (Ours) GMP (Ours) 61.09 81.07 47.73 50.12 85.71 42.58 60.26 79.29 56.55 57.16 82.02 48.95

Table H: Breakdown results of our method with different prompt pool designs for
CCD leveraging pretrained DINO model on generic and CUB datasets with the known
C in each unlabelled set. The experiments are conducted with seed 2000.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method Prompt Pool All Old New All Old New All Old New All Old New

PromptCCD-B (Ours) L2P [51] 60.40 76.61 49.06 50.79 65.62 47.20 41.04 65.43 36.77 50.74 69.22 44.34
PromptCCD-B (Ours) DP [50] 70.97 83.67 62.09 60.33 77.81 57.13 44.52 78.29 38.62 58.61 79.92 52.61

C
10

0

PromptCCD (Ours) GMP (Ours) 70.00 80.94 62.34 64.66 74.10 62.85 53.79 72.19 50.57 62.82 75.74 58.59

PromptCCD-B (Ours) L2P [51] 74.97 83.35 69.11 70.08 81.52 67.89 56.18 84.00 51.32 67.08 82.96 62.77
PromptCCD-B (Ours) DP [50] 77.51 83.96 73.00 70.21 82.29 67.91 65.65 83.71 62.48 71.12 83.32 67.80

IN
-1

00

PromptCCD (Ours) GMP (Ours) 80.30 83.10 78.34 74.92 82.29 73.51 70.54 80.48 68.80 75.25 81.96 73.55

PromptCCD-B (Ours) L2P [51] 66.36 73.41 61.43 54.65 66.38 52.41 49.02 60.33 47.04 56.68 66.71 53.63
PromptCCD-B (Ours) DP [50] 66.89 73.98 61.93 55.05 66.90 52.78 50.68 60.24 49.01 57.54 67.04 54.57

T
in

y

PromptCCD (Ours) GMP (Ours) 66.82 72.16 63.07 59.69 66.57 58.38 57.26 60.33 56.73 61.26 66.35 59.39

PromptCCD-B (Ours) L2P [51] 52.65 70.36 40.81 46.50 74.29 40.61 51.52 70.00 47.91 50.22 71.55 43.11
PromptCCD-B (Ours) DP [50] 61.95 80.00 49.88 51.25 80.71 45.00 61.19 80.71 57.38 58.13 80.47 50.75

C
U

B

PromptCCD (Ours) GMP (Ours) 56.80 75.00 44.63 48.88 78.57 42.58 62.00 86.43 57.24 55.89 80.00 48.15

Table I: Breakdown results of our method with different prompt pool designs for CCD
leveraging pretrained DINO model on generic and CUB datasets with the known C in
each unlabelled set. The experiments are conducted with seed 2024.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method Prompt Pool All Old New All Old New All Old New All Old New

PromptCCD-B (Ours) L2P [51] 65.56 80.53 55.09 52.26 69.33 49.00 41.87 69.33 37.07 53.23 73.06 47.05
PromptCCD-B (Ours) DP [50] 74.79 83.47 68.71 60.34 77.71 57.02 49.18 79.52 43.87 61.44 80.23 56.53

C
10

0

PromptCCD (Ours) GMP (Ours) 69.48 82.57 60.31 62.96 73.71 60.91 55.02 69.62 52.47 62.49 75.30 57.90

PromptCCD-B (Ours) L2P [51] 68.87 82.82 57.51 64.19 79.24 60.36 56.92 77.33 53.30 63.33 79.80 57.06
PromptCCD-B (Ours) DP [50] 76.82 84.16 71.69 71.74 82.95 69.60 62.89 82.10 59.53 70.48 83.07 66.94

IN
-1

00

PromptCCD (Ours) GMP (Ours) 80.64 83.35 78.64 79.24 80.86 78.93 67.45 78.67 65.48 75.78 80.96 74.35

PromptCCD-B (Ours) L2P [51] 66.03 73.39 60.89 52.70 62.38 50.85 49.88 59.10 48.27 56.20 64.96 53.34
PromptCCD-B (Ours) DP [50] 63.58 72.51 57.33 56.19 64.43 54.62 56.15 60.95 55.31 58.64 65.96 55.75

T
in

y

PromptCCD (Ours) GMP (Ours) 66.88 72.08 63.24 57.23 63.33 56.06 54.91 60.90 53.87 59.67 65.44 57.72

PromptCCD-B (Ours) L2P [51] 52.50 70.00 40.81 47.25 76.43 41.06 55.83 70.71 52.92 51.86 72.38 44.93
PromptCCD-B (Ours) DP [50] 58.66 74.29 48.21 50.00 78.57 43.94 58.51 77.86 54.74 55.72 76.91 48.96

C
U

B

PromptCCD (Ours) GMP (Ours) 61.37 80.36 48.69 51.75 78.57 46.06 60.96 85.71 56.13 58.03 81.55 50.29
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Table J: Breakdown results of different methods for CCD leveraging pretrained DINO
model on generic and CUB datasets with the unknown C in each unlabelled set. The
Cs are estimated using our method described in Sec. 3.3 , in the main paper. The
estimated Cs are applied to all other methods for comparison.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

Estimated C (CEST: 85, CGT: 80) (CEST: 100, CGT: 90) (CEST: 115, CGT: 100)
GCD [47] 61.63 83.10 46.60 50.29 71.81 46.18 49.43 67.24 46.32 53.78 74.05 46.37
Grow & Merge [56] 63.03 70.69 57.66 56.52 66.76 54.56 40.45 62.48 36.60 53.33 66.64 49.61
MetaGCD [53] 54.22 81.31 35.26 34.95 68.00 28.64 53.49 63.05 51.82 47.55 70.79 38.57
PA-CGCD [26] 54.77 80.24 36.94 62.20 94.29 56.07 50.01 96.10 41.95 55.66 90.21 44.99

C
10

0

PromptCCD-U w/GMP (Ours) 70.64 82.49 62.34 58.46 78.48 54.64 48.27 71.90 44.13 59.12 77.62 53.70

Estimated C (CEST: 83, CGT : 80) (CEST: 98, CGT : 90) (CEST: 113, CGT : 100)
GCD [47] 72.15 84.49 63.51 70.62 81.19 68.60 62.87 80.48 59.78 68.55 82.05 63.96
Grow & Merge [56] 68.04 73.29 64.37 68.02 76.95 66.31 63.13 73.33 61.35 66.40 74.52 64.01
MetaGCD [53] 60.62 83.88 44.34 63.83 82.48 60.27 66.00 76.10 64.23 63.48 80.82 56.28
PA-CGCD [26] 63.53 82.61 50.17 71.63 97.24 66.75 65.06 94.00 60.00 66.74 91.28 58.97

IN
-1

00

PromptCCD-U w/GMP (Ours) 73.24 84.20 65.57 75.07 81.14 73.91 62.06 80.19 58.88 70.12 81.84 66.12

Estimated C (CEST: 155, CGT : 160) (CEST: 170, CGT : 180) (CEST: 185, CGT : 200)
GCD [47] 63.97 71.73 58.54 52.17 64.95 49.73 49.70 58.43 48.17 55.28 65.04 52.15
Grow & Merge [56] 60.61 62.94 58.99 47.96 55.81 46.46 48.64 54.86 47.55 52.40 57.87 51.00
MetaGCD [53] 58.80 73.41 48.57 52.90 73.21 47.73 56.93 58.38 56.67 56.21 68.33 50.99
PA-CGCD [26] 54.24 72.69 41.33 43.39 63.86 39.48 54.02 80.76 49.34 50.55 72.44 43.38

T
in

y

PromptCCD-U w/GMP (Ours) 65.61 72.14 61.40 52.05 63.81 49.81 55.62 57.76 55.25 57.76 64.57 55.37

Estimated C (CEST: 161, CGT: 160) (CEST: 180, CGT: 180) (CEST: 198, CGT: 200)
GCD [47] 55.94 75.86 42.63 44.62 70.71 39.09 51.52 70.71 47.77 50.69 72.43 43.16
Grow & Merge [56] 42.49 62.93 28.83 29.50 62.57 22.48 42.36 61.14 38.69 38.12 62.21 30.00
MetaGCD [53] 47.36 68.79 33.71 39.00 67.71 32.91 46.53 75.57 40.87 44.30 70.69 35.83
PA-CGCD [26] 54.65 74.71 41.24 46.75 76.14 40.52 55.41 78.29 50.95 52.27 76.38 44.24

C
U

B

PromptCCD-U w/GMP (Ours) 57.23 74.43 45.73 46.50 74.29 40.61 61.87 70.86 60.12 55.20 73.19 48.82

Table K: Breakdown results of different methods for CCD leveraging pretrained DINO
model on generic and CUB datasets with the unknown C in each unlabelled set. The Cs
are estimated using the k-means-based estimator in [47]. The estimated Cs are applied
to all other methods for comparison.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

Estimated C (CEST: 84, CGT: 80) (CEST: 84, CGT: 90) (CEST: 84, CGT: 100)
GCD [47] 62.45 83.27 47.89 52.23 63.71 50.04 49.32 58.86 47.65 54.67 68.61 48.53
Grow & Merge [56] 63.45 72.29 57.26 57.51 57.52 57.51 54.90 51.05 55.10 58.62 60.29 56.62
MetaGCD [53] 54.59 81.18 35.97 40.85 62.00 36.82 61.91 57.52 62.68 52.45 66.90 45.16
PA-CGCD [26] 55.29 82.49 36.26 59.33 88.29 53.80 53.73 82.76 48.65 56.12 84.51 46.24

C
10

0

PromptCCD w/GMP (Ours) 69.38 82.78 60.00 64.55 70.67 63.38 59.23 64.76 58.27 64.39 72.74 60.55

Estimated C (CEST: 90, CGT: 80) (CEST: 90, CGT: 90) (CEST: 91, CGT: 100)
GCD [47] 64.66 84.53 50.74 71.54 76.57 70.58 56.67 74.67 53.52 64.29 78.59 58.28
Grow & Merge [56] 65.19 76.29 57.43 58.56 70.95 56.20 55.06 71.71 52.15 59.60 72.98 55.26
MetaGCD [53] 55.58 83.88 35.77 45.76 77.90 39.62 60.00 73.43 57.65 53.78 78.40 44.35
PA-CGCD [26] 58.03 82.49 40.91 51.45 89.62 44.16 51.02 86.57 44.80 53.50 86.23 43.29

IN
-1

00

PromptCCD w/GMP (Ours) 70.77 84.12 61.43 72.03 75.71 71.33 59.90 77.71 56.78 67.57 79.18 63.18

Estimated C (CEST: 169, CGT: 160) (CEST: 169, CGT: 180) (CEST: 172, CGT: 200)
GCD [47] 65.45 73.06 60.11 50.78 61.05 48.82 47.21 55.52 45.75 54.48 63.21 51.56
Grow & Merge [56] 56.78 64.12 51.64 49.03 54.14 48.05 52.39 53.48 52.20 52.73 57.25 50.63
MetaGCD [53] 59.76 74.22 49.63 58.46 58.38 58.47 60.34 56.95 60.93 59.52 63.18 56.34
PA-CGCD [26] 53.80 74.65 39.20 41.19 62.76 37.07 51.72 76.33 47.42 48.90 71.25 41.23

T
in

y

PromptCCD w/GMP (Ours) 66.73 79.76 57.61 57.49 68.38 55.41 56.35 65.57 54.74 60.19 71.24 55.92

Estimated C (CEST: 166, CGT: 160) (CEST: 192, CGT: 180) (CEST: 220, CGT: 200)
GCD [47] 58.51 77.50 45.82 51.00 75.71 45.76 53.03 78.57 48.05 54.18 77.26 46.54
Grow & Merge [56] 43.20 62.50 30.31 31.62 67.14 24.09 43.12 65.71 38.72 39.31 65.12 31.04
MetaGCD [53] 52.50 71.07 40.10 43.50 77.14 36.36 46.62 70.00 42.06 47.54 72.74 39.51
PA-CGCD [26] 58.23 74.29 47.49 51.50 78.57 45.76 56.06 77.14 51.95 55.26 76.67 48.40

C
U

B

PromptCCD w/GMP (Ours) 59.94 80.00 46.54 52.50 78.57 46.97 54.20 76.43 49.86 55.55 78.33 47.79
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S3 Transductive and Inductive Evaluation
In our main paper, we evaluate our method on the unlabelled data, which are
from the train splits of the original datasets. Indeed, the model has seen the data
during training, though no labels are used. Here, we further evaluate our method
on the test splits of the original datasets, which were not seen by the model
during training. In other words, we consider two evaluation protocols, namely,
transductive evaluation and inductive evaluation. In transductive evaluation, the
model is evaluated on the unlabelled data that has been seen by the model during
training, while in inductive evaluation, the model is evaluated on the unlabelled
data that has not been seen by the model during training.

Since we have reported the transductive evaluation results in the main paper,
here, we further include the inductive evaluation results in Tab. L, based on
the cACC evaluation metric introduced in the main paper. Overall, we can see
that our method is more robust to unseen data compared to other models as it
consistently performs better in the ‘All’ and ‘New’ accuracy.

Table L: Comparison using the cACC evaluation metric under the inductive protocol.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

GCD [47] 64.37 86.33 53.29 53.89 70.00 50.82 51.21 65.71 48.67 56.49 74.01 50.93
Grow & Merge [56] 56.05 66.53 48.71 58.17 65.71 56.73 53.33 63.33 51.58 55.85 65.19 52.34
MetaGCD [53] 56.47 78.37 41.14 41.22 67.14 36.27 56.88 63.81 55.67 51.52 69.77 44.36
PA-CGCD [26] 57.14 79.80 41.29 53.05 74.76 48.91 53.90 68.57 51.33 54.70 74.38 47.18

C
10

0

PromptCCD w/GMP (Ours) 67.98 79.39 60.00 60.31 74.76 57.55 57.02 65.71 55.50 61.77 73.29 57.68

GCD [47] 74.11 78.57 71.43 71.88 77.86 70.36 60.95 77.86 57.00 68.98 78.10 66.26
Grow & Merge [56] 77.50 77.14 77.71 73.04 75.71 72.36 63.38 73.57 61.00 71.31 75.47 70.36
MetaGCD [53] 66.43 84.76 55.43 61.01 78.57 56.55 68.51 71.43 67.83 65.32 78.25 59.94
PA-CGCD [26] 64.64 81.43 54.57 58.12 72.86 54.36 60.81 77.14 57.00 61.19 77.14 55.31

IN
-1

00

PromptCCD w/GMP (Ours) 78.75 79.52 78.29 75.80 78.57 75.09 69.46 80.00 67.00 74.67 79.36 73.46

GCD [47] 60.45 73.81 52.43 46.09 61.79 42.09 46.49 60.71 43.17 51.01 65.44 45.90
Grow & Merge [56] 56.52 65.00 51.43 38.84 55.71 34.55 47.30 56.07 45.25 47.55 58.93 43.74
MetaGCD [53] 50.98 70.71 39.14 49.71 60.00 47.09 51.82 60.71 49.75 50.84 63.81 45.33
PA-CGCD [26] 51.79 70.71 40.43 40.07 64.64 33.82 47.97 64.29 44.17 46.61 66.55 39.47

T
in

y

PromptCCD w/GMP (Ours) 61.96 70.24 57.00 52.46 64.64 49.36 49.86 62.50 46.92 53.76 65.79 51.09

GCD [47] 62.72 78.73 52.21 50.95 75.71 45.69 49.17 78.57 43.36 54.28 77.67 47.09
Grow & Merge [56] 45.86 64.93 33.33 29.35 60.58 22.77 41.51 62.86 37.29 38.91 62.79 31.13
MetaGCD [53] 54.44 72.39 42.65 45.36 78.10 38.46 50.47 70.71 46.47 50.09 73.73 42.53
PA-CGCD [26] 57.69 81.34 42.16 50.57 73.72 45.69 58.85 78.57 56.21 55.70 77.88 48.02

C
U

B

PromptCCD w/GMP (Ours) 58.88 77.99 46.32 50.32 78.83 44.31 63.33 77.14 60.59 57.51 77.99 50.41
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S4 Adapting the ACC Metric in GCD for CCD in Each
Time Step

In the main paper, when evaluating our method, at each time step t, we consider
the previously discovered categories as “known” (associated with the pseudo
labels obtained by our method), which are included in Dl in the cACC evaluation
algorithm. Here, we additionally show the results of applying the commonly used
ACC metric in GCD to each time step in CCD. Particularly, in each time step, we
measure the ACC based on Dl ∪Du

t . The ACC can be computed following [47].
We summarize the adapted evaluation metric in Alg. B and report the results
in Tab. M. Overall, our method consistently outperforms other methods on all
datasets on ‘All’ and ‘New’ splits.

Algorithm B standard incremental GCD evaluation metric
Input: Models {f t

θ | t = 1, . . . , T} and datasets {Dl, Du}.
Output: ACC value.
Require: SS-k-means(Model, Labelled set, Unlabelled set).

1: for t ∈ {1, · · · , T} do
2: ACCt ← SS-k-means(f t

θ , D
l, Du

t )
3: ACCs← {ACCt | t = 1, . . . , T}
4: ACC ← Average(ACCs)
5: return ACC

Table M: Comparison using the adapted ACC metric from GCD in Alg. B.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

GCD [47] 67.65 83.59 56.49 49.85 71.52 45.71 44.51 81.62 38.02 54.00 78.91 46.74
Grow & Merge [56] 64.77 70.49 60.77 61.27 64.00 60.75 43.56 59.90 40.70 56.53 64.80 54.07
MetaGCD [53] 56.20 79.59 39.83 54.09 68.57 57.51 44.77 60.10 42.08 51.69 69.42 46.47
PA-CGCD [26] 57.43 80.29 41.43 63.42 86.76 55.05 50.81 83.24 45.73 57.22 83.43 47.40

C
10

0

PromptCCD w/GMP (Ours) 70.69 80.90 63.54 65.65 74.57 63.95 51.94 83.62 46.40 62.76 79.70 57.96

GCD [47] 75.65 84.69 69.31 64.39 78.71 62.65 53.49 80.19 48.82 64.51 81.20 60.26
Grow & Merge [56] 75.34 76.78 74.34 63.11 78.00 60.27 54.06 73.71 50.62 64.17 76.16 61.74
MetaGCD [53] 65.61 83.92 52.80 60.23 85.05 55.49 65.09 77.43 62.93 63.64 82.13 57.07
PA-CGCD [26] 70.05 82.61 61.26 66.40 95.52 60.84 62.41 93.81 56.92 66.29 90.65 59.67

IN
-1

00

PromptCCD w/GMP (Ours) 79.56 84.24 76.29 66.34 81.43 63.45 58.91 78.95 64.05 68.27 81.54 67.93

GCD [47] 63.62 73.14 56.96 54.09 67.19 51.59 47.98 62.48 45.44 55.23 67.60 51.33
Grow & Merge [56] 59.52 64.24 56.21 50.19 57.95 48.71 52.06 54.90 51.57 53.92 59.03 52.16
MetaGCD [53] 59.41 73.90 49.27 59.90 61.90 59.52 53.43 61.29 52.06 57.58 65.70 53.62
PA-CGCD [26] 56.01 74.96 42.74 46.81 67.14 42.93 52.74 88.86 46.92 51.85 76.99 44.03

T
in

y

PromptCCD w/GMP (Ours) 68.67 72.84 65.76 60.11 73.48 57.56 51.51 60.71 49.90 60.10 69.01 57.74

GCD [47] 58.80 75.71 47.49 47.50 80.71 40.45 47.67 76.43 42.06 51.32 77.62 43.33
Grow & Merge [56] 44.21 65.00 30.31 32.25 69.29 24.39 37.18 67.14 31.34 37.88 67.14 28.68
MetaGCD [53] 50.93 71.07 37.47 43.50 75.71 36.67 45.92 77.86 39.69 46.78 74.88 37.94
PA-CGCD [26] 55.94 73.21 44.39 53.00 76.43 48.03 57.46 86.43 51.81 55.47 78.69 48.08

C
U

B

PromptCCD w/GMP (Ours) 57.08 75.00 45.11 52.87 85.71 45.91 58.04 79.29 53.90 56.00 80.00 48.31
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S5 Implementation Details for Augmenting Grow &
Merge with ViT

As the most relevant work Grow & Merge (G&M) [56] uses ResNet18 [20] as the
backbone and the Momentum Contrast (MoCo) [19] for representation learning,
to have a fair comparison, we augment G&M from two aspects, the pretraining
strategy and the dual branch network (static and dynamic branch), leveraging
the more powerful ViT backbone. First, we change the pretraining strategy MoCo
to joint supervised and unsupervised contrastive learning with DINO features.
Second, for the dual branch network in [56], originally, the ResNet18 is divided
into several layers (excluding the fully connected layers) where before the last
layer, G&M divides the last layer into two branches, i.e., the static branch and
the dynamic branch. By design, the static branch is the backbone’s last layer,
while the dynamic branch consists of several branches of T − 1 layers, where
T is the number of stages. To maintain this design, we accordingly implement
a dual-branch architecture network based on ViT backbone. Given that ViT
backbone consists of several blocks, we freeze all blocks except the last block as
the static branch. Moreover, before the last block, we add another T −1 blocks as
the dynamic branches used exclusively for each stage t. All the rest designs are the
same as [56]. At t = 0, i.e., during the initial stage, we optimize the static branch,
and at t > 0, we freeze the static branch and perform static-dynamic distillation
while optimizing the dynamic branch t for novel class discovery following G&M.

We compare our method with the improved G&M under both transductive and
inductive evaluation protocols, using the cACC evaluation metric. As shown in
Tab. N, our improved G&M significantly outperforms the original implementation,
leading to a fair comparison with our method. However, our method obtains an
overall accuracy of 64.17%, which is still substantially better.

Note: For experiments in the main paper, we compare our model with the
improved Grow & Merge (G&M).

Table N: Comparison with different Grow & Merge implementations on CIFAR100
datasets.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

Transductive Evaluation

Grow & Merge [56] 22.91 30.20 17.80 21.47 25.71 20.65 24.91 24.00 27.25 23.10 26.64 21.90
Grow & Merge (improved) 64.77 70.49 60.77 58.32 62.95 57.44 49.21 57.62 47.73 57.43 63.68 55.31
PromptCCD w/GMP (Ours) 70.69 80.90 63.54 64.08 73.14 62.35 57.73 72.67 55.12 64.17 75.57 60.34

Inductive Evaluation

Grow & Merge [56] 38.32 60.61 22.71 29.62 60.48 23.73 31.91 60.95 26.83 33.28 60.68 24.42
Grow & Merge (improved) 64.77 70.49 60.77 61.27 64.00 60.75 43.56 59.90 40.70 56.53 64.80 54.07
PromptCCD w/GMP (Ours) 67.98 79.39 60.00 60.31 74.76 57.55 57.02 65.71 55.50 61.77 73.29 57.68
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S6 Additional Comparison under Other CCD Settings
and Metrics

In this section, we provide additional comparison with PA-CGCD [26] and
MetaGCD [53], following their experimental settings, including data splits and
evaluation protocols. In Tab. O, we follow PA-CGCD’s experimental setting and
use their evaluation metrics (described in Sec. 4.2 of [26]). As can be seen, our
method achieves the best performance following the setting of [26]. In addition,
we also follow MetaGCD’s data splits. The common GCD evaluation metric,
ACC, is adopted in their original paper. We experiment under their setting, and
report the results in Tab. P. As can be seen, our method outperforms MetaGCD
and all other methods. These results further demonstrate the superiority of our
methods.
Table O: Comparison with PA-CGCD [26] on CUB. For experiment settings and
evaluation metrics, please refer to the original paper’s Sec. 4.2 (Tab. 4, DINO ViT-B/16
experiments).

Method Mall ↑ Mo ↑ Mf ↓ Md ↑

GCD [47] 62.70 71.40 09.57 56.01
Grow & Merge [56] 42.12 60.21 23.24 27.63
PA-CGCD [26] 72.51 74.28 09.49 65.60

PromptCCD w/GMP (Ours) 76.23 78.44 06.07 74.46

Table P: Comparison with MetaGCD [53] on CIFAR100. For experimental settings
and evaluation metric, please refer to the original paper’s Sec. 4.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Stage 4 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New All Old New

RankStats [15] 62.33 64.22 31.60 55.01 58.55 26.85 51.77 56.70 25.47 47.51 54.59 17.20 54.16 58.52 25.28
FRoST [42] 67.14 68.57 50.73 67.01 68.82 52.60 62.35 65.48 45.67 55.84 59.06 42.95 63.09 65.48 47.99
GCD [47] 76.78 77.91 58.60 73.67 75.29 60.70 72.77 74.72 62.33 71.44 74.75 58.20 73.67 75.67 59.96
Grow & Merge [56] 78.29 79.91 66.00 77.58 79.64 61.13 74.56 77.60 58.14 72.02 75.98 56.32 75.61 78.28 60.40
MetaGCD [53] 78.96 79.36 72.60 78.67 79.41 66.81 76.06 78.20 64.87 74.56 77.60 61.14 77.06 78.64 66.35
PromptCCD w/GMP (Ours) 90.06 90.50 89.47 82.67 88.80 76.23 81.48 84.60 78.80 70.30 75.87 67.64 81.13 84.94 78.04
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S7 Experiments on Additional Data Splits
The data splits in the main paper follow [56], as reported in Tab. 2 . The classes
are split into 7:1:1:1, while the samples (Dl, Du

1 , Du
2 , Du

3 ) in each stage are
divided following the percentages in Tab. 2. To further mimic the real-world
scenario, which is characterized by an abrupt increase or decrease in the number
of classes of each stage, we experiment on another 3 different class splits: (1)
4:2:2:2 – the number of the unseen classes is greater than that of the seen classes;
(2) 4:3:2:1 – the number of the unseen classes is decreasing for each stage; (3)
1:2:3:4 – the number of the unseen class is increasing for each stage. As shown in
Tab. Q, we compare our model with GCD and Grow & Merge on the CIFAR100
dataset. Our model consistently outperforms others by a large margin across the
board.

Table Q: Experiments on different class splits scenarios on CIFAR100.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

Class Split: 4:2:2:2

GCD [47] 78.25 55.36 80.54 65.79 39.83 66.98 38.72 39.83 38.50 60.92 45.01 62.01
Grow & Merge [56] 51.17 41.86 52.10 45.90 31.50 46.57 34.72 45.17 32.63 43.93 39.51 43.77
PromptCCD w/GMP 78.53 50.50 81.34 74.22 59.67 74.89 52.64 43.50 54.47 68.46 51.22 70.23

Class Split: 4:3:2:1 (decreasing)

GCD [47] 58.62 59.79 58.50 51.99 42.17 52.44 40.69 40.83 40.67 50.43 47.59 50.54
Grow & Merge [56] 41.89 52.83 39.70 44.25 42.83 44.32 34.97 35.50 34.87 40.37 43.72 39.63
PromptCCD w/GMP 57.10 61.14 55.70 64.10 51.00 64.70 47.67 38.67 49.47 56.29 50.27 56.62

Class Split: 1:2:3:4 (increasing)

GCD [47] 52.89 63.21 51.86 53.94 53.67 53.95 45.49 33.00 45.21 50.77 49.96 50.34
Grow & Merge [56] 50.40 44.64 50.98 44.48 36.33 44.85 41.89 52.83 39.70 45.59 44.60 45.18
PromptCCD w/GMP 50.21 63.57 48.88 49.96 60.50 49.47 57.00 58.00 56.80 52.39 60.69 51.72
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S8 Why Finetune the Final Block of DINO for CCD?
We analyze the number of learning parameters for each compared model and
explain why the final block of our backbone is finetuned. Our motivation is
to repurpose self-supervised vision foundation models for CCD. We choose
DINO [6,38] as our vision foundation model to tackle CCD. DINO is a transformer-
based vision foundation model pretrained on ImageNet-1K [43] with a resolution
of 224 ∗ 224 pixels. The model is trained in a self-supervised manner (no label
information) with around 86M parameters. Self-supervised models have been
widely adopted in both NCD [16] and GCD [47] literature so far. Thus, we follow
the GCD literature to use the strong DINO’s self-supervised pretrained model for
all compared models. We finetune the final block of its backbone and report the
number of learnable parameters for each model in Tab. R. Our model’s learnable
parameters consist of two parts: the final block of the backbone and the parameter
from GMP’s GMM. The latter only accommodates {(2∗ |ẑi|+1) ∗C} parameters,
where C is the number of components, and |ẑi| is the feature size of the [CLS]
token, which in this case is 768. Compared with PromptCCD-B w/{L2P, DP}, our
model’s learnable parameters are only 0.33% higher when C = 100, which is still
efficient. Moreover, in terms of the size of the prompt embedded to the backbone
model, our design are much more efficient as we only embed {|top-k| ∗ |ẑi|} which
is notably smaller compared to L2P’s method, i.e., {|top-k| ∗ |ẑi| ∗ Lpp}, where
Lpp is the prompt pool’s token length and DP’s method, i.e., {|top-k| ∗ |ẑi| ∗LG

pp}
for the G-prompt and {|top-k| ∗ |ẑi| ∗ LE

pp} for its E-Prompt, where LG
pp is the

prompt pool’s token length for task-invariant prompt while LE
pp is the token

length for task-specific prompts. Here, we highlight that our proposed model
only requires a minimal prompt size embedded into the backbone model. Each
prompt token represents the class prototype for each category, providing strong
guidance for CCD.

Table R: Information on learnable parameters for each compared model.

Method Learnable Parameters ≈ Total Parameters

Orca [5] 7.1M fθ; 6.5M Classification head 13.6M
GCD [47] 7.1M fθ; 23.1M ϕ 30.2M
SimGCD [52] 7.1M fθ; 6.5M Classification head 13.6M
Grow & Merge [56] 7.1M fθ; 23.1M ϕ; 0.031M Cluster head 30.2M
PA-CGCD [26] 7.1M fθ; 0.077M Proxy anchor 7.2M
MetaGCD [53] 7.1M fθ; 23.1M ϕ 30.2M
PromptCCD-B w/L2P (Ours) 7.1M fθ; 23.1M ϕ; 0.046M L2P 30.2M
PromptCCD-B w/DP (Ours) 7.1M fθ; 23.1M ϕ; 0.045M DP 30.2M

PromptCCD w/GMP (Ours) 7.1M fθ; 23.1M ϕ; {1537 ∗ C} GMP 30.3M @ C = 100

L2P and DualPrompt [50, 51] are prompt-based models designed for the
supervised continual learning task. Both models freeze the backbone model and
train the linear classifier in a supervised manner. Our CCD model Hθ : {ϕ, fθ}
consists of ϕ, an MLP projection head, and fθ : {fe, fb} a transformer-based
feature backbone that includes an input embedding layer fe and self-attention
blocks fb. During training, we optimize both the final block of fb and the
projection head ϕ. The projection head serves its purpose solely during contrastive
learning and is omitted in the final categorization process, where only the features
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from fb are utilized. Hence, freezing the backbone entirely is not feasible since it
would keep the backbone unchanged even after training. To validate the necessity
of finetuning the final block of the backbone, we experiment with two frozen
DINO models. The first model is the default frozen DINO backbone with no
prompt module. For this model, we do not perform any training strategy and
directly use it to extract ẑ features. The second model is the frozen DINO
backbone coupled with a learnable L2P prompt pool. For this model, we follow
the exact training procedure similar to the baseline model but keep the backbone
frozen. We compare these two frozen models with both our finetuned baseline
and proposed models as shown in Tab. S. By comparing the performance of the
frozen models and the finetuned models, we can see that our finetuned model
substantially outperforms the frozen models. Furthermore, based on the results
obtained from finetuning our models on the CUB dataset, we observe that our
models exhibit improved generalization compared to the DINO foundation model
when applied to previously unseen datasets. This further validates the design
choice of our method.
Table S: Comparison between the fully frozen models and the finetuned (final block)
models.

Stage 1 ACC (%) Stage 2 ACC (%) Stage 3 ACC (%) Average ACC (%)
Method All Old New All Old New All Old New All Old New

Frozen DINO [6] 64.87 71.43 60.29 55.42 66.67 53.27 49.08 66.19 46.08 56.45 68.10 53.21
Frozen DINO w/L2P 65.08 73.39 59.26 55.43 64.10 53.69 49.52 67.05 46.17 56.67 68.18 53.04
PromptCCD-B w/L2P (Ours) 65.93 80.20 55.94 56.72 70.76 54.04 51.55 66.67 48.90 58.07 72.54 52.96

C
10

0

PromptCCD w/GMP (Ours) 70.69 80.90 63.54 64.08 73.14 62.35 57.73 72.67 55.12 64.17 75.57 60.34

Frozen DINO [6] 68.75 71.90 66.86 70.43 73.57 69.64 62.57 74.29 59.83 67.25 73.25 65.44
Frozen DINO w/L2P 76.71 77.80 75.77 64.33 67.05 63.24 63.70 76.86 61.40 68.24 73.90 66.80
PromptCCD-B w/L2P (Ours) 75.80 83.84 70.17 70.95 82.48 68.75 61.19 78.67 58.13 69.31 81.66 65.68

IN
-1

00

PromptCCD w/GMP (Ours) 79.56 84.24 76.29 78.58 79.71 78.36 70.33 81.33 68.40 76.16 81.76 74.35

Frozen DINO [6] 55.71 65.00 52.00 45.80 56.79 43.00 46.23 55.85 42.83 49.25 59.21 45.94
Frozen DINO w/L2P 62.02 66.31 59.01 52.20 61.00 50.52 46.42 54.81 44.95 53.54 60.70 51.49
PromptCCD-B w/L2P (Ours) 69.46 75.24 65.41 54.64 65.43 52.58 44.88 59.43 42.33 56.33 66.70 53.44

T
in

y

PromptCCD w/GMP (Ours) 68.67 72.84 65.76 59.69 65.67 58.55 57.16 61.10 56.47 61.84 66.54 60.26

Frozen DINO [6] 41.60 74.22 31.37 31.27 68.57 23.23 44.77 62.09 37.99 39.21 68.29 30.86
Frozen DINO w/L2P 40.25 75.71 28.40 30.63 73.57 21.52 45.99 65.36 38.44 38.95 71.54 29.45
PromptCCD-B w/L2P (Ours) 56.65 73.93 45.11 47.75 74.29 42.12 47.32 71.43 42.62 50.57 73.22 43.28

C
U

B

PromptCCD w/GMP (Ours) 57.08 75.00 45.11 47.38 75.00 41.52 61.89 76.43 59.05 55.45 75.48 48.56
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S9 More Qualitative Results
We further visualize the feature representation generated by our method on
ImageNet-100 [43], TinyImageNet [30], and CUB [48] datasets, using t-SNE [34]
to project the high-dimensional features of {Dl, Du

t } in each stage into a low-
dimensional space. The qualitative visualization can be seen in Fig. A, where
data points of the same color indicate that the instances belong to the same
category. Moreover, for stage t > 0, we only highlight the data points belonging
to unknown novel categories. It is observed that across stages and datasets, our
cluster features are discriminative.

Fig.A: TSNE visualization of ImageNet-100, TinyImageNet, and CUB datasets with
features from our PromptCCD w/GMP on each stage.
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S10 Broader Impacts and Limitations
Category discovery technologies can significantly impact various industries and
applications, such as drug discovery and materials discovery. Our proposed frame-
work has been shown to reduce forgetting while being robust enough to discover
new classes in a continual learning setting. However, there may be potential neg-
ative social impacts, such as when the model learns improper prior knowledge or
the data contains unwanted bias, leading to misinformation in society. Currently,
there is still no reliable mechanism to prevent such situations from happening.
Therefore, having proper priors and managing data distribution is important to
prevent the model from making corrupted predictions. Additionally, like other
efforts on handling sequential unlabelled data, our system may accumulate errors
over time as we do not have any specific regulation when dealing with longer
time steps and potential categories with few samples at a given time step.
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